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ABSTRACT
Performance anomalies are a core problem in modern information
systems, that affects the execution of the hosted applications. The
detection of these anomalies often relies on the analysis of the
application execution logs. The current most effective approach is
to detect samples that differ from a learnt nominal model. However,
current methods often focus on detecting sequential anomalies in
logs, neglecting the time elapsed between logs, which is a core
component of the performance anomaly detection. In this paper,
we develop a new model for performance anomaly detection that
captures temporal deviations from the nominal model, by means
of a sliding window data representation. This nominal model is
trained by a Long Short-Term Memory neural network, which
is appropriate to represent complex sequential dependencies. We
assess the effectiveness of our model on both simulated and real
datasets. We show that it is more robust to temporal variations than
current state-of-the-art approaches, while remaining as effective.

CCS CONCEPTS
• Software and its engineering → Software testing and debug-
ging; • Theory of computation → Semi-supervised learning;
• Computing methodologies → Anomaly detection; Neural
networks.
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1 INTRODUCTION
With the fast growing of their size and complexity, modern infor-
mation technology systems contain numerous sources of potential
faults and vulnerabilities [3, 6, 8]. The failure of their services can
have significant consequences, ranging from degraded user’s experi-
ence [11] to important financial losses [15]. The ability to accurately
detect anomalies is therefore considered as a major issue [15]. Log
analysis constitute a promising solution to system anomaly detec-
tion, since large-scale systems generate numerous execution logs
[6, 11]. A log is a semi-structured message tracing the system exe-
cution [8]. It contains valuable monitoring information, such as the
timestamp (time of occurrence) or the content, an often unstructured
free text. The event type of a log describes the type of information
being logged in the content part [1]. The sequence_id of a log is an
optional field, gathering logs from a same sequence.

A log anomaly is an unexpected behaviour of the log data, and
can be paired to a system anomaly. For instance, a late appearance
of logs in a sequence may indicate a performance anomaly corre-
sponding to an abnormal temporal irregularity in a service response.
Hence, log anomaly detection is recognized as an efficient mean to
perform system anomaly detection [3]. Manually analyzing large
and complex log datasets represents a cumbersome and error-prone
task [3, 8], justifying the need for automated data-driven solutions.

Supervised methods are the first historically used to detect anom-
alies in logs [5, 9]. They train binary classifiers, based on both nor-
mal and abnormal samples. Despite their encouraging results on
balanced data, they suffer from the scarcity of abnormal samples in
real datasets. In addition, they only detect anomalies matching the
learnt abnormal class, preventing the detection of new anomalies.
Unsupervised outlier detection [10, 14] overcome both the scarcity
of anomalies, and the frequent unavailability of labels. These clus-
tering techniques isolate the nominal samples in polluted datasets.
However, they tend to simply detect samples that are significantly
different from the majority regarding selected features [8].

Finally, novelty detection methods focus on detecting deviations
from the nominal behaviour. Following a semi-supervised approach,
a nominal behaviour model is learnt on anomaly-free data. New
coming data are compared to this model and detected as anomalies
if their behaviour does not match the nominal one. In thesemethods,
logs are often represented as temporally-ordered sequences of event
types. Fu et al. [7] train a Finite State Automaton to model these
sequences as a unique workflow. Yet, the unique aspect of the
model prevents the treatment of sequences that contain parallel
tasks [6]. The DeepLog method [6] rather train a prediction task
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with a Long-Short Term Memory (LSTM) neural network, which
efficiently represents complex sequential dependencies based on
multiple previous logs. DeepLog is regarded as one of the most
up-to-date and accurate reference.

Nonetheless, representing the logs as sequences of event types
raises challenging issues. Firstly, the sequences creation requires
the knowledge of the sequence_id, which is not always available.
Secondly, this representation discards the time-frame separating
logs. This information is however key to define performance anom-
alies. The performance anomaly detection field focuses on detecting
periods of slowdown or unavailability of a system or a service [2],
and ranges from the detection of deny-of-service attacks [6] to the
performance monitoring of cloud infrastructures [12]. For these
anomalies, the sequential representation of the logs is insufficient:
the time elapsed between logs must be integrated to the model in
order to detect temporal irregularities in logs’ appearance.

This paper focuses on the detection of performance anomalies
and presents a new novelty detection approach named NoTIL,
Novelty detection based on Temporal Irregularities in Logs. Based
on the idea of counting the event types over time with a sliding
window, NoTIL takes the time elapsed between logs into account
by capturing the frequency of logs’ appearance. NoTIL takes advan-
tage of the LSTM ability to model complex temporal dependencies
and applies it to model temporal correlations and detect temporal
irregularities. In the following, section 2 details our NoTIL method.
Section 3 evaluates its efficiency and section 4 concludes the paper.

2 NOTIL ANOMALY DETECTION METHOD
As a novelty detection method, NoTIL models the nominal be-
haviour of logs and detects anomalies as violations of the trained
model. Especially, NoTIL trains a forecasting model and detects the
samples with low prediction results as anomalies. In the context
of performance anomaly detection, the prediction tasks and the
data representation should be chosen so as to take into account
the time elapsed between logs. Indeed, a performance anomaly
is manifested within the logs as an abnormally long time-frame
separating two consecutive logs. Contrary to the state-of-the-art
methods, NoTIL represents the logs with a counting time window of
the event types, taking into account the time elapsed between logs.
We use an LSTM network for the prediction model, since they can
model complex temporal relations [6, 11]. This section formalizes
the problem of detecting performance anomalies before describing
the data representation and the prediction model.

Notations. We use curly brackets {𝑎1, .., 𝑎𝑘 } to designate a set of
𝑘 unique elements; (𝑎1 ..𝑎𝑘 ) denotes a sequence and J𝑎..𝑏K stands
for the sequence of integers between 𝑎 and 𝑏 (included). |𝐸 | is the
number of elements of a set 𝐸 and P(𝐸) is its power set. The 𝑓 𝑙𝑜𝑜𝑟
function ⌊ ⌋ is defined by: ∀𝑥 ∈ R, ⌊𝑥⌋ =𝑚𝑎𝑥{𝑚 ∈ Z |𝑚 ≤ 𝑥}. We
note ∧ the logical AND between conditions. Finally, for a random
variable 𝑋 on an event space Ω, 𝐹𝑋 is its cumulative distribution
function. ∀𝛼 ∈ J0..1K, 𝑋𝛼 is the 𝛼-upper critical value of the prob-
ability distribution of 𝑋 , define by 𝐹𝑋 (𝑋𝛼 ) = 1 − 𝛼 ; ∀𝑥 ∈ Ω, 𝑥 is
significantly higher than 𝑋 , noted 𝑥 ≫ 𝑋 , if 𝑥 > 𝑋𝛼 .

Problem statement. Let 𝐿 be a dataset of logs, occurring in a
discrete time-frame J1..𝑇 K, 𝑇 ∈ N+. 𝐸 is the set of possible event

types in 𝐿. For a log ℓ ∈ 𝐿, we note 𝑒ℓ ∈ 𝐸 its event type and
𝑡ℓ ∈ J1..𝑇 K its timestamp. For any ℓ ∈ 𝐿 and 𝑒 ∈ 𝐸, we define
next𝑒 (ℓ) ∈ 𝐿 as the next closest log of type 𝑒: the first log of
type 𝑒 that happens after ℓ . We define 𝑑𝑒 (ℓ) = 𝑡next𝑒 (ℓ) − 𝑡ℓ , the
duration between ℓ and next𝑒 (ℓ). We assume that the nominal
value of such a duration is a random variable 𝐷𝑒ℓ𝑒 following an
unknown distribution. The actual duration 𝑑𝑒 (ℓ) corresponds to a
performance anomaly if 𝑑𝑒 (ℓ) ≫ 𝐷𝑒ℓ𝑒 . We assume that anomalies
concern instants 𝑡 ∈ J1..𝑇 K and we define a labelling strategy 𝑓

as a function indicating which instant(s) are labelled abnormal:
𝑓 : 𝐿 × 𝐸 → P(J1..𝑇 K). The performance anomaly detection
problem consists in retrieving the set of temporal anomalies in 𝐿:
𝑇𝐴
𝐿

= {𝑓 (ℓ, 𝑒) | ℓ ∈ 𝐿, 𝑒 ∈ 𝐸 ∧ 𝑑𝑒 (ℓ) ≫ 𝐷𝑒ℓ𝑒 } ⊂ J1..𝑇 K.

Data representation. We define a window size 𝑤 ∈ N∗ and a
temporal window𝑊𝑖 , with a beginning time 𝑡𝑊𝑖

and an ending time
𝑡𝑊𝑖

+ 𝑤 , with 𝑡𝑊𝑖
< 𝑡𝑊𝑖

+ 𝑤 ≤ 𝑇 . A log ℓ belongs to a window
𝑊𝑖 iff 𝑡𝑊𝑖

≤ 𝑡ℓ < 𝑡𝑊𝑖
+ 𝑤 . We represent𝑊𝑖 by a counting vector

𝐶𝑖 ∈ N |𝐸 | that counts, for each event type 𝑒 ∈ 𝐸, the number
of occurrences of 𝑒 in the window𝑊𝑖 . The 𝑗𝑡ℎ element of 𝐶𝑖 is
expressed as 𝐶 ( 𝑗)

𝑖
=

���{ ℓ ∈ 𝐿
�� 𝑡ℓ ∈ J𝑡𝑊𝑖

..𝑡𝑊𝑖
+𝑤K ∧ 𝑒ℓ = 𝑒 𝑗

}���. We
opt for a sliding window mechanism, and define 𝑠 as the sliding
offset and 𝑁 the number of sliding windows is 𝐿.

Figure 1: A set of ℎ = 2 input windows of size 𝑤 = 6 and
shifted by 𝑠 = 2 (blue) and its associated output (green) in an
overlapping scenario (a) and a non-overlapping one (b)

The prediction task. As in Deeplog, we train a model for the task
of forecasting the next window. We define a hyper-parameter ℎ,
called look-back [6] so that ℎ consecutive windows are used to
forecast the next window. Due to the sliding window mechanism,
consecutive windows share common instants. To avoid the intro-
duction of a bias between input and output — as depicted in the
overlapping scenario in Figure 1(a) — we predict the output count-
ing vector 𝐶𝑖 with the input matrix 𝑀𝑖 formed by the previous
vectors (𝐶𝑖−𝛼−ℎ ...𝐶𝑖−𝛼 ), where 𝛼 = 𝑤

𝑠 − 1 (Figure 1(b)). As afore-
mentioned, we opt for a LSTM model to train the prediction task.
We formalize its role as a function LSTM that associates to an input
matrix 𝑀𝑖 a predicted output LSTM(𝑀𝑖 ). This predicted output is
then compared to the real output 𝐶𝑖 thanks to an error measure Δ,
a function defined as Δ : N |𝐸 | × N |𝐸 | → R+.

Finally, a threshold 𝜏 , learned during the validation, enables to
split the windows into normal and abnormal subsets. The abnormal
windows𝑊 (𝐴) retrieved by NoTIL are defined as:

𝑊 (𝐴) =
{
𝑊𝑖 | 𝛼 + ℎ ≤ 𝑖 < 𝑁, Δ

(
𝐶𝑖 , LSTM(𝑀𝑖 )

)
> 𝜏

}



Figure 2: Generation scenario of Simu_binary. Top: nominal
model. Center: temporal sequence with performance anom-
aly in 𝐴3 - 𝐵3. Bottom: labelling strategies for the anomaly.

To compare this set to 𝑇 (𝐴)
𝐿

, the set of actual temporal anomalies
of 𝐿, we transpose this latter into a set of abnormal windows:

𝑊
(𝐴)
𝑟𝑒𝑎𝑙

=
{
𝑊𝑖 | 𝛼 + ℎ ≤ 𝑖 < 𝑁 ∧ ∃ 𝑡 ∈ 𝑇

(𝐴)
𝐿

, 𝑡𝑊𝑖
≤ 𝑡 ≤ 𝑡𝑊𝑖

+𝑤
}

3 EVALUATION
We assess the accuracy of NoTIL on different scenarios and compare
it with that of DeepLog [6]. We present the evaluation framework
before commenting the experimental results.

Data presentation. We evaluate our proposition on both simu-
lated and real-world datasets. We first generate an artificial dataset
Simu_binary to study the behaviour of the methods in a minimal
configuration. As depicted in Figure 2, Simu_binary contains 2
event types𝐴 and 𝐵.𝐷𝐴𝐴 and𝐷𝐴𝐵 represent the nominal durations
between consecutive logs of the corresponding event types. We
inject performance anomalies in some transitions between 𝐴 and
𝐵: in Figure 2, the transition between 𝐴3 and 𝐵3 is abnormal since
𝑑𝐵 (𝐴3) ≫ 𝐷𝐴𝐵 . 𝐷𝐴𝐴 and 𝐷𝐴𝐵 are Gaussian distributions with low
variances (for steady scenarios). We generate several scenarios by
changing the mean values. We then generate scenarios with higher
variances to study the robustness of the methods to temporal irregu-
larity. We also generate Simu_nevents, with new contextual event
types that happen regularly, independently from one another and
from the sequence of interest. This context matches better a real
situation, where numerous types of logs are generated in parallel.
In these artificial scenarios, we simulate a time-frame of 𝑇 = 10000
for each of the training, validation and testing sets, and inject 1%
of anomalies in the validation and testing sets.

We finally experiment on a real dataset. Openstack logs moni-
tors the creation and use of virtual machine (VM) instances. The
authors of DeepLog generated and made available their own Open-
stack dataset with injected performance anomalies. The dataset
contains 47 event types, among which 23 are implied in a sequence
(a VM instance). 4 sequences contain temporal anomalies, in the
same transition time, for a global rate of 0.7% of abnormal sequences.

State-of-the-art methods selection. We study the behaviour of
DeepLog towards performance anomalies. DeepLog proposes two
independent anomaly detectors: we note SDL its sequence anom-
aly detector, and PDL its performance anomaly detector. SDL only

considers the sequence of event types, and is not specifically de-
signed for performance anomalies. PDL processes each event type
individually and analyses the time elapsed between consecutive
logs. PDL is therefore eligible for performance anomaly detection:
theoretically, it can catch temporal irregularities, but might strug-
gle to detect abnormal correlations between logs of different event
types. We also study the reference state-of-the-art unsupervised
method noted PCA [14], in order to prove the superiority of the
novelty approach.

Labelling strategy. For the simulated data, we propose differ-
ent labelling strategies, defining the aforementioned function 𝑓

and graphically represented in the example of Figure 2. In these
strategies, the abnormal instants 𝑓 (𝐴3, 𝐵) are:

• (first) the time when the log should have occurred, 𝑡𝐴3+𝐷𝐴𝐵 ,
• (last) the time when the delayed log occurred, 𝑡𝐵3 ,
• (2-ano) both,
• (middle) the middle instant between both, 𝑡𝐵3+𝑡𝐴3+𝐷𝐴𝐵

2 .
We study the impact of the labelling strategies on the results of the
understudied methods in order to select a strategy that does not
introduce any bias.

Implementation considerations. DeepLog and NoTIL are imple-
mented with Pytorch framework and with the same hyperparam-
eters provided in [13]. For our hyperparameters, we set 𝑠 = 1 to
observe all the possible window combinations and experimentally
determined the𝑤 and ℎ values at𝑤 = 𝐷𝐴𝐵 −𝑑𝐵 (𝐴3) (the difference
between expected and observed duration) and ℎ = 2×𝑤 . PCA is not
based on a prediction task, so the detection should be performed
on a window size that covers both the input and the output of the
other methods. Hence, we chose a window size of𝑤𝑃𝐶𝐴 = 𝑤 +ℎ×𝑠 .

Figure 3: F1_scores of the understudied methods on simu-
lated datasets and OpenStack.

Evaluation measures. Measuring the accuracy of an anomaly de-
tector in our context consists in comparing the aforementioned
sets𝑊 (𝐴)

𝑟𝑒𝑎𝑙
, the real abnormal windows and𝑊 (𝐴) , the predicted

ones. The traditional F1-measure is not suitable for the perfor-
mance anomaly context, since it does not tolerate any temporal
delay between detected and real anomalies. Hence, we refine the
definition of false positive and negative: for 𝑞 ∈ N, a real (resp.
predicted) anomaly in𝑊𝑖 is a false negative (resp. positive) if no
detected (resp. real) anomaly is observable within the sequence



(𝑊𝑖−𝑞 ...𝑊𝑖+𝑞), otherwise it is a true positive. We chose 𝑞 = ⌊𝐷𝐴𝐴

2 ⌋,
in order to detect anomalies at a sequence-level temporal precision.

As most of the novelty detection methods, NoTIL learns a thresh-
old to distinguish abnormal and normal samples. This threshold
is learnt during a validation phase and is a lever to balance false
positive and false negative. This step can be used to avoid detecting
nominal outliers: novelty detection can detect anomalies that are
more frequent than some nominal outliers, as long as they were
not seen during the training phase.

Detection results. Figure 3 presents the F1-scores of the methods
for the aforementioned datasets. For all the simulated data, we
generated multiple scenarios — with different 𝐷𝐴𝐴 and 𝐷𝐴𝐵 values
— and calculated the average score for each understudied method.

In the noise-free version of Simu_binary, both PDL and NoTIL
present overall good results, with a slight overall advantage for
NoTIL. Unsurprisingly, PDL benefits from the (last) labelling strat-
egy, since it detects anomalies from the time elapsed since the
previous log. 𝐵3 and 𝐵4 carry high anomaly scores since 𝐵3 is
abnormally far from 𝐵2 and close to 𝐵4. NoTIL also detects two
abnormal instants, yet, these instants are aligned with the (2-ano)
labels. The SDL proposal shows very disappointing results since
the understudied anomalies have no signature at a sequence level,
and are not observable if time is neglected. PCA method shows
mitigate results, mainly due to the temporal imprecision necessary
to encompass both the input and the output in the studied window.

The noisy version results highlight the limit of the PDL’s repre-
sentation of time. Since the occurrences of𝐴 are not regular, neither
are those of 𝐵. Hence, the method struggles in learning the nominal
behaviour of the event type 𝐵, and fails to detect the actual anom-
alies. PCA also collapses: the multitude of nominal samples induces
a lack of distinction between rare nominal profiles and anomalies.
NoTIL is only slightly impacted by the irregularity of this scenario
and still presents reliable results. Here, (2-ano) is unanimously the
most advantageous labelling strategy: it is bias-free to select it for
the next evaluations.

The experiments on Simu_nevents show an impact of the con-
textual framework on all methods: the already-low results of the
state-of-the-art methods collapse, while NoTIL remains the only
reliable solution, despite a fair decrease.

Finally, PDL presents very disappointing results in the rawOpen-
Stack dataset (column Raw data): it tries to find a common fore-
casting error threshold, whatever the event type is. Since half of
the event types are not implied in a sequence (contextual logs) and
do not bear any signature of the anomalies, applying a threshold on
these event types leads to numerous false positives. To confirm this
hypothesis, we propose an alternative version of the dataset (col-
umn No_context), which only contains the 23 event types involved
in a sequence execution. This process is not innocuous: it requires
domain knowledge to identify the sequence_id and eliminates 61%
of the logs. Yet, it is not sufficient: an event type occurs twice in
each instance, hence why there are two nominal durations between
consecutive occurrences: (a) a short one, between occurrences of
the same instance, (b) a much longer one between distinct instances.
PDL fails in learning this nominal behaviour and triggers many
false positives. On the contrary, NoTIL results are enhanced by
this simplification process. Our analysis of NoTIL results however

highlighted some false positive cases, that seem reasonable. For
instance, a rare event type appears at an unusually high frequency
in the testing dataset which is detected as abnormal by NoTIL.

4 CONCLUSION
We present a new method to perform anomaly detection, while
maintaining the quantitative aspect of time, using a count of event
types over time. NoTIL efficiently detects temporal irregularities
in logs’ appearance, which can be the signatures of performance
anomalies. Our evaluations show a much more robust behaviour to-
wards nominal temporal fluctuations than current approaches such
as DeepLog. As a future work, we plan to extend our evaluation to a
larger set of anomaly types. We also aim at extending the anomaly
detection to parameters anomalies: logs contain variable parts that
can be converted into numerical time series. We will also exper-
iment other deep learning algorithms, with a focus on attention
mechanisms [4, 11] in order to enhance both the computational
performance and the interpretability of the model.
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