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Abstract

An isothermal model describing the separation of the components of a binary
metallic alloy is considered. A process of phase transition is also assumed to
occur in the solder; hence, the state of the material is described by two order
parameters, i.e., the concentration c¢ of the first component and the phase field
. Existence of a solution to the related initial and boundary value problem has
been proved in a former paper, where, anyway, uniqueness was obtained only in a
very special case. Here some further regularity and uniqueness results are shown
in a more general setting by use of an a priori estimates — compactness argument.
A key point of the proofs is the analysis of the fine continuity properties of the
inverse map of the solution-dependent elliptic operator characterizing one of the
equations of the system.

Key words: phase separation, fourth order parabolic system, solution-dependent
elliptic operator, constraint, variational formulation.
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1 Introduction and mathematical preliminaries

In this paper, we aim to present some regularity and uniqueness results for the system

O — Ap = Fi(p) + cF(p), (1.1)
Oyc — div(u(p, c)Vw) =0, (1.2)
w € —Ac+ B(c) +7(0) + 9(p), (1.3)
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describing the diffusive separation of components in a binary metallic alloy possibly
undergoing a phase transition phenomenon. In the above relations, the unknown c
represents the relative concentration of either of the components, while ¢ is the phase
parameter, with ¢ = 0 denoting the solid, ¢ = 1 the liquid, and 0 < ¢ < 1 a mixture.
Moreover, Fy, F5, v, and g are smooth coupling terms whose meaning is outlined in
the paper [4]. Finally, p is the mobility coefficient, possibly depending on both the
unknowns, but assumed to be nondegenerate, and § is a maximal monotone graph
guaranteeing the “physical” constraint 0 < ¢ < 1.

Let us point out that the system above has to be complemented with the Cauchy
conditions for ¢ and ¢ and with homogeneous Neumann boundary conditions for ¢,
w, and c¢. Under such assumptions, eqns. (1.1-1.3) have been studied in the paper
[4], where existence and regularity results were proved for a variational formulation
of that system. However, the question of uniqueness was solved just in the very
particular case when p is a constant. Hence, in this paper we deal with two more
general settings, where the mobility i may depend either on the sole unknown ¢ or
on both the unknowns (¢, c), and we are able to show two distinct uniqueness and
continuous dependence results. Indeed, both situations seem to be significant on the
physical viewpoint [4, Introduction]. In order that the second result can be applied,
anyway, we have to assume very strong smoothness properties of the solutions. In
this concern, we actually prove a new regularity theorem for (1.1-1.3) that fits with
the uniqueness setting at least for suitably small final times. The main analytical
instrument on which we rely consists in a fine analysis of the continuity properties of
the solution-dependent elliptic operators resulting from the nonconstant mobility .
This follows the lines of the work [1], where similar arguments were used for the study
of the Cahn-Hilliard system with nonconstant mobility.

Let us now start by briefly presenting some mathematical notations and tools
that will be used throughout the rest of the paper. Let {2 be a smooth, bounded,
and connected domain in R® (the situation in space dimension 2 is analogous and in
dimension 1 is easier) and let 7 > 0 be a given final time. Set I' := 0Q, ¥ :=I'x (0, 7)),

¢ = Q x (0,t) for t € (0,T], and Q := Qp. Set also H := L*(Q) and V := H'(Q)
and endow the latter space with its usual scalar product. Identify H and its dual, in
order that the compact inclusion H C V' holds and (V, H, V') form a Hilbert triplet.
Finally, denote by (-,-) the duality pairing between V' and V, by | - | the norm of of
both H and H?, and by || - ||x the norm of the generic Banach space X. Given any
¢ € V', let us now set

1
(o= @(C,l); Vo:={CeV' :(a=0}, Vo:=VnNV. (1.4)
Let also 0 < a < g be assigned constants and let
p € Lipy,(R?*), with a < pu <y ae. in R (1.5)

If v,z : Q2 — R are measurable functions, then we can define the operators

By : V=V, (Bo,2)u, y) = / (v, 2)Vu - Vydx for u,y eV, (1.6)
Q

B:V -V, (Bu,y) := /QVu -Vydx for u,yeV. (1.7)
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Clearly, B, B,y map V onto Vj and their restrictions to V; turn out to be
isomorphisms of V4 onto Vj. Then, we can denote by N the inverse of B and by N, )
the inverse of By, ). Just by applying the definition (1.6), one can readily check that
for any w € V and ¢ € Vj there holds

<B(v,z)u:Mv,z)C> = <B(v,z)Mv,z)€a U) = <C,’U,> (18)

Let now p € [1,00], let v,z be measurable on @, and let u,( be measurable
functions of time with values in V' and V{, respectively. Then, for a.e. t € (0,7),

we can put (B,,u)(t) == Buw),.q) (u(t) and (Nu,»C)(t) := Nuw),z)(C(t)). This
provides a natural extension of the above operators to a time-dependent setting.
From this point on, £ will stand for a positive constant (possibly not always
the same) depending only on «, g, 2. A positive constant depending on one, or more,
additional parameters (say, ¢) will be noted as ks, instead. We have (see [4, Sec. 2] or
[1, Sec. 2] for the proof, that is essentially based on the Poincare-Wirtinger inequality):

Lemma 1.1. For all ( € V] and for all measurable v,z : Q2 — R, we have that

INwaCllv < KIS, (G NwaO) > EICT (1.9)
Moreover, if v, z are measurable functions of ) into R, p € [1, oo, then
B,y : LP(0,T;V) — LP(0,T;Vy) and Ny : LP(0,T5 V) — LP(0, T3 Vp),

introduced as noted above, are well defined. In addition, the By, are (surjective)
isomorphisms of L?(0,T;V,) onto LP(0,T;Vy). Finally, we have that

| Bw,)lczeo.v),Lo0mv)) < K, [Nw,2) | czeo.rvey Lo o.rve)) < ks (1.10)
i.e., their norms do not depend on (v, z).

A consequence of (1.9) and of the compact embedding V' CC H is that, if § > 0,
¢ € Vo, ¢ = By yu for a suitable u € V, then

€17 < 81V CI” + KslICIT < 8IVCI + ks | Vul™. (1.11)

Now, let us analyze some deeper continuity properties of the operator NV, ). We report
the proofs, which follow the lines of [1, pp. 493-494], for the sake of completeness:

Lemma 1.2. Let v,z € H*(Q), ( € HNVy, and u € V be such that { := By, ,yu. Let
also p € WhH*°(R?). Then, there exists k > 0 such that

lullzz2() < k(IC]+ 11w, 2) 17 (@) | V). (1.12)

PROOF. Since ¢ € H, our hypotheses on v, z, u guarantee that u is in H?(Q)
and satisfies
—div(p(v, 2)Vu) = ¢ in H.

We deduce that —p(v, 2)Au = (Vu(v,2)) - Vu+ ¢ in H and consequently

/|—Au|2 < k|§|2+k/ (1Yol + |V2P) [Vl
Q Q
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Now, using elementary interpolation, Sobolev’s embedding theorem, and Young’s in-
equality, we obtain

lullf) < k(lul® + | — Aul?)
< IS + k(oI + 1212 @) [ Vulllull a2

1
< KIS + E(llvllz@) + 12ll720) [Vl + S [ulliz ) @

Lemma 1.3. Let u,v, z,( be functions from @ into R, with ( = By, ,yu a.e. in (0,T).
Then, the following formulas hold whenever they make sense:

1d 1
Bw,zu)t, B, +5 / , 2)e [Vl 1.13
(Buaywhu) = 55 Buayu) + 5 [ pv, 2)|Vul (1.13)
1
Bw,zyu, Bo,. , 2)e |Vl 1.14
(B ) = 5 5By = 5 [ (w20 /vl (114)

PROOF. Let us assume that all the functions are sufficiently regular to give
sense to the integrations by parts below. Then we have

((Bu,syu)t, u) = <B<vz““> (Bo,syu, Opu)
1
. / 0u(n(v. )| V) = 5 [ (v, )07
Q Q

1 1
=5 [ 0t V) + 5 [ (w219
Q Q

so that (1.13) is proved in the regular case and in general we can conclude by a density
argument. The proof of (1.14) is analogous. R

2 Main results

Let us give the main assumptions on the data of the problem. Let K > 0 and let

F17F277796W1’00(R)7 (2 1)
[E1L LB 1yl gl LFL TERL 1L 19l < K ace. in R, (2.2)
QO()EH, co €V, (23)
B CRxR  maximal monotone graph s.t. 0 € ((0), (2.4)
¥(co) € LH(Q), (2.5)
cq € int D(B), where cq:= (¢)a- (2.6)

Here, 1» : R — [0,+0¢] is a convex and lower semicontinuous function such that
B = 0y and 9(0) = 0 and the domain of the graph £ is required to fulfill

D(B)={reR: p(r)#0} cl0,1] (2.7)

Then, the following existence-regularity result [4, Thms. 3.1, 3.3, 3.4] holds:



SCHEID — SCHIMPERNA 5

Theorem 2.1. Let assumptions (1.5), (2.1-2.7) hold. Then, there exists a quadruple
(¢, c,w, &) such that

¢ e H'(0,T;V') N L*(0,T; V), (2.8)
ce HY(0,T; V)N L>(0,T; V)N L*(0,T; H*(Q)), (2.9)
w e L*(0,T;V), (2.10)
£€ L*(0,T; H). (2.11)
The quadruple (¢, c,w, &) satisfies
oo+ Bp=Fi(¢)+cFy(¢) inV', ae in(0,T), (2.12)
O+ Bpogw =0 inV', ae in(0,7T), (2.13)
w=Bc+&+7v(c)+9g(p) V', ae in(0,T), (2.14)
£ € Bc) a.e. in Q, (2.15)
o(,0) = @o(+), ¢(+,0) =co(") a.e. in §Q, (2.16)
c(t)o=cq  forallte[0,T]. (2.17)
If, in addition,
¢o €V, (2.18)
then ¢ satisfies
¢ € H'(0,T; H)n C°([0,T}; V) N L*(0, T; H*(2)) (2.19)
and if
vo € H*(Q), Onpo=0 ae onl, (2.20)

then ¢ has the additional regularity
€ WH°(0,T; H) N H*(0,T; V)N L®(0,T; H*(Q)) N L*(0, T; H*(2)).  (2.21)

Finally, just under the assumptions (1.5), (2.1-2.7), if u(p,c) is constant, then the
solution (¢, c,w, &) is unique.

Under more restrictive hypotheses on data, here we are able to prove additional
uniqueness and regularity properties of the solution(s). We will possibly assume

w= p(p) depends only on ¢, (2.22)
e Whee, |l < K. (2.23)

Theorem 2.2. Let (1.5), (2.1-2.7), (2.18), and (2.22-2.23) hold for a couple of initial
data ¢y 1,cp1 and ¢g 2, oo and assume that

(co)a = (co2)a- (2.24)

Moreover, suppose that
Owp1, B, € L*0,T; H), (2.25)
o1l ao,rsmy + 10ser Lo,y + | BorllLaorsmy + llwall L2y < R, (2.26)
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for a given R > 0. Then, if (1, c1,w1,&1) and (@2, c2, we, &) are a couple of solutions
to (2.12-2.17) related to the initial data o1, co,1 and @, co 2, respectively, we have

||<,01 - <,02||L°°(0,T;V)nL2(o,T;H2(Q)) + ||Cl - 02||L°°(0,T;V’)OL2(0,T;V)
< kr(llor — @ozllv + llcor — cozllv)- (2.27)
In particular, the solution (y,c,w, &) provided by Theorem 2.1 is unique.
Remark 2.3. We note that (2.25) is surely satisfied if (2.20) holds.
Theorem 2.4. Let (1.5), (2.1-2.7), (2.20), and (2.23) hold. Let also assume that
co € H}(Q), 0Onco=0 onT, d& €V such that & € B(cy) a.e. in §2. (2.28)

Then, there exists Ty € (0,T] such that the solution (p,c,w, &) given by Theorem 2.1
fulfills the additional regularity

ce€ H'(0,Ty; V) N L=(0, Ty; H*(K2)), (2.29)
w € L®(0,Ty; V) N L2(0, Ty; H*(Q)). (2.30)

Moreover, if (2.22) holds, we can choose Ty = T.

Remark 2.5. Thanks to the first of (2.29), under suitable hypotheses on ¢, (e.g.,
po € H3(Q) and Onpo = 0 on T'), further parabolic regularity could be deduced also
for ¢ by differentiating (2.12) and multiplying the result by 0y, 0;By. We do not
enter into the details, since the procedure is standard.

Theorem 2.6. Let (1.5), (2.1-2.7), (2.18), and (2.23) hold for two pairs of initial
data ¢g.1,c0,1 and @g g, coo also satisfying (2.24). Let also Ty € (0,T] and suppose
(1, c1,w1,&1) and (g, o, wo, &) be a couple of solutions to (2.12-2.17) related to the
different initial data and fulfilling

8,5@1, B(pl, 8,501, Be; € L4(0,T0;H), Vwsy € L2(0,T0; L3(Q)), (231)

@11l L2 0,10;2) + 106011 20,7052y + [1BrllLacomosmry + llellzago,m;my
+ [0 || 0,1y + 1 Beallao,momy + [ Vwellr2o,mr30)) < R (2.32)

for a given R > 0. Then, we have

||§01 - <,02||Lo<>(o,To;V)mL2(0,T0;H2(Q)) + ||C1 - 02||Loo(0,T0;V')nL2(0,T0;V)
< kr(llpos — wozllv + llcos — coallv)- (2.33)

In particular, the solution (g, c,w, &) given by Theorem 2.1 is unique on [0, Tp).

Remark 2.7. As before, (2.31-2.32) are not satisfied in the given regularity setting.
However, if (2.20) and (2.28) are assumed, then (2.31-2.32) do hold at least up to a
suitably small final time 7j.
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3 Proofs of the Theorems

Proof of Theorem 2.2. Set (¢,c,w, ) := (¢1,c1,w1,&1) — (P2, C2, ws,&). Then,
writing (2.12) for the two solutions and subtracting the results, we obtain

Oip + By = (Fi(p1) = Fi(pa)) + c1(Fa(p1) = Fa(2)) + cFo(2). (3.1)
Doing the same with (2.13-2.14), we have, respectively,
dc + Byyw + (B, — By,)ws = 0,
w = Be+ &+ (y(e1) — v(c2)) + (9(01) — 9(p2)).
Then, we test (3.1) by ¢ + By and integrate over (0,¢) for t <7T'. By (2.1-2.2), (2.7),

and Young’s inequality, we easily infer

1 1 1
SIe@I + Vel + 51BNz < Fllvor = woally + kllellza g, + Fllellz g,
(3.4)
Indeed, (2.7) guarantees that ||ci||ze(g) < 1.
Now, we test (3.3) by ¢ (that is in Vj by (2.24) and (2.17)) and (3.2) by N, ¢ =:
u, subtract the results, and integrate over (0,t¢). Noting that two terms cancel and
using Young’s inequality and the monotonicity of 3, we get

t t
[ @B+ [ [ (o) = o) Vur - Vu+ el
0 0
< klleliZaia + klelay. (35)

Let us deal with the first two terms I, I, on the left hand side. As for the first one,
by (1.13), (1.9), and (2.23), we have

h=5 [Vl =5 [ aenvuP+3 [ [ weoaelva?

2
K t
L - / / B |Vl (3.6)
0 Q

Then, using (1.12) and a Gagliardo-Nirenberg inequality [5, p. 125], we infer

> ZIVut)? = Lllcos = col

/Ot /Q Bupr| [Vul* < & /0 1o IVl < & /0 1o [l 9

< k/ot || Vul® + k/ot |Ovpr| [Vul? (e + ||Q01||§I‘2(Q)|VU|3/2)

<t [0 1907+ Hlelisy + & [ (0mil + Barf* + ) W', 67
The second term in (3.5) thanks to the continuous embedding H?(2) C L*®(Q) gives

4 1 t t
B <k [ Nelleo Vel [Val < 5 [ (0P +1BoP) +k | [VusP(TuP. (39
0 0 0
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Now, take the sum of (3.4) and (3.5) and note that (1.11) can be applied with ¢
in place of ¢, so that the L? norms of ¢ on the right hand sides of (3.4) and (3.5)
are controlled by taking an opportune §. Taking advantage of (3.6-3.8) and recalling
assumptions (2.25-2.26), we conclude by applying the Gronwall lemma in the form of,
e.g., [3, Lemme A.4, p. 156], to the function ¢ — ||o(¥)||?, + |Vu(t)|*. B

Proof of Theorem 2.4. We derive new a priori bounds for the solutions of (2.12—-
2.16). We point out that, at this level, some passages are formal. Anyway, they could
be made rigorous by performing the estimates at an approximating level (cf., e.g., the
Faedo-Galerkin argument of [4, Sec. 3]). Then, differentiate (2.14) in time. This gives

Oyw = 0yBc + i€ + 7' (¢)dsc + ' () Oy (3.9)

Now, test (2.13) by d,w and (3.9) by 0;c and integrate over (0,t), t < T. Noting that
two terms cancel and using (1.14), (2.1-2.2), (2.23), and the monotonicity of 3, we get

o p
10V el g + 5 V()P < £ u(0)?

t
+ kA /{; (‘atgp‘ + ‘atc‘)‘V’w‘Z + k‘”ath”%g(Qt) + ]f”atC“%z(Qt). (310)

Of course, the main trouble is given by the integral term J on the right hand side.
Using Sobolev’s embeddings, (1.12), and the Gagliardo-Nirenberg inequalities, we infer

t
JgkA(WMW+W%MNVM@mw
t
<k /0 (lowelly + ldrellv) (VP |wllagy + Vwl?)
t
s@/a@ﬂw+wmm)
0

- (IVl?(0ee'? + Vol (1+ ol + lellmw)) = ) J - (3:11)

j=1
where the integrals J; are defined this way:
t t
D=k [ ol Futael =k [ el Tl o

0 0

t t

ck:k/ﬁ@ﬂmvwarwwmmm, Jﬁ:k/H@ﬂMVMmﬂm@,
0 0

t t
tk:k/Wnﬂwvw%LHWMmm, ak:k/Wﬁﬂﬂvmwﬂmmy
0 0

Now, we estimate the J;. The term .J; does not give troubles. Instead, Ji, Ja, Js, J5,
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owing to the third of (2.21), are bounded as follows:

sisk [ vuPlagll vk [ o (312
Jy < 5/0t||8tc||%,+k5/0t|Vw|6, (3.13)
Tk [ 9ulelie + k[ 19wPlogl (314)
Js < 5/; ||Bscl? + ks /Ot (V| (3.15)

The estimation of the latter term Jg, instead, is more complicated and we proceed
similarly as in [1, p. 497]. More precisely, we collect in the next computation also the
first term resulting from J; on the right hand side of (3.14). By elliptic regularity,

t
%+kAIVMWﬂ%m)
t t
gé/ ||8tc||%,+k5/ (IVwl*(|e]? + |Bel2) + Vol (| + |Bel)  (3.16)
0 0

Then, we multiply (2.14) by Be. Owing to the monotonicity of 3, to (2.1-2.2), and to
the second of (2.9), we easily infer, a.e. in (0,7),

|Bc|? < k(14 [Vw]> + |Vc]?) < k(1+|Vw/?). (3.17)

Then,

t t t
J6+k/ Vel < 5/ ||atc||2v+k5/ (IVul? + |Vaul). (3.18)
0 0 0

Finally, we have to bound the norm of w(0) in (3.10). Writing (2.14) for ¢ = 0 (this
could be made rigorous by working on the discrete scheme) and recalling (2.28), we
see that

[Vw(0)]” < k(1 + lleollzzs(e) + 16llv + lleally) < &. (3.19)

Now, let us take (3.11-3.19) into account and go back to (3.10). If (2.22) holds, the
situation is simple since Jy = Jy = J5 = Jg = 0. Actually, we can apply (1.11) with

oic, w, @ in place of (, wu, v and z, (3.20)

respectively. Thus, choosing 0 suitably small and recalling (2.21), we see that Gron-
wall’s Lemma applies to the function ¢ — |Vw(t)|%. This yields Vw € L*(0,T; H)
and also the first of (2.29) for Ty = T'. The second of (2.29) is a consequence of (3.17).
Now, the first of (2.30) would easily follow once we show that w € L*(0,Ty; H).
Due to the Neumann conditions, this is not obvious and has to be proved by suitably
adapting the argument of, e.g., [2, Subsec. 5.3]. At this point, also the second of (2.30)
is proved since, looking back at (2.13), we can exploit (1.12) with the choices (3.20)
and take advantage of the third of (2.21) and of the second of (2.29).
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Instead, if (2.22) does not hold, we deduce from (3.10-3.19) that
¢
109l + [Ve(t)? < & + k/ (FIVwl? + [Vul®), (3.21)
0

where f = (1 + ||8tg0||4/3) € L?(0,T) for some p > 1. Then, using a generalized
Gronwall’s lemma (e.g., a slightly modified version of [6, Thm. 7.1] works for our case),
we obtain the same relations as before, holding now up to a final time 7Ty € (0,7]. B

Proof of Theorem 2.6. It is very similar to the proof of Theorem 2.2. Then, we
just give the highlights. Proceeding as in that proof (but choosing now ¢ € (0, 7)),
we see that the last term in (3.6) now depends also on d;c;. However, it can still be
estimated as in (3.7) by taking the contribution of d;¢; into account. Thus, the last
term in (3.7) will now depend on all the norms in (2.32) but the latter.

The bound (3.8) needs to be modified more carefully. Actually, we now have

[Iy] = ‘/ / w(p1,c1) (902,02))Vw2 . Vu‘

t
<k / ol oy | Ve | | V] + & / lell ooy | Vel s V7. (3.22)
0 0

Thus, the first term can be bounded as before, while the second one is

t
S / V25 IV,

so that, on account of the last of (2.32), a further application of the Gronwall lemma
[3, Lemme A.4, p. 156] permits us to conclude. B
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