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Abstract

Purpose: The automatic segmentation of multiple sclerosis lesions in magnetic resonance imaging has the potential to reduce radiologists’ efforts on a daily time-consuming task and to bring more reproducibility. Almost all new segmentation techniques make use of convolutional neural networks, with their own different architecture. Architectural choices are rarely explained. We aimed at presenting the relevance of a U-net like architecture for our specific task and at building an efficient and simple model.

Approach: An experimental study was performed by observing the impact of applying different mutations and deletions to a simple U-net like architecture.

Results: The power of the U-net architecture is explained by the joint benefits of using an encoder-decoder architecture and by linking them with long skip connections. Augmenting the number of convolutional layers and decreasing the number of feature maps allowed us to build an exceptionally light and competitive architecture, the MPU-net, with only approximately 30,000 parameters.

Conclusion: The empirical study of the U-net has led to a better understanding of its architecture. It has guided the building of the MPU-net, a model far less parameterized than others (at least by a factor of seven). This neural network achieves a human level segmentation of multiple sclerosis lesions on FLAIR images only. It shows that this segmentation task does not necessitate overly complicated models to be achieved. This gives the opportunity to build more explainable models which can help such methods to be adopted in a clinical environment.
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1 Introduction

Multiple Sclerosis (MS) is an autoimmune and inflammatory disease affecting the central nervous system. It affects up to 0.2% of people depending on the geographical region. It was estimated to cause approximately 19,000 deaths and the disability of more than 1,000,000 people worldwide in 2016 [1, 2]. The disease induces demyelination and inflammatory lesions. Magnetic Resonance (MR) exams are commonly used for the diagnosis and the monitoring of the disease as they allow radiologists to localize and characterize lesions, by using the McDonald criteria [3]. This screening is a repetitive, time-consuming, and prone to inter-observer variability [4]. Consequently, its automation has been encouraged via few segmentation challenges [5–7].
1.1 State of the art

In the last decade, several supervised and unsupervised attempts have been performed to automatically segment the MS lesions. The review of Danelakis et al. [8] shows that the recently published automatic lesion segmentation algorithms use clustering techniques, such as the Lesion Toolbox [9], classification techniques such as K-nearest neighbors [10] or Random Forests [11] and more recently artificial neural networks.

The use of neural networks is promising due to their potential to deliver better performances. To the best of our knowledge the first known attempt to use artificial neural networks in segmentation of MS lesions began in 1998 with the work of Goldberg et al. [12]. They used such networks for segmentation artifact removal. Later, Kuwazuru et al. [13] used a fully connected network for false positive removal. More recently, Convolutional Neural Networks (CNNs) have been increasingly used with success by researchers.

Among the top three best proposals of the Medical Image Computing & Computer Assisted Intervention (MICCAI) 2016 MS challenge [14], two were using CNNs: Valverde et al. [15] with only two convolutional layers followed by a dense one and McKinley et al. [16] with their encoder-decoder network, the Nabla net.

More recently, other approaches have been proposed using CNNs. Nair et al. [17] proposed a method for estimating prediction uncertainty. Brosch et al. [18] proposed to pretrain their CNN as convolutional restricted Boltzmann machines. Other work to pretrain neural networks has been conducted using self-supervision [19]. Another proposition for improving lesion segmentation consists of multi-class tissue segmentation at the same time as lesion segmentation [20]. Hashemi et al. [21] proposed an encoder-decoder CNN and studied the influence of $\beta$ parameter of the $F_\beta$ loss function. All these studies used very different CNNs for assessing their training methods and achieved state-of-the-art performances. However, we do not know the extent of the influence of architecture on predictions not why these authors made particular network design choices.

1.2 Proposal

Generally, the design part of the neural networks is not clearly stated in articles and it is difficult to evaluate how architectural choices are made. We present here our experimental approach for the design of a new neural network that has been created for being compact and competitive. This manuscript provides discoveries and explanations about architecture for segmenting MS lesions. As eXplainable Artificial Intelligence (XAI) techniques [22] are gaining importance in the medical imaging area with some successful attempts [23], and with the idea that a simpler model is easier to explain [24], we performed this work with the idea of attempting to define an efficient CNN in terms of number of learnable parameters.

With the success of using adaptations of U-net [25] in medical imaging in general such as in brain tumor segmentation [26], pancreas tissue segmentation [27] but also in MS lesion segmentation [17,21,28], this study focuses on U-net architecture.

The influence of design choices was analyzed throughout different experiments on a simple U-net like architecture. The analysis focused on the following points:

- Feature map down-sampling and up-sampling;
- Use or not of skip-connections;
- Complexity.
After experimenting, we took the observations on performances into account and designed our own U-net like architecture, the Minimally Parameterized U-net (MPU-net). It is designed with the constraint of having a very limited number of learnable parameters. We compared its performance to state-of-the-art methods by submitting the results to the Institute of Electrical and Electronics Engineers (IEEE) International Symposium on Biomedical Imaging (ISBI) 2015 MS segmentation [7] online leader-board\(^1\).

Most of the time, the relevance of CNN architectures for MS lesion segmentation is rarely explained, except by a final performance score. The aim of the study is to experimentally assess architectural choices in a U-net, in order to build an efficient architecture.

2 Materials and Methods

2.1 Data

The work has been performed using the ISBI 2015 MS segmentation challenge [7] data set. It has been chosen since it is the newest publicly available data set containing a training and a testing set, which can be submitted and compared to other sets, by using its online leader-board. Only one data set was used among all publicly available MS segmentation data sets, thus avoiding working with images that were differently acquired and preprocessed.

The training set consists of 21 preprocessed MR exams from different time points of 5 patients with ground truth and the test set provides 61 MR exams from 14 patients without expert segmentations. Each consecutive time point is separated by almost a year. All exams are preprocessed and the segmentation of MS lesions was performed by two different experts.

The data sets provide T1, T2, T2-fluid-attenuated inversion recovery (FLAIR) and Proton Density (PD) images for each MR exam. In T1 images, MS lesions can be seen as hypo-intensities. In this set, T1 images are mainly used for anatomical purposes since no contrast enhancing agent is injected to patients. The T2 images are more valued and lesions appear as hyper-intensities. One problem with the T2 sequence is that some periventricular lesions can be difficult to detect. FLAIR images counter this effect by attenuating fluid signal in ventricles while keeping the advantages of the T2 sequence. This is the reason why, this sequence is preferred in practice. The PD images are sometimes used as an assistance, since in these images, lesions can be seen as hyper-intensities and can help to reveal subtentorial lesions.

Among all available MR sequences, we chose to select only the FLAIR images. The main reason for that was that we wished to keep the training as simple as possible since our study required to train many different architectures and that adding input would augment the complexity of the task. According to the McDonald criteria [3], the MS lesions can be seen in T2 images, and in practice, FLAIR images are more frequently used. Furthermore, according to Feng et al. [28], FLAIR imaging is the most effective. To the best of our knowledge, this sequence is used in every recent deep learning approach [18,29,30].

All the images are provided in 181 × 217 × 181 voxels with voxel size of 1 × 1 × 1 mm\(^3\). These images were previously preprocessed for the challenge by Carass et al., including the registration and resampling steps. The original size of FLAIR images before preprocessing were 256 × 256 × 35; 70 voxels with voxel size of

\(^1\)available at https://smart-stats-tools.org/lesion-challenge
0.8281 × 0.8281 × 4.4; 2.2 mm³.

2.2 Additional preprocessing

Before using the images, few image preprocessing steps were performed in order to have compact images, with comparable and normalized intensities.

The images were all cropped in the same way to avoid unnecessary calculations. Then all images were histogram matched [31] using Insight Toolkit (ITK) [32,33], with the image with the maximum dynamic range, in order to make intensities comparable while not reducing the dynamic range. The final step was to normalize each image. The intensity mean and standard deviation were calculated only for brain voxels in training images. Normalization was performed by subtracting the mean and by dividing by the standard deviation. The background voxels were excluded from the calculation of statistics because they do not represent the data directly and would influence the normalization process.

2.3 CNNs training

Following the work on patch size by Snehashis et al. [34], we decided to train our neural network with multiple small patches of size $32 \times 32 \times 32$ voxels/mm³. For any lesion size, a patch can capture the lesion, or a great part of it, and the surrounding brain texture (see Fig. 1). This makes it possible to segment very locally while occupying little memory space. This multiple small patch approach has also the benefit of augmenting the number of training examples. This is the only type of data augmentation that we have performed.

![Figure 1: Patch size (in red) and lesion size (in green). Axial view at the left and sagittal view at right. Pictures are not taken from the same patients and are not in the same location](image)

During training each epoch contains 100 batches. For each batch, the gradient is calculated and back-propagated. One batch consists of 5 patches per exam, extracted randomly in a specific area different for each batch. The CNN learns each time from all training patients in a specific brain area. Patch positions are constrained in order to have at least 80% of brain area. The training is performed so as to present many patches from all patients to the neural network. The patches cover all the brain in one epoch as uniformly as possible.

During testing, for each model, the prediction masks are the mean of patch predictions extracted in sliding window manner with strides $8 \times 8 \times 8$. These stride values were set empirically to have a sufficient overlapping prediction consensus with a reasonable number of individual patch predictions.
As stated in 2.1, there are two manual segmentation maps: one for each radiologist involved in annotation. The CNNs were trained with both maps at the same time, so as to evaluate their capacity to mimic each radiologist differently.

2.4 On designing reference

Guided by the success of the U-net architecture, we decided to take a very simple adaptation of this architecture as reference (see Fig. 2). We did not add any architecture regularizers, such as batch normalization [35] or dropout [36] even if they may have improved performances. For the same reason, architecture testing began with only one convolution at each level of the neural network. Transposed convolutions were replaced by up-samplings for simplifying and avoiding checkerboard artifacts [26]. All convolutions were followed by a Leaky ReLU function [37] as non-linear activation with alpha=0.3 and convolutional filters were initialized with the Glorot uniform technique [38].

For designing architectures, some arbitrary rules were followed to limit the complexity of architectures:

- The number of output feature maps of convolution has to be the same in the encoder and decoder at the same level, except for the output;
- The number of output feature maps of convolution has to be crescent with level depth;
- The number of feature maps rapidly augments for the first levels up to 80 and then slowly augments.

![Figure 2: A) Two leveled and B) three leveled versions of the reference architecture. The size of output feature maps is written vertically in blue at each level and the number of feature maps is written in red below them.](image)

Each experimented architecture possesses four different versions. Each version has a different number of “levels” in encoder and decoder and so has different depths. In this study a “level” designates the region with the same input size: see Fig. 2 for graphical explanation. This figure only shows the 2 and 3 leveled versions. The 4 and 5 leveled versions are not illustrated for clarity purposes but continue as in Fig. 2. The numbers of the different feature maps corresponding to each level can be found in Table 1.
<table>
<thead>
<tr>
<th>Level 1</th>
<th>Level 2</th>
<th>Level 3</th>
<th>Level 4</th>
<th>Level 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>9</td>
<td>27</td>
<td>81</td>
<td>99</td>
</tr>
</tbody>
</table>

Table 1: Number of feature maps at each level.

The deep learning part is developed with Keras [39] and Tensorflow [40] backend; the models are all trained with the Dice score loss and the Adam optimizer [41]; the learning rate is set to 0.001 and the learning is stopped after 20 epochs without improvements over the test set.

3 Consequences of architectural changes

3.1 Training and testing subsets

The original testing set does not include the ground truth as its performances can only be assessed through submission, as described previously in 2.1. However, we needed to evaluate a lot of experiments for assessing architectural choices and did not want to flood the ISBI online leader-board. So, the original training set was split into a sub-training set of 17 exams from 4 different patients and a sub-test set of 4 exams from the remaining patient. All the models of the current section were trained and evaluated on these subsets.

3.2 Experiment setup

The experiments were performed to assess the influence of:

- Feature map size change throughout the U-net
- Skip connections
- Augmenting architectures in terms of:
  - Depth
  - Number of feature maps

To do so, the reference architecture in Fig. 2 and Fig. 3 was mutated. Again for greater clarity, the figures present only the architecture versions with two levels.

3.3 Metrics

The task of segmenting MS lesion voxels is a challenging task since only few voxels have to be detected in a large volume. To address this problem this study uses two interesting simple measures:

- \( \text{Sensitivity} = \frac{TP}{P} \), where TP and P denote true positives and ground truth positives, also known as the recall or True Positive Rate (TPR). Here, this metric measures the aptitude to detect a maximum number of voxel lesions.

- \( \text{Precision} = \frac{TP}{TP + FP} \), where FP denotes false positives, also known as the Positive Predictive Value (PPV). This metric is used to assess the capacity to detect correct voxels.

The evaluation of MS lesion segmentation is commonly computed by using the Dice score [18, 20, 28, 29]. This measure can be written as the harmonic mean of precision and sensitivity Equation 1. So, here the Dice score, measures equally the capacity of our predictors to detect a maximum number of voxel lesions and a
maximum of correct ones.

\[ Dicescore = \frac{2TP}{2TP + FP + FN} \]

As Dice score measure is relevant for assessing segmentation quality, all architectures use it as loss function.

3.4 Experiments

Each version of each type of architecture has been trained 5 different times. The plots show the mean performances of these trainings with the 99% confidence interval, which was computed using Bootstrap Methods [42]. The confidence interval is used here to represent the dispersion of performance for one specific version. It helps to evaluate the robustness and stability of the technique.

![Figure 3: The two leveled version of the reference architecture used in experiments.](image)

For each different architecture, the segmentation maps are compared with those of the reference architecture (in Fig. 3).

3.4.1 Change of feature map size

Due to our interest in size reduction/increase in the U-net, we performed three experiments:

- Size reduction of feature maps with max-pooling in the encoder path and size increase with simple up-sampling (our reference): Fig. 3.
- Size reduction of feature maps with $3 \times 3 \times 3$ convolution with stride of 2 in the encoder path and size increase with corresponding transposed convolution: Fig. 4.
- No feature map size change: Fig. 5.

In the Fig. 6, the couple max-pooling / up-sampling seems to have the best performances for each architecture variation. For each version, it gives about 0.1 Dice score improvement, compared to architectures without size change. The feature map size change with convolution and transposed convolution is equivalent to the max-pooling / up-sampling only for the two last versions, with the cost of adding one convolutional layer.
Figure 4: The two leveled version of the two strided convolution architecture.

Figure 5: The two leveled version of the architecture without feature map size change.

Figure 6: Feature map size change influence with confidence interval. Feature map size change improves segmentation. The couple max-pooling / up-sampling (reference) seems to have better performances with fewer convolutional layers than stride convolutions.

However it seems to bring more stability for these versions.
As the max-pooling / up-sampling version surpassed others in terms of Dice score and is slightly simpler than the strided convolution alternative for size reduction, we kept it as a reference for the following experiments. As depicted here, size reduction is one clue indicating why U-net architectures perform well. One other main feature of U-net is skip-connections.

### 3.4.2 Skip-connections

![Figure 7: The two leveled version of the architecture without skip-connections.](image)

![Figure 8: The two leveled version of plain architecture.](image)

In U-net, skip-connections are made between convolution of the same level in the encoder and decoder. In order to demonstrate the utility of skip-connections, two additional experiments were performed:

- Without skip-connections: Fig. 7.
- Without skip-connections and size reduction (plain architecture): Fig. 8

Without skip connections, the quality of segmentation seems to collapse with depth in Fig. 9. Surprisingly, plain architectures (without skip connections and any change of feature map size), do not collapse with depth and performances are only slightly below the reference. Furthermore, compared to architecture without size change performances (Fig. 6), plain architecture performs better without skip-connections.

The previously analyzed architecture choices concerned structure, and the reference structure seemed the best. The following section focuses on the complexity of models.
Figure 9: Skip connection study with confidence interval. Skip-connections avoid performance collapsing with feature map size change.

3.4.3 On augmenting architecture

Architectures are augmented by adding more convolutional layers and by adding more feature maps.

Figure 10: The two leveled version of the two convolutions by level architecture.

More convolutional layers

As in the U-net, an architecture with two convolutional layers by level (Fig. 10) is tested in this experiment.
In Fig. 11, doubling the number of convolutional layers gives acceptable results for the first two points but induces a large decrease of performance for the last two points in addition to having a very large dispersion on the last point. This dispersion reveals that this architecture version failed for some trainings. This indicates that it is not stable and not very reproducible.
However, interestingly, in Fig. 12, with a smaller number of parameters, the two convolution by level architecture surpasses the reference, but with more parameters, the performances collapse.

More feature maps

The original U-net uses a larger amount of feature maps than here, and consequently to ensure that our choice was acceptable, we performed additional experiments in order to see the influence of augmenting this number. Obviously, adding more feature maps increases the number of learnable parameters without changing the depth.

![Figure 13: The two leveled version of the architecture beginning with 6 feature maps.](image)

![Figure 14: The two leveled version of the architecture beginning with 9 feature maps.](image)

<table>
<thead>
<tr>
<th>Level 1</th>
<th>Level 2</th>
<th>Level 3</th>
<th>Level 4</th>
<th>Level 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>18</td>
<td>36</td>
<td>96</td>
<td>108</td>
</tr>
<tr>
<td>9</td>
<td>24</td>
<td>45</td>
<td>108</td>
<td>112</td>
</tr>
</tbody>
</table>

Table 2: Number of feature maps at each level on new experiments.

Two different numbers of feature maps are evaluated, as detailed in Table 2:
Beginning with 6 feature maps: Fig. 13
Beginning with 9 feature maps: Fig. 14

Figure 15: The effect of augmenting the number of feature maps with confidence interval. Slightly augmenting the number of feature maps improves segmentation mostly for smaller models, and generally improves stability. However, augmenting this number excessively may cause a loss of performance. In Fig. 15, adding more feature maps, and so increasing the number of parameters, helps the CNN to perform a better segmentation for the shallower versions. In addition to that, it also seems to limit the dispersion of results, so it seems to help to obtain more robust learning models. Interestingly, the version beginning with 6 feature maps seems to be better than the version beginning with 9 feature maps, which has more learnable parameters. The number of parameters has to be sufficient, but this number should not be too high in order to deliver the best performances.

We firstly thought that beginning with only 3 feature maps would not be enough to capture every brain texture detail. The last points of Fig. 15 indicates that with a sufficient number of parameters, beginning with only 3 feature maps was completely equivalent to beginning with more than 3.

3.4.4 Complexity and performances

In Fig. 16, we observe the influence of the depth of neural network on the Dice score. For almost all experiments, there is improvement with depth up to 7 convolutional layers and then a plateau. Almost all architectures converge to a mean Dice score around 0.6-0.7. This convergence seems to appear roughly from 5-7 convolutions. The best Dice score is obtained with 7 convolutions (4 levels) with architecture beginning with 6 feature maps. For two experiments, there is a collapse of performance with depth.

Fig. 17 demonstrates similar results for the number of learnable parameters. The convergence of performance is easier to see in this plot. This convergence seems to appear with approximately 100,000 learnable
Figure 16: Dice mean of each experiment in function of the number of convolutional layers. Acceptable performances appear from 5 convolutional layers only, but adding more layers slightly improves then decreases the quality of segmentation.

Figure 17: Dice mean of each experiment in function of the number of parameters to learn. Augmenting the number of parameters up to 300,000 for the given U-net like architectures is not necessary. Parameters, and our best Dice scores are with approximately 270,000 learnable parameters. The experiment with two convolutions per level delivers a better performance than others with the same number of parameters but rapidly collapses.
3.4.5 Sensitivity and precision

As described in 3.3, the predictor has to compromise between its sensitivity (its aptitude to detect the maximum correct voxels) and its precision (its ability to detect only true lesion voxels).

Figure 18: Sensitivity depending on the number of convolutional layers (A). Precision depending on the number of convolutional layers (B). Sensitivity of segmentation is far less improved than precision with bigger models.

Fig. 18A presents the sensitivity of all our architecture versions. It appears that sensitivity seems to converge at approximately 0.6. Some architectures reach the same sensitivity with only three convolutional layers.

Fig. 18B, the predictors seem to converge to a precision of more than 0.8. However, these levels are only reached after at least five convolutional layers. Furthermore, increasing model complexity benefits more to precision than to sensitivity.

These experiments indicate that:

- Reaching top level sensitivity requires fewer convolutional layers than with precision.
- Tested CNNs tend to be more precise than sensitive.

3.5 Segmentation visualization

Segmentation visualization can help find indices on the true nature of algorithm segmentation. In this part, only a 2-dimensional slice of segmentation for one test exam is presented, although the algorithm generates 3-dimensional segmentation.

On FLAIR images, lesions appear as hyper intensities. On the example images in Fig. 19 and 20, there are periventricular lesions. The presence and number of this type of lesion is taken into account in the McDonald criteria [3]. In the figures below, we can visually compare the mean segmentation maps performed by different architectures.

In Fig. 19, the segmentation of each version of the reference architecture is shown. All segmentation maps are similar, but this is not the case for the two leveled version. The latter is the shallowest version with the smallest number of learnable parameters. This version tends to segment any hyper-intensity with fewer considerations for more intense texture of the healthy cortex.
In Fig. 20, it is quite clear that the best segmentation versions of each architecture type are very similar. Globally the same hyper-intensities are detected by the best versions, whatever the architecture.

We also observe, that for each CNN prediction, segmentation maps are similar in both predictions, although ground truth maps are different. Segmentation 2 tends to highlight slightly more voxels than segmentation 1.

The segmentation predictions seem here to slightly overestimate lesions near the right occipital right horn of the lateral ventricle (in the bottom left part of images). In our training set, and for MS in general, periventricular lesions are much more represented than other types of lesions and some are very large. It is possible that, regarding the training set, the CNNs tend to be more sensitive to hyper-intensities near the ventricles.

4 Assessment of design choices

4.1 Feature map size change

Our results tend to show that adding feature map size reductions in the encoding path as well as feature map size increases in the decoding path improves the CNN performances. In other words, the conventional encoder and decoder model is relevant for segmentation.

Empirically, we showed that learning this feature map size change with strided convolutions gave no improvements in our experimental setup. The couple max-pooling and up-sampling was in practice better. These transformations are predefined and do not need to be learned, and this should simplify the learning process. The max-pooling is commonly used in CNNs in general [43] and is known for creating position invariance. Max-
pooling decreases the size of its inputs, reduces complexity and helps to have fast convergence, by selecting strong features bringing generalization improvements [44]. Up-sampling transformations have been shown to avoid checkerboard artifacts compared to strided transposed convolution [26].

However, feature map size change is not the only design choice that makes U-nets so widely used for segmentation.
4.1.1 Skip-connections

One key element of U-net is the use of long skip-connections between the encoder and the decoder. Skip connections are known for helping gradient to flow in deep neural networks, to allow gain of performance even with a very deep architecture and a faster convergence [45, 46].

Interestingly, in experiments, without feature map size change, skip connections are not needed. In addition, compared to plain architecture, they disturb segmentation. This can be explained by the fact that max-pooling is also known for causing overfitting [43, 47]. In the specific case of U-net, skip-connections may resolve the overfitting issues. The previously described max-pooling gain can thus be obtained.

4.2 Complexity and performances

<table>
<thead>
<tr>
<th>Roy et al. [34]</th>
<th>Best tested architecture (Fig. 17)</th>
<th>Valverde et al. [29]</th>
<th>Zhang et al. [48]</th>
<th>Aslani et al. [49]</th>
</tr>
</thead>
<tbody>
<tr>
<td>~240k</td>
<td>~270k</td>
<td>~470k</td>
<td>~29M</td>
<td>&lt;75M</td>
</tr>
</tbody>
</table>

Table 3: Number of parameters of some other existing methods

It is interesting to notice that there seems to exist a minimum number of necessary layers or parameters to perform our specific task. According to our experiments, we obtained our best performances with approximately 270,000 parameters, which is not the lowest number of parameters, compared to other existing approaches (see Table 3). This limit seems much lower than what can be found in the very deep and complex models used in natural image classification. One can argue that this extremely low need of parameters derives from the fact that the task of segmenting MS lesions on FLAIR images is quite simple since the inputs are very similar to each other. With brain MR images and preprocessing, the problems of pose or lighting, common in natural images, are very limited or null here.

In their work, Bianchini et al. [50] and Bengio et al. [51], indicate that deep neural networks implement more complex tasks with the same resources by augmenting depth. This phenomenon is regularly cited, such as in Zagoruyko et al. [46] and He et al. [52] and explains that very deep neural networks are targeted for state-of-the-art performances. Our empirical observations are in accord with this principle, since doubling convolutions for one level allows good performances to be delivered with only about 40,000 parameters (Fig. 12).

In some experiments, we also identified a descending of performances when complexity is too high, also observed by He et al. [52]. This can be explained by the curse of dimensionality, as it is also applicable to the number of parameters [51], but also by the vanishing gradient as deeper architectures seem to lose performance more quickly than the shallower architectures with the same number of parameters.

For almost all experiments we identified a convergence of performances from a given complexity of the model with a plateau of performances. This phenomenon is interesting as it indicates that the best qualities of segmentation obtained in experiments is reached at a given complexity and augmenting it has not improved results significantly in our experiments. As suggested by He et al. [52], with more complexity and additional regularizers to avoid fall of performance described in the paragraph above, a new plateau with better performances, closer to the radiologist analysis, could be reached.
4.3 Sensitivity and precision

We noticed that the shallower models can be sensitive but not precise. Precision is considerably improved with complexity than with sensitivity. Concerning MS lesion segmentation at least, it appears that this segmentation needs few convolutional layers to reach an acceptable level of sensitivity and precision comes with more depth according to our previous analysis [19]. For all our experiments, neural networks seem to find a compromise between sensitivity and precision. They tend to prefer precision to sensitivity, even if the Dice score loss gives as much importance to both metrics. This indicates that with a sufficient number of convolutional layers, it is easier to increase precision than sensitivity.

4.4 Dealing with two ground truths

Each tested architecture version predicts two segmentation maps: one for each ground truth mask given with the data set. It appears that both segmentations for all predictors are almost the same. So, tested neural networks make their own consensus and are not able to reproduce the behavior of two different radiologists. More complex neural networks could do so.

After observing and analyzing the above results, we decided to design and rigorously evaluate a last architecture by taking into account what we had learned.

5 Applying lessons in one shot

The main objective of the study was to design a minimum architecture in terms of complexity. The aim is to have the best compromise between performances and number of parameters. This is motivated by the fact that the simpler the model is, the simpler it is also to interpret.

The previous experiments give some insights for designing a compact U-net like architecture. We decided to design and test an architecture designed with the following specifications for our MPU-net:

- Skip-connections with max-pooling and up-sampling;
- Four levels with three convolutions per level;
- Beginning with 6 feature maps;
- Approximately 30,000 parameters, which is far less than 270,000 but should deliver a good performance with high depth and reduce the risk of collapsing performances.

<table>
<thead>
<tr>
<th>Level 1</th>
<th>Level 2</th>
<th>Level 3</th>
<th>Level 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
</tr>
</tbody>
</table>

Table 4: Number of feature maps at each level.

By setting the number of the feature maps as presented in Table 4 we obtained an architecture with 33,332 learnable parameters and 21 convolutional layers in Fig.21.

The MPU-net was trained by using the entire ISBI 2015 MS segmentation challenge training set with a random leave-one-subject-out-cross-validation, and was tested on the official testing set. The segmentation performed by the first radiologist was used as ground truth since it was observed to be the closest to the predictions in general, and that using both expert segmentations as ground truth would have produced two similar prediction maps. The segmentation of the test set was submitted and evaluated in the ISBI 2015 MS segmentation challenge.
The online submissions are ranked using the website score weighted by different metrics.

The MPU-net segmentation obtained a score of 90.591 which is comparable to human level segmentation [7].

Compared to the found publications also submitting to this challenge (see Table 5), we have achieved acceptable segmentation since we have only used the FLAIR sequence, trained without transfer learning and only on the given ISBI training data set, without artificial data augmentation, dropout [36] or batch normalization [35] and without taking into account temporal data.

The segmentation prediction with the MPU-net runs easily on a laptop with 8 GB of memory and an Nvidia Quadro P1000 GPU and takes 12s per brain. In case of deployment in a clinical environment, the use of this architecture would not necessitate a big investment, thus facilitating the adoption of these type of techniques.
to help radiologists.

6 Conclusion

With the goal of finding a compact architecture for the segmentation of MS lesions, we performed an empirical study to determine the relevance of some of the choices assumed in the design of CNN architectures in medical imaging and more precisely in our specific segmentation task. This study focuses on a simple adaptation of the famous U-net and assesses the influence of modifications to give some insights about why and when this architecture is relevant.

It appears that, for this lesion segmentation task, there is a rather wide range of complexity of model in terms of number of parameters and number of convolutional layers showing almost the same performances. In other words, a compact model can be equivalent in performance with a more complex one for our specific task and this should also be the case for other tasks. Furthermore, a predictor that is too complex shows a decrease of performance. The minimum complexity of the model can give some insight on the complexity of a given task. Since the classification of natural images is much more complex than brain lesion segmentation for machines, the minimum complexity of CNNs for our task is far lower that of state-of-the-art classification models, which have many millions of parameters. Also, by adding layers, tested CNNs tend to necessitate fewer parameters to learn.

In given experimental conditions, the use of max-pooling and up-sampling in encoder and decoder was the best method but only with the use of long skip-connections. These connections act as regularizers for avoiding loss of performance due to the complexity of the predictor.

Finally, thanks to all those observations, it has been possible to design a very light architecture for MS lesion segmentation, the MPU-net, that uses FLAIR images only. This architecture appears to deliver a good segmentation quality, comparable to that of the human even if its design and training are in fact very simple as it does not required complex engineering or regularizers and uses only 33,332 parameters.

As the power of a given CNN architecture is often not explained or partly explained in medical imaging, we aimed at defining the reasons for our choices of implementing a U-net like architecture. The present work is an attempt to present, clarify and explain the process of designing a CNN through the example of our specific interest in MS. This study can be extended to many points in this particular case but also to other tasks and domains.

In this work we have presented some of the reasons of the U-net architecture success. We showed that, for this task, with enough convolutional layers, very few parameters and feature maps are needed to reach human level analysis. Designing such efficient light architecture would simplify the use of artificial neural networks in hospitals by not requiring expensive servers. This could also help to explain CNN learned representations [58] in addition to other types of interpretability, and thus could increase trust [59] and lead to the adoption of deep learning methods in medical imaging.
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