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Model Predictive Control With Obstacle Avoidance for Inertia Actuated AFM Probes Inside a Scanning Electron Microscope

Shuai Liang, Mokrane Boudaoud, Pascal Morin, Jonathan Cailliez, Barthelemy Cagneau, Weibin Rong, and Stephane Régnier

Abstract—The Atomic Force Microscope (AFM) is a reliable tool for 3D imaging and manipulation at the micrometer and nanometer scales. When used inside a Scanning Electron Microscope (SEM), AFM probes can be localized and controlled with a nanometer resolution by visual feedback. However, achieving trajectory control and obstacles avoidance is still a major concern for manipulation tasks. We propose a Model Predictive Control (MPC) to address these two issues while AFM probes are actuated by Piezoelectric Inertia type Actuators (PIA). The novelty of this letter is that the model of our MPC-based approach relies on a velocity map of PIAs. It enables path following and obstacle avoidance while preserving safety margins. Control inputs are optimized by Quadratic Programming, referring to their increment and distance constraints. A cost function is defined to navigate the AFM probe with a specified velocity. Simulations and experiments are carried out to demonstrate that the proposed algorithm is suitable to perform path following with obstacle avoidance using map-based velocity references. This is the first time that MPC is implemented in micro/nano-robotic systems for autonomous control inside SEM.

Index Terms: Atomic Force Microscopy, Robot Control, Path planning.

I. INTRODUCTION

ANO-ROBOTIC systems operating inside Scanning Electron Microscopes (SEM) have become key tools to face the current challenges in micro/nano technologies for both industry and academic research [1]. They have been applied in a wide range of emerging domains, such as nano-material characterization [2], [3], nano-assembly [4], [5] and dual SEM/AFM imaging [6]. The choice of using SEM is mainly motivated by some of its performance that can not be achieved with classical optical microscopes such as the nano-metric imaging resolution and the depth of field which is necessary to simultaneously observe robots end effectors and samples.

Works in the literature have tackled critical issues of robotics inside SEMs. The degree of automation can be categorized into three levels: low-automated, semi-automated and fully-automated. The low-automated level control is based on tele-operated systems which performances strongly depend on user skills and available information [7], [8]. The process is time-consuming and often not repeatable because of the user-centered approach. The semi-automated level provides the user with enhanced information even for non-observable environments (e.g. vision, sound and touch). Virtual Reality (VR) is a well-known approach. The semi-automated level can be included into a human/robot semi-automated control. More specifically, we target the design of a SEM vision based path following control strategy with a Model Predictive Controller (MPC) for nano-robot end effectors with obstacle avoidance capabilities. Since SEM provides a week depth information, obstacle avoidance in needed to avoid damaging the robot end effector when moving areas with several objects located along its desired trajectory. Such objects can be surrounded by restricted zones drawn by the user on the SEM screen. These zones are considered as obstacles that the end effector must avoid. In this work, the end effector is a self-sensing Atomic Force Microscope (AFM) probe. The
AFM operates in micrometer and nanometer sized areas when working around the target area for topography applications or micro/nano-manipulation. However, to bring the AFM probe into these target areas, it requires a long range positioning. Particularly, when used inside SEM, the long range positioning can reach several millimeters. For this reason, the AFM probe is mounted on a 3 axes Cartesian nanorobot actuated by Piezo-electric Inertia Actuators (PIAs) as it enables motions in the centimeter range with a nanometer resolution [18], [19], [20].

The objective of the controller is twofold. When no obstacle is in the neighborhood of the path, a path following control algorithm without prediction capabilities is sufficient. However, when it comes to avoid an obstacle, the MPC is of importance. The latter uses an internal model of the process to predict its future states. This prediction is needed to be able to adjust the dynamics of the robotic system (i.e. controlled energy reduction) when approaching the obstacle and to avoid it in a secure way. The novelty of this letter is that the model of our MPC-based approach relies on a velocity map of PIAs. It enables path following and obstacle avoidance while preserving safety margins. Control inputs are optimized by Quadratic Programming, referring to their increment and distance constraints. A cost function is defined to navigate the AFM probe with a specified velocity.

The paper is organized as follows. Section II recalls some basis of MPC. The experimental platform as well as the characterization of the velocity map of PIAs are described in section III. The control strategy is detailed in section IV-VI. Simulations and experiments are carried out in section VII to demonstrate the effectiveness of the proposed algorithm.

II. MODEL PREDICTIVE CONTROL
Model Predictive Control (MPC) is one of the most popular technic to achieve path following with obstacle avoidance ability. This method relies on an internal dynamic model of the controlled process to anticipate its future behavior. One of the main advantages of this control method is that it can anticipate future events and then adapt the control law accordingly.

The use of an internal model of the process is then fundamental for MPC. In the case of PIAs, we have proposed in [18] a comprehensive model of such class of actuators. These actuators include several dynamics such as those of a piezoelectric element and those of the presiding caused by friction. Due to the high resonance frequency of the piezoelectric element (around 64 kHz and 118 kHz), this model requires a high sampling frequency for its real time implementation. Therefore, we propose here a novel idea for the design of MPC controller in the case of PIAs based on a velocity map easy to implement in real time. PIAs are actuated by sawtooth type voltages. The velocity of the actuator depends on the amplitude and the frequency of the sawtooth input voltage as well as its slope at each period. This slope also defines the direction of motion of the actuator. See [18] and [21] for more details about the working principle and velocity properties of PIAs.

III. ISIR-ROBOTEX NANO-ROBOTIC PLATFORM AND VELOCITY CHARACTERIZATION
The parts of the ISIR-robotex nano-robotic platform [18] that will be used in this letter are composed of (Fig. 1) a 3 axes XYZ Cartesian nano-robotic system actuated by PIA of type stick-slip (SLC-1720), a SEM (ZEISS EVO LS 25) and a controller board. The nano-robot operates inside the SEM which provides visual feedback. The controller board (dSPACE DS1007) and a control interface (dSPACE ControlDesk) are used for control algorithms implementation to drive the nano-robotic system. The Z axis of the nano-robot holds a self-sensing AFM probe.

The obstacles can be identified with the SEM vision. Several SEM scanning speeds are available from scan mode 1 to scan mode 9. The scan mode 1 is the fastest one. It allows obtaining an image every 1.3 s, but at the price of a limited image resolution. A better image quality can be obtained with scan mode 5, but the acquisition time increases to 15 s. Thus, the real-time capability to identify obstacles depends on a tradeoff between the image quality and the scan speed. In addition, in the working conditions of the paper, the obstacles are static. It is not necessary to identify them at each sampling time.

Experiments in [21] have illustrated that the velocity of PIAs is dependent on the direction, the amplitude and the frequency of the driving sawtooth input voltage. Here a velocity map of PIAs is characterized in a low velocity range, i.e. $<25 \, \mu m/s$, which has not been performed in previous works.

The experiments are repeated for sawtooth voltages with the following frequencies: 1 Hz, 3 Hz, 5 Hz, 7 Hz, 9 Hz, 11 Hz, 13 Hz, 15 Hz, 17 Hz, 19 Hz, 20 Hz. For each frequency, different amplitudes are applied, namely 35 V, 40 V, 60 V, 80 V, 90 V. For each operating point, the average velocity is calculated as in [21]. The velocity map of x and y axes are fitted by a polynomial interpolation. For instance, Fig. 2 shows the identified velocity map of y axis. The max velocities are 17.23 $\mu m/s$ and $-22.96 \, \mu m/s$ for forward and backward directions respectively.

Due to the friction force, the PIAs have a dead-zone below 10 V. We have selected 35V-90 V to be well above this dead-zone. Below 35 V, the velocity is considered equal to zero. The velocity map is used in the sequel for plant states estimation and for MPC algorithm optimization.

IV. NOTATION AND MODELING
The ISIR-robotex platform is modeled as a holonomic system moving in the plane with fixed orientation. The objective is to make the platform follow a given reference path, while avoiding obstacles. These obstacles are assumed to be fixed. The proposed approach is described in the case of a single obstacle. It can be
The obstacle is modeled by a covering disc of radius $r$. Vectors in Euclidean space are denoted with bold lowercase letters. The vector of coordinates of $P$ w.r.t. a frame are denoted with ordinary (i.e., non-bold) lowercase letters.

Points in Euclidean space are denoted with bold uppercase letters. Coordinates of points with respect to a frame are denoted with ordinary (i.e., non-bold) lowercase letters.

Vectors in Euclidean space are denoted with bold lowercase symbols. Coordinates of vectors w.r.t. (with respect to) a frame are denoted with ordinary letters.

$\mathcal{F}_0 = \{O, x_0, y_0\}$ is a fixed (inertial) frame.

$\Gamma$ is the reference path.

$P$ is the point to be controlled, which corresponds to the AFM probe tip. The vector of coordinates of $P$ w.r.t. $\mathcal{F}_0$ is denoted as $p = [p_x, p_y]^T$.

$\mathcal{F}_s = \{P_s, x_s, y_s\}$ is the Frenet frame of $\Gamma$ with origin $P_s$ given by the orthogonal projection of $P$ onto the reference path $\Gamma$. The vector of coordinates of $P_s$ w.r.t. $\mathcal{F}_0$ is denoted as $p_s = [p_{x_s}, p_{y_s}]^T$.

The obstacle is modeled by a covering disc of radius $r_c$ centered at $C$. The vector of coordinates of $C$ w.r.t. $\mathcal{F}_0$ is denoted as $c = [x_c, y_c]^T$. $\mathcal{F}_c = \{P_c, x_c, y_c\}$ is the Frenet frame of $\Gamma$ with origin $P_c$ given by the orthogonal projection of $C$ onto the reference path $\Gamma$. The vector of coordinates of $P_c$ w.r.t. $\mathcal{F}_0$ is denoted as $p_c = [p_{x_c}, p_{y_c}]^T$.

A so-called “safety radius” is defined as the radius $r_s > r_c$ of a circle centered at $C$. $l_{\text{border}}$ is the line that is tangent to the circle centered at $C$ of radius $r_s$, parallel to $J_c$, and intersects the axis $\{P_c, x_c\}$ at a positive abscissa along this axis. It is treated as the terminating border of the obstacle, after which the obstacle avoidance is considered as complete. The intersection point of $l_{\text{border}}$ with $\Gamma$ is denoted as $P_h$ and to this point we associate a frame $\{P_h, x_h, y_h\}$ with $y_h$ parallel to $J_c$.

The kinematic model is simply given by:

$\dot{p} = v = [v_x, v_y]^T \quad (1)$

where $v_h$ for $h \in \{x, y\}$ is defined as:

$v_h = \begin{cases} v^+_h = F^+_h(a_h, f_h) & \text{for forward motion} \\ v^-_h = F^-_h(a_h, f_h) & \text{for backward motion} \end{cases} \quad (2)$

Here $F^+_h$ and $F^-_h$ are the velocity maps discussed in the previous section, with $F^+_h$ and $F^-_h$ depicted on Fig. 2, and $a_h, f_h$ respectively denote the amplitude and frequency of the sawtooth voltage input.

V. MPC ALGORITHM

An MPC algorithm is used for planning and control. We provide below the discrete-time dynamic equations of the AFM probe tip that are used to define the MPC strategy. In the sequel, for any time-function $\xi$ and any integer $k, \xi_k = \xi(kT_h)$ where $T_h$ is a sampling period. Using an explicit Euler scheme, (1) is discretized as follows:

$p_{k+1} = p_k + T_h v|_k \quad (3)$

For $h \in \{x, y\}$ and $d_h \in \{+, -\}$, the function $v^d_h$ in (2) is discretized as follows:

$v^d_{h,k+1} = v^d_{h,k} + \frac{\partial F^d_h}{\partial a_h}(a_{h,k}, f_{h,k}) \Delta a_{h,k} + \frac{\partial F^d_h}{\partial f_h}(a_{h,k}, f_{h,k}) \Delta f_{h,k} \quad (4)$

where the amplitude increments $\Delta a_{h,k} = a_{h,k+1} - a_{h,k}$ and frequency increments $\Delta f_{h,k} = f_{h,k+1} - f_{h,k}$ of the sawtooth voltages are the discrete-time control variables of the MPC algorithm. From (3) and (4), one obtains for each “motion direction” $d = (d_x, d_y)$ with $d_x, d_y \in \{+, -\}$ a discrete-time dynamic model of the AFM probe tip defined as follows:

$\begin{cases} X_{k+1} = AX_k + B^d_k U_k \\ Y_k = CX_k \end{cases} \quad (5)$

with state vector $X_k$, input $U_k$ and output $Y_k$ defined as:

$\begin{cases} X_k = [p^T_x, \dot{p}^T_x, a_x, x_f, f_x, y_f]^T \\ Y_k = [p^T_y, \dot{p}^T_y, a_y, x_f, f_y, y_f]^T \\ U_k = [\Delta a_x, \Delta f_x, \Delta a_y, \Delta f_y]^T \end{cases} \quad (6)$

and state matrices $A, B^d_k, C$ given by:

$A = \begin{bmatrix} I_2 & \begin{bmatrix} T_h I_2 & 0_{2 \times 4} \end{bmatrix} \\ 0_{4 \times 2} & I_6 \end{bmatrix}, & C = [I_4 \ 0_{4 \times 4}]$

$B^d_k = \begin{bmatrix} \frac{\partial F^d_{a_x}}{\partial a_x}(a_{x,k}, f_{x,k}) |_{0_{2 \times 4}} & 0_{2 \times 4} \\ 0 \ 0 & \frac{\partial F^d_{a_y}}{\partial a_y}(a_{y,k}, f_{y,k}) |_{0_{4 \times 4}} \end{bmatrix} \quad (7)$
where $0_{m \times n}$ denotes the $m \times n$ zero matrix and $I_m$ the $m \times m$ identity matrix. Note that $A$ and $C$ are constant matrices, i.e., they depend neither on the sampling time nor on the motion direction. In contrast, $B_k^d$ depends on both the sampling time and the motion direction.

For a given cost function, at each sampling time $kT_h$, the MPC strategy takes into account the process model (5) to optimize a sequence of control inputs over a prediction horizon $N^\text{T}h$. Only the first input value $U_k$ is applied and this process is iterated at the following sampling times $(k+1)T_h, (k+2)T_h, \ldots$ Let

$$Y_k = \begin{bmatrix} Y_{k+1} \\ Y_{k+2} \\ \vdots \\ Y_{k+N} \end{bmatrix}, \quad X_k = \begin{bmatrix} X_k \\ X_{k+1} \\ \vdots \\ X_{k+N-1} \end{bmatrix}, \quad U_k = \begin{bmatrix} U_k \\ U_{k+1} \\ \vdots \\ U_{k+N-1} \end{bmatrix}$$

(8)

Then, one verifies that

$$\tilde{Y}_k = A_k \tilde{X}_k + B_k^d U_k$$

with

$$A_k = \begin{bmatrix} CA \\ CA^2 \\ \vdots \\ CA^N \end{bmatrix}$$

$$B_k^d = \begin{bmatrix} CB_k^d & 0 & \ldots & 0 \\ C A B_k^d & CB_k^{d+1} & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ C A^{N-1} B_k^d & C A^{N-2} B_k^{d+1} & \ldots & C B_k^{d+N-1} \end{bmatrix}$$

(9)

Let

$$\tilde{Y}_{*|k} = \begin{bmatrix} Y_{*|k+1} \\ Y_{*|k+2} \\ \vdots \\ Y_{*|k+N} \end{bmatrix}, \quad \tilde{Y}_{d|k} = \begin{bmatrix} Y_{d|k+1} \\ Y_{d|k+2} \\ \vdots \\ Y_{d|k+N} \end{bmatrix}$$

(10)

with

$$Y_{*|k+i} = \begin{bmatrix} p_{s|k+i} \\ V_{s|k+i} \end{bmatrix}, \quad Y_{d|k+i} = \begin{bmatrix} p_{s|k+i} \\ \rho_{s|k+i}/V_{d|k+i} \end{bmatrix} \quad (i = 1, \ldots, N)$$

(11)

Here $V = \|v\|$ and $V_d \geq 0$ is a desired velocity, which will usually be specified by the user. Note that $Y_s$ can be easily computed from $Y$. The objective of the path following problem is to stabilize $P$ to $P_s$ (i.e., make the AFM probe tip track its projection $P_s$ onto the path $\Gamma$) while ensuring a motion speed of the tip equal to $V_d$. In other words, the objective is to make $Y_s$ converge to $Y_d$. To solve this problem, the MPC algorithm computes $\bar{U}_k^*$ as follows:

$$\bar{U}_k^* = \arg \min_{U_k} \sum_{i=1}^{N} \|Y_{*|k+i} - Y_{d|k+i}\|^2$$

such that \{set of constraints\}

$$\|\xi\|^2_w = \sum_{i=1}^{3} w_i \xi_i^2, \quad \forall \xi \in \mathbb{R}^3, \text{ for some weights } w_1, w_2, w_3,$$

(12)

Quadratic Programming (QP) is used to calculate the optimal $U_k^*$. The set of constraints contains both input constraints and state constraints. The input constraints are defined as follows:

$$\forall k, \forall j = 1, \ldots, 4, \quad U_{j, \text{min}} \leq U_{j,k} \leq U_{j,\text{max}}$$

(13)

The state constraints are defined as follows:

$$\forall k, \forall h \in \{x, y\}, \quad a_{h, \text{min}} \leq a_{h,k} \leq a_{h,\text{max}}$$

$$\forall k, \forall h \in \{x, y\}, \quad f_{h, \text{min}} \leq f_{h,k} \leq f_{h,\text{max}}$$

$$\forall k, \quad \rho_k \geq \rho_s$$

with $\rho_k = \|p_k - c\|$ denoting the distance between the AFM probe tip and the center of the obstacle at sampling time $kT_h$.

VI. TWO LAYERS CONTROL SCHEME

The discrete-time dynamic model (5) is a standard linear model provided the direction vector $d$ is constant. In this case, one can make use of standard techniques to solve at each sampling time the MPC optimization problem, as explained in the previous section. Changing the motion direction of the robot may require to change the direction vector, however, so that a strategy is needed at this level. In this work, a two-layers control structure is proposed, customizing the direction-dependency of PIA (Fig. 4). Firstly the high-level layer determines the components $d_x, d_y$ of the AFM probe direction vector. Secondly, according to the selected velocity maps, the low-level layer executes the MPC optimization as described in the previous section. Following [22], a varying sampling period $T_h$ is used, with $T_{h,\text{min}} \leq T_h \leq T_{h,\text{max}}$. Indeed, during obstacle avoidance a longer time horizon interval is beneficial to pre-view further interaction between the AFM probe and the obstacle. The choice of both the direction vector and sampling period depends on the location of the AFM probe tip with respect to the obstacle.

To present the proposed strategy, some additional notation is needed. In addition to the circles centered at $C$ of radius $r_C$ and $r_s$, we define two other circles centered at $C$, or radius $r_{h,1}$ and $r_{h,2}$ with $r_{h,2} = 2r_C < r_{h,1} = 3r_C$. Finally, we denote as $\gamma$ the vector from $P$ to the orthogonal projection of $P$ onto the line $l_{\text{border}}$. From there, $d_x, d_y$, and $T_h$ are chosen as follows:

**Case 1:** $\rho_k > r_{h,1}$ or $\gamma \cdot \mathbf{u}_s < 0$. These conditions imply that the collision risk is low. Then we set:

$$d_x = \text{sign}(\mathbf{u}_s + \delta j_x) \cdot \mathbf{u}_0, \quad d_y = \text{sign}(\mathbf{u}_s + \delta j_y) \cdot \mathbf{u}_0, \quad T_h = T_{h,\text{min}}$$

with: $\delta = \text{sign}(\mathbf{P}_s \cdot j_e)$, where $\mathbf{P}_s$ is the vector from $P$ to $P_s$.

**Case 2:** $r_{h,2} < \rho_k \leq r_{h,1}$ and $\gamma \cdot \mathbf{u}_s > 0$. In this case the collision risk is more important and we set:

$$d_x = \text{sign}(\mathbf{u}_c + \delta j_x) \cdot \mathbf{u}_0, \quad d_y = \text{sign}(\mathbf{u}_c + \delta j_y) \cdot \mathbf{u}_0$$

$$T_h = T_{h,\text{min}} + \frac{T_{h,\text{max}} - T_{h,\text{min}}}{r_{h,1} - r_{h,2}}(r_{h,1} - d_k)$$

with: $\delta = \text{sign}(\mathbf{P}_s \cdot j_e)$, where $\mathbf{P}_s$ is the vector from $P$ to $P_s$.

**Case 3:** $\rho_k \leq r_{h,2}$ and $\gamma \cdot \mathbf{u}_s > 0$. In this case the collision risk is high and we set:

$$d_x = \text{sign}(\mathbf{u}_c + \delta j_x) \cdot \mathbf{u}_0, \quad d_y = \text{sign}(\mathbf{u}_f + \delta j_y) \cdot \mathbf{u}_0, \quad T_h = T_{h,\text{max}}$$

with: $\delta = \text{sign}(\mathbf{P}_s \cdot j_e)$, where $\mathbf{P}_s$ is the vector from $P$ to $P_s$. 

Fig. 4. Model predictive control (MPC)-based obstacle avoidance scheme. The high-level layer determines the direction. The low-level layer applies the control law.

Fig. 5. Eight-shape reference MPC path following repeatability analysis with a specified velocity of 3 μm/s for 10 trials. (a) Path following result. (b) Repeatability results.

VII. EXPERIMENT

Experiments focus on two aspects: the path following with a specified advancing velocity and the capability to avoid obstacles. The AFM probe position feedback is provided by Template Matching from SEM vision. qPOASES is used as the QP solver for MPC optimization.

The limit values for input and state constraints (see (13)–(14)) are defined as follows:

\[
\begin{align*}
U_{1,\min} &= U_{3,\min} = -1V, & U_{1,\max} &= U_{3,\max} = 1V \\
U_{2,\min} &= U_{4,\min} = -5 \text{ Hz}, & U_{2,\max} &= U_{4,\max} = 5 \text{ Hz} \\
\alpha_{x,\min} &= 34V, & \alpha_{y,\min} &= 30V, & \alpha_{x,\max} &= \alpha_{y,\max} = 80V \\
f_{x,\min} &= f_{y,\min} = 5 \text{ Hz}, & f_{x,\max} &= f_{y,\max} = 20 \text{ Hz}
\end{align*}
\]

The values of \( T_{h,\min} \) and \( T_{h,\max} \) are defined as 2 s and 8 s respectively.

A. Path Following by Model Predictive Control

An eight-shape curve is defined as the reference path, which is characterized with varying curvatures and different motion directions in order to comprehensively and representatively test the tracking performance of the proposed algorithm. The aim of this experiment is to control the AFM probe to track the defined path with a specified advancing velocity.

The tracking result is presented in Fig. 5(a). It can be found that the proposed algorithm is able to tune the AFM probe to track the defined reference path with various curvatures in various directions. The tracking repeatability is carried out by applying path following control on the AFM probe from the same initial location for 10 trials, as shown in Fig. 5(b). In addition, it vibrates more when moving on y axis direction compared with x axis direction. The vibrations can have several origins. The main probable reason is that at the corners of the path in Fig. 5, the velocity in y direction is close to 0. The path distance where the velocity is close to 0 is longer in y axis compared to x axis. The lowest the velocity of a PIA actuator, the highest are the amplitude of the vibration. The latter is caused by the presliding dynamics of the slip motion [18]. One possible solution is to increase the frequency of the sawtooth signal to speed up the motion of the actuator (increasing velocity) and to minimize the duration where the velocity should be close to zero. However, this solution must be done considering the limitation of the SEM image acquisition rate for vision-based control.

Fig. 6 presents the position tracking error result (Fig. 6(a)) and the velocity tracking result (Fig. 6(b)), respectively. The position tracking error curve of Fig. 6(a) illustrates the convergences of the AFM probe to the eight-shape curve. There are fluctuations of the position tracking error curve because of the vibrations during the motion on y axis direction and sharp turns. On the other hand, the velocity control result of Fig. 6(b) shows that the actual AFM probe velocity fluctuates around the desired velocity, i.e. 3 μm/s. It decreases at the sharp turns.
Fig. 7. Obstacle avoidance experimental results. The obstacle is shown in yellow. (a) Tracking results for a straight line shape reference path. (b) Tracking results for a sinusoidal shape reference path.

Fig. 8. Obstacle avoidance repeatability. (a) Controlled trajectories for 10 trials with a straight line reference path. (b) Controlled trajectories for 10 trials with a sinusoidal reference path.

Fig. 9. Distance \( \rho \) between the AFM probe tip and the obstacle during the obstacle avoidance. (a) Straight line reference path. (b) Sinusoidal reference path.

Based on the 10 trials data, the position tracking performance are evaluated by the mean tracking error. The mean tracking error is 2.5 pixels, within an image sized of 610 × 460 pixels, which is considered good. One pixel corresponds to 1 \( \mu \)m. This path following controller can be used in future works to define elementary trajectories for the manipulation of objects inside SEM. For objects whose dimensions is 100 \( \mu \)m and more (for instance spherical objects with 100 \( \mu \)m diameter), the path following with a mean error of 2.5 \( \mu \)m is considered enough. In addition, it is possible to see in Fig. 6(a) that the maximum error in the worst case is lower than 10 \( \mu \)m. It is possible to reduce significantly this error by reducing the vibrations of PIA during the path following control. Indeed, due to the limited frequency rate of the SEM, we have limited the advancing velocity to 3 \( \mu \)m/s. At this speed, the slip effect (let us recall that the PIA works with a stick and slip principle) generates vibrations. If the actuator is controlled at a higher speed, by increasing the frequency of the sawtooth voltage, the motion of the PIA will be smoother and therefore the mean error of the path following will be reduced. The reader can refer to our previous work [23] related to the dynamic control of PIAs.

B. Obstacle Avoidance by Model Predictive Control

A virtual obstacle is introduced along the reference path \( \Gamma \). The obstacle is a circle of radius \( r_c = 18 \) pixels, and we set \( r_s = 20 \) pixels. The aim is to control the AFM probe tip to follow the curve \( \Gamma \) and simultaneously avoid the virtual obstacle. The control procedure is executed under the previously defined input constraints. The tracking result is shown on Fig. 7. A straight line shape reference path and a sinusoidal shape reference path are used in Fig. 7(a) and Fig. 7(b) respectively. In both cases the AFM probe tip succeeds in converging to the path and bypassing the obstacle.
To prove the repeatability, ten trials of obstacle avoidance controls are executed with both straight line and sinusoidal reference paths. Fig. 8 demonstrates that the obstacle avoidance behavior under the proposed algorithm is experimentally repeatable.

Fig. 9 shows the evolution of the distance $\rho$ from the AFM probe tip to the center of the obstacle. The state constraint $\rho \geq 20$ pixel is always satisfied.

Fig. 10 presents the PIA sawtooth input values, i.e., the amplitudes and the frequencies $a_x, f_x, a_y$ and $f_y$. The constraints for these variables are defined by (15). The input constraints are globally well respected, with some deviations for the sinusoidal reference path.

The basic performances (step response and frequency characteristics of $X$ and $Y$ axis) are those of the low level control of the piezoelectric stick slip actuators (Fig. 4). In a previous work [23], [24], we have presented a detailed study about the basic performances of such actuators in open loop and closed loop. Considering the global MPC controller, the frequency of the sawtooth signal is limited to 20 Hz. The velocity is $3 \mu m/s$. Therefore, for a reference position of 100 $\mu m$, the response time is 33 $s$.

VIII. CONCLUSION

In this letter, a Model Predictive Control (MPC) has been formulated considering the specific working principle of piezoelectric inertia actuators (PIA) driven by a sawtooth type voltage. For that purpose, the idea has been to define a velocity map of such actuators which has been used as a reference model for MPC. A complete procedure for the synthesis of MPC considering such kind of actuators has been proposed. The controller has been applied for the specific case of path following and obstacle avoidance of an AFM probe held by PIA's and operating inside a SEM. The developed technique enriches the motion capability of nano-robotic systems operating inside SEM, accelerating the process towards a fully-automation for robotic manipulation purposes at small scales.
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