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Abstract

A 1D/3D Finite-Volume coupling is proposed for the Euler/Homogeneous Equilibrium Model equations. The present
approach is based on the Finite-Volume framework making it possible to tackle general equations of state. A special
attention is given to the conservation of mass, momentum and energy at the common 1D/3D interface. For fluid-
structure interaction induced by fast-transient phenomena occurring in pipelines, the present 1D/3D fluid coupling
is also associated with a beam/shell elements coupling to deal with the mechanical pipe behavior. A series of test-
cases involving both purely fluid, purely structural and coupled fluid-structure problems with available analytical or
experimental references is considered to demonstrate the performance of the present 1D/3D coupling.

Keywords: 1D-3D coupling; Finite-Volume method; Beam/shell elements coupling; Euler/HEM equations;
shock-waves

1. Introduction1

Pressure waves occurring in piping systems are known to potentially damage pipes or supports affecting directly2

the operability and the safety of industrial plants. As a consequence, these phenomena have been largely studied3

using both experiments and numerical simulations [1]. A well-known example of this kind of fluid transients is the4

water-hammer phenomenon [2]. The numerical approaches encountered in the literature and used for the simulation5

of such events are mainly one-dimensional and based upon the planar fluid pressure wave propagation assumption. In6

order to estimate the mechanical consequences on pipes and supports in the computations, fluid-structure interaction7

(FSI) mechanisms have to be taken into account. For this purpose, two-way coupled approaches where both fluid and8

pipe motions are tackled simultaneously are considered. In this way, Euler-Bernoulli or Timoshenko beam theory is9

used for the lateral and torsional pipe motions. As reviewed in [3–6], numerous 1D FSI models have been proposed,10

ranging from the two-degree-of-freedom (DOF) FSI model (considering the axial motion of both fluid and pipe) to11

the 7-DOF FSI model (considering one DOF for the fluid plus 6 DOF for the pipe: the axial, the two lateral, the12

two flexural and the torsional pipe motions while the radial inertia is ignored). All of the previously mentioned FSI13

models are based on 1D isothermal or isentropic fluid, on low-Mach number flow assumptions and on a linear elastic14

behavior for the pipe which leads to a linear hyperbolic set of equations. Due to the large size of piping systems15

in industrial configurations, 1D approaches are widely used and offer a good compromise in terms of computational16

effort and accuracy. Recently, a non-linear extension of the 1D 7-DOF FSI model have been proposed in [7, 8]. This17

non-linear modeling is based on the homogeneous equilibrium model (HEM) making it possible to consider the non-18

linear convective effects which are significant for low wave speeds due to vapor and free gas and to take into account19

the non-isothermal fluid behavior. In addition, inelastic behavior of the pipe is also considered taking into account20

material and geometric non-linearities due to elasto-plastic behavior and large pipe displacements.21

However, when complex flow phenomena appear which requires to address multi-dimensional flow patterns, the22

planar wave assumption is not valid anymore. This is the case when fluid flows through elbows, abrupt changes of23
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pipe cross-section, junctions of several branches or other hydraulic devices inducing significant changes of the flow24

direction. Thus, the use of 3D approaches is necessary for the required high level of detail as 1D approaches are25

not adequate to capture the non-planar fluid dynamics wave motion in complex geometry systems. Furthermore,26

concerning the structural dynamics, due to the limitations of the beam theory assumptions, the 1D approaches are27

unsuitable to represent the changes in the pipe cross-section as those observed during pipe crushing initiated by28

impacts for example. In contrast, advanced 3D methods can resolve the details of the flow and the pipe wall in both29

time and space as in [9]. In this kind of approach, the fluid is modeled using a three-dimensional mathematical model30

while the pipe is modeled using shell (or solid) elements leading to a high accuracy of the relevant physics in both31

fluid and structure. However, these methods are CPU and memory costly and, thus, can not be considered for complex32

piping systems as those involved in industrial plants. In order to combine the efficiency of 1D approaches and the high33

level of detail obtained with 3D approaches while strongly reducing the CPU time of 3D methodologies, local two-34

way 1D/3D coupling can be considered. This makes it possible to maintain the accuracy of the obtained numerical35

results in the case where 3D modeling is only used in the locations where the non-planar flow motion and/or details36

in the pipe behavior are of interest during the event.37

Several approaches have been proposed in order to combine the reduced one-dimensional and the detailed three-38

dimensional fluid models. In the literature, most approaches are based on the exchange of variables (mainly pressure39

and velocity for barotropic flows) between 1D and 3D domains at the common interface. As a consequence, the40

conservativity of conservative flow variables, i.e. mass, momentum and total energy, through the interface is not41

guaranteed which is known to be mandatory for shock-wave propagation [10, 11]. Following the works of Hérard &42

Hurisse [12], Deininger et al. [13] have considered the solution of a Riemann problem between two heterogeneous43

models at the 1D/3D interface by introducing an additional (and discontinuous) variable making it possible to distin-44

guish the one- and the three-dimensional domains. Then, as their 1D/3D interface is artificial, the authors compute the45

flux for the 1D domain differently from the flux of the 3D domain leading to a loss of conservativity. Wang et al. [14]46

have coupled a 1D water-hammer code with a 3D barotropic CFD code using characteristic equations and Riemann47

invariants which depend on the considered equation of state. Montenegro et al. [15] have coupled a one-dimensional48

code with a three-dimensional code based on Euler equations in conjunction with a perfect gas equation of state using49

the same flux at the 1D/3D interface. Bellamoli et al. [16] couple 1D and 2D domains in the same code through the50

flux at the common interface for the junction of several branches and its vicinity in the framework of shallow water51

flows. This makes it possible to ensure the conservation of mass and momentum in this context at the same time as52

dealing with transcritical and supercritical flows. In addition, this procedure is non-iterative which is computationally53

efficient. Due to the high flexibility of the coupling proposed by Bellamoli and co-authors, we will thus follow the54

ideas proposed in [16] and extend the application to the Euler/HEM equations in conjunction with general equations55

of state. Furthermore, considering the structural dynamics, two main categories of approaches can be found in the56

literature to couple elements having different DOF as it is the case of beam and shell elements considered here for57

tubular structures. The first one is based on the use of transition elements. According to Ho et al. [17], many works on58

the transition elements have been done on shell/solid transitions with very limited work on beam/solid and beam/shell59

connections. In addition, transition elements are often prone to locking. To try to avoid this problem, reduced integra-60

tion can be used which leads to the introduction of hourglass modes. Due to these limitations, the transition elements61

have not been widely used [17]. Thus, we will consider the second category of elements coupling which consists62

in imposing constraint equations. These constraint equations are here applied to DOF at the nodes constituting the63

coupling interface between a beam and a shell element. Multi-point constraints (MPC) enforce a relationship between64

two or more DOF in contrast to single-point constraints. Transformation equations, penalty functions and Lagrange65

multipliers are the three main methods encountered in the literature that are used to impose MPC equations as ex-66

plained in [17]. Among the various approaches which can be used, the Lagrange multiplier method makes it possible67

to ensure a high precision. For this reason, this approach has been retained and previously adapted in order to fit68

into the explicit integration scheme [18]. In addition, no arbitrary parameter is allowed for ensuring the constraints69

in contrast to penalty methods. The treatment of essential boundary conditions and MPC equations, that are in both70

cases expressed in the form of kinematic relationships (prescribed displacements or imposed velocities) of the relevant71

DOF, is thus tackled using the Lagrange multiplier method.72

The paper is organized as follows. Sect. 2 is dedicated to the present 3D approach where fluid is modeled using73

three-dimensional HEM/Euler equations coupled with the pipe modeled by shell elements. The Finite-Volume method74

used for the approximation of the fluid dynamics is briefly recalled in the Arbitrary Lagrangian-Eulerian framework75
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as well as the updated Lagrangian Finite-Element approach used for the pipe. The weak fluid-structure coupling76

used here, i.e. fluid and structural equations are solved independently and fluid-structure interface conditions are not77

enforced at each time step, is also described. Then, in Sect. 3, the reduced 1D FSI model previously proposed in [7, 8]78

is briefly recalled as well as the associated numerical methods. Afterwards, Sect. 4 is devoted to the 1D/3D fluid79

coupling as well as the beam/shell elements coupling. In Sect. 5, the present approach is then assessed on several80

test-cases. Finally, the paper ends with a conclusion in Sect. 6.81

2. The 3D FSI model and its coupled Finite-Volume/Finite-Element numerical approximation82

In the next two sections, the models used to describe the fluid and the structure dynamics as well as their interaction83

are described: first the 3D fluid-structure interaction modeling and then the 1D reduced FSI model. In both cases,84

governing equations describing fluid and structure motions and the coupling conditions are detailed along with the85

corresponding numerical approximations.86

2.1. Governing equations87

2.1.1. Governing equations for the fluid88

The propagation of pressure waves in compressible flows can be modeled with good accuracy with the inviscid
Euler equations. The present study is thus restricted to compressible inviscid flows described using the classical 3D
Euler equations composed of the mass, momentum and total energy non-linear conservation laws in the fluid domain
denoted by Ωf: 

∂tρf + ∇ · (ρfuf) = 0
∂t (ρfuf) + ∇ · (ρfuf ⊗ uf + pId) = 0
∂t (ρfef) + ∇ · (ρfefuf + puf) = 0

(2.1)

ρf, uf, p and ef are respectively the fluid density, velocity vector, pressure and specific total energy, Id is the identity89

tensor. The subscript f denotes fluid variables and is used whenever a distinction between fluid and structure is90

necessary. The specific internal energy εf is given by εf = ef − u2
f /2. Eqs. (2.1) are completed by the addition of91

an equation of state (EOS) giving the specific internal energy εf as a function of pressure p and density ρf. In the92

present work, two EOS are considered. The first one is the ideal perfect gas EOS with p = ρf (γ − 1) εf where γ is93

the ratio of specific heats. Finally, to represent steam-water flows, the Steam Tables based on the 1984 NBS/NRC94

(National Bureau of Standards/National Research Council of Canada) [19] are here used as it was done previously95

in [7, 8, 20, 21]. Thanks to the use of EOS, other thermodynamical variables can be obtained as a function of pressure96

and density such as temperature Tf and speed of sound cf. System in Eq. (2.1) is hyperbolic and the corresponding97

eigenvalues are in 1D: λ1 = uf − cf, λ2 = uf and λ3 = uf + cf. The field associated with eigenvalue λ2 is linearly98

degenerate (LD), other fields are genuinely non-linear (GNL).99

2.1.2. Governing equations for the structure100

The dynamics of the structure is given by the following linear momentum equation describing the equilibrium
between inertial, internal and external forces in the structural domain Ωs:

ρs d̈ − ∇ ·σ = f (2.2)

where ρs is the structural material density, d the displacement vector, d̈ the acceleration vector, σ the Cauchy stress
tensor and f the external body forces vector. Note that in Eq. (2.2), the superposed dot denotes the material (or total)
time derivative while the divergence operator denotes derivatives with respect to the Eulerian (or spatial) coordinates.
In order to determine σ the Cauchy stress tensor, various constitutive laws can be used (elastic, elasto-plastic,. . . ). For
example in the case of solid elements, the constitutive law corresponding to isotropic linear elastic materials can be
written as:

σ = 2µsε + λstrac (ε) Id with ε =
1
2

(
∇d + (∇d)t − (∇d)t ∇d

)
where ε is the Almansi strain tensor, λs and µs are the Lamé coefficients, related to the two formulae:

λs =
EνP

(1 + νP) (1 − 2νP)
and µs =

E
2 (1 + νP)
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with E the Young’s modulus and νP the Poisson’s ratio.101

On the boundary of the structural domain ∂Ωs, additional boundary conditions have to be satisfied. Assuming that
the boundary of the structural domain is decomposed in two distinct parts:

∂Ωs = ∂Ωs,d ∪ ∂Ωs,t (2.3)

where the displacements are prescribed on ∂Ωs,d whereas the traction is prescribed on ∂Ωs,t. The following boundary
conditions are thus considered: {

σ · n = t on ∂Ωs,t

d = d on ∂Ωs,d
(2.4)

where d and t are the (prescribed) boundary surface displacement and traction, respectively.102

2.1.3. Fluid-Structure coupling conditions103

The coupling between the fluid and the structure acts at the common interface between the fluid and the solid
domains: ∂Ωf ∩ ∂Ωs. At this interface, the two following FSI conditions have to be verified for inviscid flows:{

uf · n = ḋ · n Continuity of the normal velocity
−pn = σ · n Continuity of the stresses normal components (2.5)

where n is a unit normal vector of the interface ∂Ωf ∩ ∂Ωs. Using Eqs. (2.4) and (2.5), the traction t on the common
interface between fluid and structure is given by:

t = −pn on ∂Ωf ∩ ∂Ωs

with p the fluid pressure.104

2.2. Numerical methods105

The numerical methods used to approximate Eqs. (2.1) and (2.2) are here described. A Finite-Volume method is106

used for the fluid motion while a Finite-Element approach is considered for structures. In addition, the non-iterative107

explicit coupling algorithm between these two numerical methods is also presented to show how the coupling between108

fluid and structure is tackled in the discrete way. Finally, the explicit stability condition is mentioned.109

2.2.1. Arbitrary Lagrangian-Eulerian Finite-Volume approximation for the fluid110

The explicit cell-centered finite-volume approximation used for the fluid motion is here described for the Arbitrary111

Lagrangian-Eulerian formulation.112

113

Using the Reynolds transport theorem as well as the Green formula, the unsteady compressible Euler Eqs. (2.1)
for any arbitrary closed volume C(t) of boundary ∂C(t) can be expressed in an integral form as:

d
dt

∫
C(t)

UdV +

∫
∂C(t)

F (U, v, n) dS = 0 (2.6)

where v is the velocity of the boundary ∂C(t) and n is the outward unit normal vector on ∂C(t) with respect to C(t). U
is the vector of the conserved variables and F (U, v, n) is the ALE (Arbitrary Lagrangian-Eulerian) inviscid flux-vector
(in the n direction) given by:

U =

 ρf
ρfuf
ρfef

 and F =


ρf

(
(uf − v) · n

)
ρfuf

(
(uf − v) · n

)
+ pn

ρfef

(
(uf − v) · n

)
+ puf · n


In Eq. (2.6), the choice v = uf corresponds to the Lagrangian view of the conservation laws whereas the choice v = 0114

corresponds to the Eulerian counterpart. Because of the generality of the description used in Eq. (2.6), it is referred to115

as the Arbitrary Lagrangian-Eulerian form of the conservation laws [22].116
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When moving/deforming grids are considered, the movement of the mesh should not deteriorate the flow field
variables. The consideration of Eq. (2.6), written for a constant state, leads to the following relation:

d
dt

(
|C (t) |

)
−

∫
∂C(t)

v · ndS = 0 (2.7)

This relation is purely geometric and links the closed control volume C (t), its boundary ∂C(t), the boundary velocity117

vector v and the unit normal vector n. This geometric statement which governs the time rate of change of the volume118

of C (t) is referred to as geometric conservation law (GCL) [23]. The GCL must be satisfied, either explicitly or119

implicitly, if the conservative property is to be maintained [24].120

121

Using the cell average of the vector of the conserved variables:

Ui ≡ 1
|Ci|

∫
Ci

UdV

the cell-centered Finite-Volume approximation of Eq. (2.1) on the cell Ci is:

d
dt

(
|Ci|Ui

)
+

∑
l∈∂Ci

Φi,lAl = 0

The numerical flux function Φi,l is defined to approximate the surface average of the ALE flux-vector over the cell
interface l with respect to cell Ci:

Φi,l
(
UL,UR, vl, ni,l

) ≈ 1
Al

∫
l
F

(
U, v, ni,l

)
dS

with ni,l is the outward normal with respect to cell Ci of cell interface l. UL and UR are approximations of the solution
on each side of the interface l, left and right respectively and vl the mesh velocity of the interface l. The numerical
flux function Φi,l has to satisfy consistency and conservation properties, i.e.

Φi,l
(
U,U, vl, ni,l

)
= F

(
U, vl, ni,l

)
Consistency

Φi,l
(
UL,UR, vl, ni,l

)
= −Φi,l

(
UR,UL, vl,−ni,l

)
Conservation

(2.8)

The numerical flux function used in this paper is based on the HLLC approximate Riemann solver of Toro et al. [25–
27] written on moving grids as in Luo et al. [28]:

ΦHLLC
i,l

(
UL,UR, vl, ni,l

)
=



ΦL if 0 < SL

Φ∗L if SL ≤ 0 < SM

Φ∗R if SM ≤ 0 < SR

ΦR if SR ≤ 0

(2.9)

where ΦK = F
(
UK , vl, ni,l

)
with the ALE flux-vector:

F
(
UK , vl, ni,l

)
=

 (ρf)K wK · ni,l
(ρf)K (uf)K wK · ni,l + pK ni,l

(ρf)K (ef)K wK · ni,l + pK (uf)K · ni,l


and

Φ∗K =
1

SK − SM


(ρf)K

(
SK − wK · ni,l

)
SM

(ρf)K (uf)K
(
SK − wK · ni,l

)
SM + pMSK ni,l − pKSM ni,l

(ρf)K (ef)K
(
SK − wK · ni,l

)
SM + pMSKSM − pKSM (uf)K · ni,l + pMSKvl · ni,l


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with K = L,R, where w is the relative speed given by w = uf − vl, the pressure pM is given by:

pM = (ρf)L
(
SL − wL · ni,l

) (
SM − wL · ni,l

)
+ pL = (ρf)R

(
SR − wR · ni,l

) (
SM − wR · ni,l

)
+ pR

and the speed SM defined as:

SM =
(ρf)R wR · ni,l

(
SR − wR · ni,l

) − (ρf)L wL · ni,l
(
SL − wL · ni,l

)
+ pL − pR

(ρf)R
(
SR − wR · ni,l

) − (ρf)L
(
SL − wL · ni,l

)
The speeds SL and SR corresponding to the fastest waves arising from the solution of the Riemann problem at each
side of the interface are computed as proposed in Batten et al. [29]:

SL = min
(
wL · ni,l − (cf)L , ŵ · ni,l − ĉf

)
and SR = max

(
wR · ni,l + (cf)R , ŵ · ni,l + ĉf

)
with ŵ = ûf − vl and ĉf the Roe average of the velocity uf and speed of sound cf variables.122

123

Using the previous approximations in the ordinary discrete equation (2.6), the integration on the temporal interval
[tn, tn+1] leads to:

|Cn+1
i |Un+1

i − |Cn
i |Un

i + ∆tn
∑
l∈∂Ci

Φi,l
(
UL,UR, vl, ni,l

)
Al = 0 (2.10)

The first-order accuracy in time and in space is obtained using UL = Un
i and UR = Un

jl with C jl the adjacent124

cell of Ci through the interface l: it corresponds to the explicit backward Euler scheme. Second-order accuracy in125

time and space is achieved using the MUSCL-Hancock approach proposed by van Leer [30] as it was previously126

described in [31, 32]. The time-step ∆tn in Eq. (2.10) is directly given by a stability condition which will be detailed127

in Sect. 2.2.4.128

129

Enforcing the GCL at the discrete level is mandatory to the overall numerical conservation property of the scheme130

in Eq. (2.10). This equation is here verified implicitly via defining the boundary ∂Ci, the boundary velocity vector131

vl and the boundary normal vector ni,l as a weighted average of their counterpart at the n and n + 1 time level areas132

as it was done in [28, 31]. For more details on the GCL and its numerical treatment, the reader can refer to [24, 33–37].133

134

The fluid mesh motion can be arbitrary except on the fluid-solid interface where nodes are common to the fluid135

and the solid domain and thus have the same motion. The fluid mesh motion can be described by the elastodynamic136

equations where the fluid mesh is viewed as a pseudo-solid with a linear elastic behavior [33, 38]. Other rezoning137

algorithms can also be considered [39–41].138

2.2.2. Updated Lagrangian Finite-Element approximation for the structure139

The explicit time integration used for frames, shells, plates and continua in three dimensions is described below.140

Both material non-linearities due to elasto-plastic behavior and geometric non-linearities due to large displacements141

are also considered. The main features of the used algorithm are briefly recalled in the following. For the interested142

reader, more details can be found in [18].143

144

An updated Lagrangian description is used for the solid domain. In this kind of formulation, the derivatives are
with respect to the spatial (Eulerian) coordinates and the weak form involves integrals over the deformed (or current)
configuration. The basic discrete equations to be solved are the equilibrium equations which stem from the principle
of virtual work expressing the weak form of the conservation of momentum in Eq. (2.2) for the solid domain:∫

Ωs

ρs d̈ · δddV =

∫
Ωs

f · δddV +

∫
∂Ωs,t

t · δddS −
∫

Ωs

σ : ∇δddV (2.11)

with δd the virtual displacements compatible with the essential boundary conditions, i.e. δd = 0 on ∂Ωs,d.145

146
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In the Finite-Element method, the solid domain Ωs is first divided into elements Ωe interconnected by nodes. The
motion de, the velocity ḋe and the acceleration d̈e are then approximated within each element using shape functions
by:

de (X, t) ≈
ne∑

k=1

ψk (X) de
k (t) , ḋe (X, t) ≈

ne∑
k=1

ψk (X) ḋe
k (t) and d̈e (X, t) ≈

ne∑
k=1

ψk (X) d̈e
k (t)

where ψk (X) are the shape functions, de
k is the displacement vector of node k of element e and ne the nodes number

of element e. It can be noticed that the shape functions are expressed in terms of the material coordinates X in the
updated Lagrangian formulation even though the weak form is expressed and used in the current configuration. As
mentioned in [42], this is essential to reside entirely the time dependence of the finite element approximation in the
nodal variables. In addition, the velocity and the acceleration are given by the same shape functions since these
functions are constant in time.
As it is not a function of time, the test function and its gradient are approximated in each element as:

δde ≈
ne∑

k=1

ψkδde
k and ∇δde ≈

ne∑
k=1

δde
k ⊗ ∇ψk

where δde
k are the virtual nodal displacement.

The element nodal variables are related to the system nodal variables by a matrix denoted by Le termed as gather
matrix so that:

δde = Leδd

Using these approximations in Eq. (2.11) and omitting the sums on the element e and on the nodes i and j for clarity
leads to: (∫

Ωe

ρsψiψ jdV
)

d̈e
j · δde

i =

(∫
Ωe

ψi fdV
)
· δde

i +

(∫
∂Ωs,t∩∂Ωe

ψi tdS
)
· δde

i −
(∫

Ωe

σ∇ψidV
)
· δde

i (2.12)

As this equality is true for all virtual node displacement δde
i this gives:(∫

Ωe

ρsψiψ jdV
)

d̈e
j =

∫
Ωe

ψi fdV +

∫
∂Ωs,t∩∂Ωe

ψi tdS −
∫

Ωe

σ∇ψidV (2.13)

or under the following tensorial form [18]:
Md̈ = fext − fint + fc (2.14)

with M the (consistent) mass matrix, d the nodal discrete displacements, d̈ the nodal discrete accelerations, fext the
external forces, fc indicates the vector of unknown reaction forces generated by the essential boundary conditions (see
e.g. [18, 43] for more details) and fint the internal forces evaluated by spatial integration over the elements:

fext,i =
∑

e

( ∫
Ωe

ψi fdV +

∫
∂Ωs,t∩∂Ωe

ψi tdS
)

fint,i =
∑

e

( ∫
Ωe

σ∇ψidV
)

where the summation symbol represents the assembly operator over all elements e of the FE mesh.147

148

The nodal accelerations d̈ are obtained from Eq. (2.14) via the inversion of the mass matrix. We recall that the149

diagonal mass matrix is one of the important features that makes the explicit method efficient and practical [44]. For150

this reason, the consistent mass matrix is replaced by the lumped mass matrix (reducing to diagonal form) denoted by151

M̃ so that the matrix inversion is straightforward.152

The set of non-linear second-order ordinary differential equations (ODE) in time given in Eq. (2.14) is approxi-
mated with the central difference time integration scheme. Knowing the solution related to the structure at tn, i.e. the
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nodal displacements dn, velocities ḋn and accelerations d̈n, the central difference scheme is written as:
ḋn+1/2 = ḋn + (∆tn/2)d̈n (2.15a)
dn+1 = dn + ∆tnḋn+1/2 (2.15b)
d̈n+1 = M̃−1

(
fn+1
ext − fn+1

int + fn+1
c

)
(2.15c)

ḋn+1 = ḋn+1/2 + (∆tn/2)d̈n+1 (2.15d)

Note that using two consecutive time steps ∆tn−1 and ∆tn and after some manipulations, Eq. (2.15) leads to the
following relation where the acceleration can be expressed in terms of the displacements:

d̈n =
1

∆tn∆tn−1/2∆tn−1

[
∆tn−1

(
dn+1 − dn

)
− ∆tn

(
dn − dn−1

)]
(2.16)

with ∆tn−1/2 =
(
∆tn + ∆tn−1

)
/2. In the case of equal time steps, this corresponds to the standard central difference153

formula for the second derivative of a given function. In addition, the central difference scheme corresponds to a154

particular choice of the Newmark-β time integration with γ = 1/2 and β = 0 [42]. This scheme is known to be155

second-order accurate in time and to introduce no numerical damping [45]. This explicit approach is conditionally156

stable and has to meet the stability condition on time step size described in Sect. 2.2.4.157

Once the updated nodal displacements are known after the second step of the central difference scheme in158

Eq. (2.15b), the new geometry and the new configuration are known. Knowing the nodal displacement increments159

∆d = dn+1 − dn between two consecutive time steps tn and tn+1 gives the incremental deformation which leads to the160

increments of strain and then of stress using the constitutive law. Then, the nodal internal forces are updated and then161

used in Eq. (2.15b) to upgrade the nodal accelerations. Finally, it follows that the nodal velocities are obtained.162

2.2.3. Coupled Finite-Volume/Finite-Element approach163

The fluid and the structural solvers given in Eq. (2.10) and Eq. (2.15), respectively, are interacting during each164

time step. For this purpose, the coupling conditions given in Eq. (2.5) should be respected at the discrete level. The165

main steps of the explicit coupling algorithm are briefly recalled:166

1. Knowing the structural solution at time tn, the nodal velocity is first updated at the mid-step ḋn+1/2 and the nodal167

displacement at the next time step dn+1 using Eqs. (2.15a) and (2.15b). Then, as it was previously mentioned,168

the nodal internal forces fn+1
int are obtained.169

2. The known fluid pressure pn at time tn at the fluid cells juxtaposing the fluid-structure interface ∂Ωf∩∂Ωs is used170

for updating the nodal external forces fn+1
ext with the contribution of the fluid acting at the FSI interface (used in171

Eq. (2.15c)). This corresponds to the transmission of the traction at the interface due to the fluid pressure loads172

at the discrete level.173

3. The structural solution, i.e. nodal accelerations d̈n+1 and velocities ḋn+1, is then updated using Eqs. (2.15c)174

and (2.15d). This corresponds to the time advancement of the structural variables and meshes at time tn+1.175

4. The known structural interface velocities ḋn+1/2 at the mid-step are used to compute the mid-step configuration
of the fluid-structure interface as dn+1/2 = dn + (∆tn/2) ḋn+1/2 at ∂Ωf ∩ ∂Ωs. These (known) structural interface
displacements and velocities are used to update the geometric properties on the fluid mesh. Thus, the mid-
step configuration of the fluid grid is obtained in terms of nodal fluid grid velocity v f and nodal fluid grid
displacements:

x f = xn
f + ∆tnv f /2

which are used to compute the mid-step configuration of geometrical properties associated to edges: boundary
of a fluid cell ∂Ci, interface grid velocity vl, interface outward normal ni,l (w.r.t. cell Ci) and surfaces Al at
interface l required for the ALE fluxes in Eq. (2.10). Next, the new or current full-step configuration is updated:

xn+1
f = x f + ∆tnv f /2

used for the evaluation of cell Cn+1
i . This step corresponds to the rezoning stage in ALE computations.176
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5. The fluid variables are thus updated using Eq. (2.10), i.e. the cell-centered conservative variables and then the177

cell-centered fluid densities (ρf)n+1, fluid velocities (uf)n+1 and fluid pressures pn+1. This corresponds to the178

time advancement of the fluid variables at time tn+1.179

Note that this time integration scheme is explicit and thus conditionally stable. The corresponding stability condition180

on time step size is recalled in the next section.181

2.2.4. Stability and time step182

The explicit time integration given in Eqs. (2.10) for the fluid equations and in Eqs. (2.15) for the structural ones
requires a stability condition which can be expressed as:

∆tn = Cmin
(

∆tn
f , ∆tn

s

)
(2.17)

with 0 < C ≤ 1 the Courant number, ∆tn
f and ∆tn

f are the stable time step obtained with the fluid and structural explicit
condition at the time tn. In 1D, these two critical time steps can be expressed as:

∆tn
s = min

e

( |lne |
|λn

s,e|
)

and ∆tn
f = min

i

( |lni |
|un

i | + cn
i

)
(2.18)

with |lni | and |lne | a characteristic length of the cell Ci and the element e, respectively, and λn
s,e the current structural183

wave-speed. The stable time step ∆tn is thus re-evaluated at each time step following Eq. (2.17).184

For the computations of fast-transient events occurring in water-filled pipelines, the order of magnitude of the cell size185

is of 10−2 − 10−3 m, the pressure waves speed is of the order of 5000 m.s−1 in steel and 1500 m.s−1 in water at 20◦C186

and the fluid velocity is about 1 m.s−1. This leads to an order of magnitude of 10−6 − 10−7 s for the time step. Finally,187

note that, in theory, the fluid grid velocity has to be taken into account in the computation of the stable time step. In188

other words, the fluid critical time step should be estimated using the fluid relative velocity w = u − v instead of the189

fluid velocity u in Eq. (2.18). However, in the practical cases mentioned previously, the fluid relative velocity is very190

low in comparison with the pressure waves speed in the structures. As a consequence, the approximation made in Eq.191

(2.18) has a very little influence on the size of the stable time step.192

3. The 1D reduced FSI model and its Finite-Volume/Finite-Element discretization193

The present 1D FSI model was previously described in [8]. Only the main features of the model are recalled in this194

section. It relies on a two-way FSI coupling between compressible Euler/HEM equations considering varying cross-195

sections with the Euler-Bernoulli beam equations. This leads to a non-linear seven degree-of-freedom 1D FSI model.196

The numerical approximation used here is based on an explicit coupled Finite-Volume/Finite-Element approach. For197

more details on the reduced 1D FSI model and its discretization, the reader can refer to the previous reference.198

3.1. Governing equations199

In the following, the governing equations for fluid and pipe are described in the local frame of reference denoted200

by
(
ξ, η, ζ

)
assigned to each pipe element. The vector ξ corresponds to the local pipe axis while vectors η and ζ are201

normal to the pipe axis.202

203

The simplified 1D fluid model is classically obtained integrating the 3D Euler/HEM Eqs. (2.1) over each section
normal to the pipe axis leading to the following system:

∂t (ρfAf) + ∂ξ (ρfufAf) = 0
∂t (ρfufAf) + ∂ξ

(
ρfu2

f Af + pAf

)
− p∂ξAf = 0

∂t (ρfefAf) + ∂ξ (ρfefufAf + pufAf) = 0
(3.1)

where ρf, uf, p and ef are the cross-sectional average of the fluid density, the cross-sectional averaged flow velocity204

in the pipe direction ξ, the cross-sectional averaged absolute pressure and the cross-sectional averaged specific total205

energy. Af is the pipe cross-section and d is the inner diameter such as Af = πd2/4.206
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The two EOS previously mentioned for the ideal perfect gas and the steam-water mixture are also used in the 1D207

reduced fluid model.208

209

The governing equations of the pipe considering axial, lateral, flexural and torsional motions are given in the local
frame of reference by: 

ρsAs∂tvξ − ∂ξFξ = 0
(ρsAs + ρfAf) ∂tvη + ∂2

ξ2 Mζ = 0
(ρsAs + ρfAf) ∂tvζ + ∂2

ξ2 Mη = 0
ρsJs∂tφξ − ∂ξMξ = 0

(3.2)

with ρs the solid density, As the wall cross-section given by As = π
[
(d + 2δ)2 − d2

]
/4 where δ is the wall thickness.

vk = ∂tdk is the pipe velocity in the k direction (k = ξ for the axial, k = η or k = ζ for the lateral motions) and dk

the displacement in the k direction. φξ = ∂tθξ is the pipe angular velocity. Is is the area moment of inertia given by:
Is = π

[
(d + 2δ)4 − d4

]
/64 and Js is the polar moment of inertia: Js = 2Is for a cylindrical pipe. Fξ is the axial force,

Mη and Mζ the two bending moments and Mξ the torsional moment. For the Euler-Bernoulli beam theory, rotations
are related to displacements through the kinematic conditions leading to the two following relations:

θη = −∂ξdζ and θζ = +∂ξdη (3.3)

The set of the structural governing equations is completed by the constitutive relations giving the expression of forces
and moments as functions of displacements and rotations:

Fξ = +AsE∂ξdξ
Mη = −EIs∂

2
ξ2 dζ

Mζ = +EIs∂
2
ξ2 dη

Mξ = +GJs∂ξθξ

(3.4)

with E and G the Young’s modulus and the shear modulus of the pipe wall material, respectively, i.e. G = E
2(νP+1)210

where νP is the Poisson’s ratio of the pipe material. Note that the presence of fluid in the fluid-filled pipe only con-211

tributes to the inertia in the lateral directions as an added-mass effect.212

213

As previously described in [8], the fluid and pipe governing equations are coupled together at each time step:214

the fluid dynamics generates a thermal-hydraulic loading which induces a response of the structure associated to215

displacements/deformations and velocities. Then, these pipe velocities provide moving boundary conditions for the216

fluid motion.217

3.2. Numerical methods218

The numerical method used for approximating Eqs. (3.1) and (3.2) is based on a Finite-Volume approach for the219

fluid equations coupled with a Finite-Element method for the pipe motion. More details are available in [8].220

221

The quasi 1D Finite-Volume approach used for the fluid motion in piping systems was previously proposed in [7]
and is here only briefly recalled. The 1D discrete fluid equations are obtained using the integral form of the 3D
equations over a conical control volume leading to:

|Cn+1
i |Wn+1

i − |Cn
i |Wn

i + ∆tn
[
Ψi+1/2 (Af)i+1/2 −Ψi−1/2 (Af)i−1/2

]
+ pn

i Rn
i = 0 (3.5)

with ∆tn the time step, Wi the cell average of the state vector, Ψi±1/2 the 1D inviscid ALE (Arbitrary Lagrangian-
Eulerian) numerical fluxes and Rn

i the term linked to the spatial and temporal changes of area given by:

W =

 ρf
ρfuf
ρfef

 , Ψ =


ρf

(
uf − vξ

)
ρfuf

(
uf − vξ

)
+ p

ρfef

(
uf − vξ

)
+ puf

 and Rn
i =


0

−∆tn
[
(Af)i+1/2 − (Af)i−1/2

]
0


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In the 1D ALE fluxes, the grid velocity corresponds exactly to the axial pipe wall velocity vξ. Note that the terms222

associated with the compression and/or stretching of the pipe are also considered. The numerical flux is here obtained223

using a HLLC-type finite volume solver [7, 25]. This numerical approach was previously used in conjunction with224

the consideration of the time variation of the cross-sectional area due to pressure for the simulation of water-hammer225

with column-separation [20].226

227

As in the 3D case, the updated Lagrangian Finite-Element formulation is used for the approximation of the beam
governing equations. As described in [8], spatial discretization is achieved through beam finite elements using two
Gauss points. A cubic polynomial and a linear shape functions are, respectively, used to approximate the transverse
and axial displacements of the beam element with respect to the corotational coordinates system. The equilibrium
equation for the pipe reads:

M̃d̈ = fext − fint + fc (3.6)

with M̃ the lumped mass matrix (see [7] for more details), d the nodal displacement vector, ḋ the nodal velocity vector,228

d̈ the nodal acceleration vector, fext and fint the external and internal nodal force vectors, respectively, and fc the force229

vector generated by the essential boundary conditions. As previously described, Eq. (3.6) is then solved using the230

central difference scheme as in Eq. (2.15).231

232

The quasi 1D Finite-Volume method is coupled with the pipe Finite-Element approach at each time step in a233

similar way as it was previously described for the 3D case. However, the reader looking for additional information234

can refer to [8] where specific details on the 1D fluid-beam coupling are given.235

3.2.1. Stability and time step236

As in 3D, the explicit time integration is conditionally stable and requires the use of times steps driven by a
stability condition which is similar to the one expressed in 3D considering both fluid and pipe motions. It reads as in
Eqs. (2.17) and (2.18). In particular as expressed in [8], the characteristic length |lni | of the fluid cell corresponds to hn

i
the pipe/beam cell/element length while the stable time step associate to the pipe is given by:

∆tn
s = min

i

(
2

(ωs)n
i

)
with ωs the maximum eigenvalue of the beam element considering both longitudinal and flexural characteristic time
scales:

ωs = max

2cs

h
, 2

cs

h

√
π4Is

Ash2


where cs is the longitudinal wave speed in the structure given by:

cs =

√
E
ρs

and Is the area moment of inertia. Note that due to the flexural contribution, the stable time step varies with the square237

of the element length which can lead to small values in the case of short beam elements as previously discussed in [7].238

239

The present FSI 1D model was previously validated against experimental data on fast-transient phenomena in240

flexible pipelines involving non-isothermal fluid behavior or material and geometric non-linearities due to elasto-241

plastic behavior, large pipe bending or large pipe displacements [8].242

4. 1D/3D fluid Finite-Volume coupling in conjunction with beam/shell elements coupling243

Two domains denoted by Ω3D and Ω1D are now considered where the 3D fluid-structure model is solved in the244

first domain while the 1D reduced fluid-structure model is solved in the second one. As a consequence, the considered245

coupling problem between the two models at the connection of the two domains is here presented for both fluids and246

structures.247

11



4.1. 1D/3D Finite-Volume coupling for the fluids248

The present 1D/3D coupling acts at the common interface between the 1D and the 3D fluid computational domains.
This interface is associated with one single edge coming from the 1D domain denoted in the following by i + 1/2
corresponding to a 1D conic control volume Ci. This interface is also associated with several edges each one coming
from the 3D domain linked to a 3D control volume denoted C j (cf. Fig. 1). The discrete fluid balance equations for

Figure 1: Sketch of the coupling between the 1D domain represented in red and the 3D domain plotted in blue via the common interface.

the cells associated to the common 1D/3D interface can be written as:
|Cn+1

j |Un+1
j − |Cn

j |Un
j + ∆tn

∑
l

Φ j,lAl = 0 for all the 3D fluid cells C j

|Cn+1
i |Wn+1

i − |Cn
i |Wn

i + ∆tn
[
Ψi+1/2 (Af)i+1/2 −Ψi−1/2 (Af)i−1/2

]
+ pn

i Rn
i = 0 for the single 1D fluid cell Ci

Thus, the update of the flow variables requires the computation of the 1D numerical flux Ψi+1/2 and all the 3D
numerical fluxes Φ j,l at the edges corresponding to the 1D/3D interface. In the present approach, the computation
of these numerical fluxes is based on the solution of the local Riemann problems at all the cell faces constituting the
common interface between the 1D and the 3D fluid computational domains. In this way, the conservative variables at
the center of the 1D cell connected to the interface are assigned to one of the two states of the local Riemann problems
whereas the other state of the local Riemann problems is represented by the conservative variables at the center of each
3D cell having a face associated to the interface between the two domains. Then, the coupling between 1D and 3D
domains is achieved via the computation of the 3D flux-vectors based on the local Riemann problems at each cell face
previously mentioned. Finally, the 1D flux-vector associated to the 1D/3D interface is computed using conservation
principles. As mentioned previously, the 3D numerical fluxes Φ j,l are a function of a right state, a left state denoted
by UR and UL, respectively, the grid velocity vl and the unit outward vector nj,l to the associated edge:

Φ j,l = Φ j,l

(
UL,UR, vl, nj,l

)
The left state UL is directly obtained using the unknowns linked to the 3D cell C j, i.e. at the first order in time and
space: UL = Un

j . The unit outward vector nj,l with respect to the 3D domain Ω3D corresponds to the unit entering
vector w.r.t. the 1D domain Ω1D, in other words the following relation is respected: nj,l = −ni+1/2. In order to compute
the 3D numerical flux corresponding to the coupled interface, the right state has to be expressed using the variables
coming from the 1D neighboring cell Ci (cf. Fig. 1) such as in first order in time and space:

(ρf)R = (ρf)n
i

pR = pn
i

(uf)R = (uf)n
i ξ

(4.1)
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Once all the 3D numerical fluxes Φ j,l associated with the coupled interface are computed, the 1D flux-vector Ψi+1/2
required to update the conserved variables at the 1D cell connected to the 1D/3D interface is taken as the sum of all
the 3D flux-vectors (cf. Fig. 1) previously computed ensuring conservativity between 1D and 3D domains such as:

Ψi+1/2ξ · ni+1/2 = − βR
(Af)i+1/2

∑
l∈R

Φ1D
j,l

(
UL,UR, vl, nj,l

)
Al with βR =

(Af)i+1/2∑
l∈R

Al
(4.2)

with ni+1/2 the 3D outward normal vector to cell Ci, UL = Un
j and UR given by Eq. (4.1). R denotes the set of the

edges coming from the 3D domain constituting the 1D/3D interface. Φ1D
j,l is the 1D projection of the 3D numerical

flux Φ j,l on the pipe axis ξ:
Φ1D

j,l = Pξ ◦Φ j,l

with Pξ the 1D projection operator on the pipe axis as defined in [7]. This corresponds to the projection of the multi-249

dimensional component associated to the momentum flux on the pipe axis. Furthermore, the scalar product ξ · ni+1/2250

in Eq. (4.2) is due to the fact that in 1D discrete balance equations as in Eq. (3.5), the numerical fluxes are naturally251

linked to the outward normal vector to the corresponding edge.252

Figure 2: βR is the ratio between the perfect circular section (Af)i+1/2 issued from the 1D domain Ω1D (here in red) and the discretized surface
obtained with the sum of the several edges issued from the 3D domain Ω3D (here in blue).

Finally, the ratio βR is introduced in Eq. (4.2) in order to take into account the potential difference between the
perfect circular section (Af)i+1/2 issued from the 1D domain Ω1D and the discretized surface obtained with the sum of
the several edges issued from the 3D domain Ω3D (see Fig. 2). Due to the discretization of the pipe cross-section in the
3D domain, the corresponding cross-section is not a perfect circle in the 3D domain in contrast to the 1D domain as
it is associated to a diameter. The potential difference between these two cross-sections has no physical meaning and
thus should not disturb the fluid motion. In particular, the simple example of a constant solution should be preserved
with the present 1D/3D coupling. For this purpose, let us consider in the following a constant state given by constant
density, pressure and velocity on fixed grids, i.e. ρf = ρ, p = p, uf = u and vξ = 0 in the 1D fluid computational
domain and ρf = ρ, p = p, uf = uξ and v = 0 in the 3D fluid computational domain which leads to the following
fluxes thanks to the consistency property:

Φ =


ρ u ξ · n

ρ u2 ξ · nξ + pn
ρ e u ξ · n + p u ξ · n

 and Ψ =


ρ u

ρ u2
+ p

ρ e u + p u


for all edges except on the ones associated to the common interface between 1D and 3D domains, with e = ε (ρ, p) +

u2/2. The fact that all the numerical fluxes are the same at all the cell interfaces makes it possible to preserve the initial
steady-state condition. As a consequence, we have to check that the present 1D/3D coupling leads to a preservation
of the constant states. At each 3D edges of the common 1D/3D interface, the right state of the corresponding local
Riemann problem given in Eq. (4.1) corresponds to the following constant state given by the adjacent 1D cell: (ρf)R =

ρ, (pf)R = p and (uf)R = uξ which leads to the corresponding 3D numerical fluxes Φ j,l and the corresponding 1D
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projections Φ1D
j,l on the pipe axis:

Φ j,l =


ρ u ξ · nj,l

ρ u2 ξ · nj,l ξ + pnj,l

ρ e u ξ · nj,l + p u ξ · nj,l

 = Φ and Φ1D
j,l =


ρ u ξ · nj,l

ρ u2 ξ · nj,l + pξ · nj,l

ρ e u ξ · nj,l + p u ξ · nj,l

 = Ψξ · nj,l = −Ψξ · ni+1/2

Notice that the unit normal vector of the common interface outward w.r.t. the 3D computational domain nj,l is collinear
with ξ, i.e. ξ · nj,l

(
= −ξ · ni+1/2

)
= ±1. Finally, the 1D numerical flux at the 1D/3D interface given in Eq. (4.2) reads:

Ψi+1/2ξ · ni+1/2 =
βR

(Af)i+1/2

∑
l∈R

Ψξ · ni+1/2Al or equivalently Ψi+1/2 = Ψ

Finally, all the 3D edges have the same numerical fluxes, i.e. Φ as all the 1D edges, i.e. Ψ, which ensures the253

preservation of the initial constant state.254

Note that in the general case, two non-zero transverse velocity components can be present in the 3D domain.255

In the present 1D/3D coupling, the transverse components of the momentum flux are omitted and only the normal256

momentum component is considered which can deteriorate the momentum balance at the common interface. In other257

words, 1D motion at this interface has to be verified to ensure the momentum conservation at the interface. That thus258

implies to place the 1D/3D interface in regions where the flow is nearly one-dimensional.259

In addition, note that as soon as the solver used for the computation of the numerical vector-fluxes can deal with260

general Equations Of State (as it is the case with the HLLC scheme), the present 1D/3D coupling can also tackle261

general EOS as it will be shown latter.262

What is more, the present 1D/3D fluid coupling has been used in [46] for the simulation of a blast wave propagating263

through a shock-tube and then impacting and damaging aluminium plates.264

4.2. Beam/shell kinematics coupling for the structures265

Concerning the structural motion of the pipe, the present coupling aims at connecting beam and shell elements to-
gether at the common interface composed by one single node denoted by q of the adjacent beam element and the nodes
denoted by k of the neighbor shell elements (see Fig. 3). For this purpose, the constraint that the degrees of freedom
(DOF) at the coupling interface has to be equivalent between beam and shell is imposed. This ensures compatibility
between the two element types. To this end, constraint equations applied to DOF at the coupling interface between
beam and shell are here considered. The constraint equations used here are based on purely geometric considerations.
The coupling interface is assumed to have a rigid body motion which is consistent with the kinematics assumptions

ξ

η

ζdk,q

Figure 3: Sketch of the coupling between beam (plotted in red) and shell (plotted in blue) elements using the spatial reference system of orthogonal
axis

(
ξ, η, ζ

)
for the straight pipe element.

for both beam and shell elements. The constraint equations couple the individual translations and rotations of the two
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types of elements. The translations on the beam are directly equivalent to those on the shell. Then, to complete the
translational DOF on the shell, the effect of the beam rotations is considered. The two following kinematics relations
between the single beam node and the several shell nodes corresponding to the common boundary are thus considered:

θshell
k = θbeam

q with θ = θξξ + θηη + θζζ (4.3)

where θshell
k (respectively θbeam

q ) corresponds to the rotation vector of the node k of the shell element (respectively of the
node q of the beam element) and for each node k of the shell elements constituting the interface its velocity vshell

k is
related to the node velocity vbeam

q of the beam element:

vshell
k = vbeam

q + φbeam
q ∧ dk,q with φbeam

q = ∂tθ
beam
q and dk,q = xk − xq (4.4)

The first kinematics relation corresponds to the equality of the rotation vectors between all the nodes of the shell266

elements (denoted by k) and the single node of the beam element (denoted by q) all associated to the common inter-267

face while the second one corresponds to the rigid body motion assumption mentioned previously. These kinematic268

constraints are imposed thanks to the use of Lagrange multipliers [18].269

270

When both 1D and 3D FSI models are considered in the same computation, the time step used for this computation271

should respect stability conditions issued from both 3D and 1D model given in Sect. 3.2.1 and Sect. 2.2.4. That is272

why the most restrictive condition is used for the stable time step estimation.273

274

All of the models and algorithms described previously for both 3D FSI and 1D FSI models have been implemented275

in the fast transient dynamics software for fluids and structures Europlexus [41] (http://www-epx.cea.fr/) co-276

owned by the French Commissariat à l’énergie atomique et aux énergies alternatives (CEA) and by the European277

Commission. Électricité de France (EDF) is involved as a major partner of the consortium built for Europlexus278

software development.279

5. Numerical tests280

The goal of this section is to assess the capabilities of the present 1D/3D coupling on a collection of analytical and281

experimental test-cases. The first three tests are purely fluid problems where analytical solutions are available which282

are studied to evaluate the 1D/3D fluid Finite-Volume coupling. Then, a bending beam problem with an available283

analytical solution is considered to assess the beam/shell Finite-Element coupling. Finally, a FSI problem of pipe284

whipping with available experimental data is considered where both 1D/3D fluid and beam/shell elements structural285

couplings are involved.286

5.1. Shock-tube problems287

Three shock-tubes are first considered to assess the conservativity property of the present 1D/3D fluid coupling.288

In these three tests, the tube is assumed to be rigid so that its diameter plays no role. As a consequence, only the289

fluid motion is here considered. In addition, the tube is long enough (1 m herein) to avoid unwanted reflections at290

the boundaries of the computational domain. The initial discontinuity is located at the middle of the fluid-filled tube,291

i.e. ξ = 0.5 m. For the present hybrid 1D/3D computations, the tube is discretized using 3D cells from ξ = 0 m292

(which corresponds to the inlet of the pipe) to ξ = 0.375 m, then by 1D cells from ξ = 0.375 m to ξ = 0.6875 m293

and finally by 3D cells from ξ = 0.6875 m to ξ = 1 m (corresponding to the outlet of the pipe) as shown in Fig. 4.294

The longitudinal length (in the ξ direction) of the cells corresponds to h = 2.5 mm. Furthermore, 48 cells are used295

for the discretization of the pipe cross-section in the 3D regions. Due to this discretization, the ratio between the296

pipe cross-section considered in the 1D domain and the discretized cross-section issued from the 3D region is about297

1.0262. The 1D/3D mesh is thus composed of 125 cells in the 1D part of the computational domain and of 13200298

cells in the 3D region. The numerical results obtained with the 1D/3D numerical approach are then compared with the299

1D results obtained with similar computational parameters (longitudinal length of cells and time step size) and with300

the analytical solutions of each shock-tube. Only first-order accurate numerical results are here considered to focus301

exclusively on the performance of the 1D/3D Finite-Volume coupling.302
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1D mesh

1D/3D connection1D/3D connection

0 m 0.375 m 1 m0.5 m 0.6875 m

3D mesh 3D mesh

Figure 4: 1D/3D modeling of the shock-tube tests.

5.1.1. Shock-tube in air at rest303

In the present shock-tube, the internal diameter of the 1-m long rigid pipe is taken to be equal to d = 50 mm which304

has no influence on the numerical results. The pipe is supposed to be initially separated by a diaphragm in two equal

ξ = 0 m ξ = 1 mξ = 0.5 m

d
=

50
m

m

Diaphragm

Perfect gas at high pressure
pleft = 10 bar, ρleft = 13.0 kg/m3

Perfect gas at low pressure
pright = 1 bar, ρright = 1.3 kg/m3

Figure 5: Test description of the shock-tube in air at rest.

305

parts and closed at both ends as can be seen in Fig. 5. This system is initially at equilibrium. The left part of the tube306

is filled with a gas at an initial pressure of pleft = 10 bar and density of ρleft = 13 kg/m3. The right part is filled with307

the same gas, but at an initial pressure of pright = 1 bar and density of ρright = 1.3 kg/m3. The fluid is supposed to be308

a perfect gas with the same temperature in both parts of the tube. The specific heat ratio (γ = Cp/Cv) is constant and309

supposed to be equal to 1.4.310

At the initial instant, t0 = 0 ms, the diaphragm is opened. The 1D/3D numerical results obtained with a Courant311

number of C = 0.9 (which corresponds to an averaged time step of ∆t ≈ 3.42 µs) are then compared to their 1D312

counterpart and the analytical solutions. The closed ends are reproduced by wall boundary conditions.313

The results are presented in Fig. 6 giving the profiles of pressure, velocity and density at t f = 0.9 ms, measured as314

a function of the abscissa of the tube (ξ ∈ [0 m, 1 m]). No discrepancy between the 1D/3D results and the 1D results315

are observed showing that the present 1D/3D coupling does not introduce any spurious perturbations in the numerical316

solutions. In addition, the obtained numerical results are in good agreement with the analytical solutions: both shapes317

and locations of shock and rarefaction waves are correctly predicted while the contact discontinuity is smoothened as318

expected with the use of first-order accurate schemes.319

5.1.2. Shock-tube in pure liquid water at rest320

The present test is very similar to the previous one as the same tube is considered but filled by pure liquid water321

instead of perfect gas as it was done in the previous one (cf. in Fig. 7). The objective here is to demonstrate the ability322

of the proposed 1D/3D fluid Finite-Volume coupling to deal with general EOS as the 1984 NBS/NRC Steam-Water323

Tables [19] are here used.324

Initially, the left part of the tube is filled with water with an initial pressure of pleft = 10 bar, an initial density of325

ρleft = 998.606 kg/m3 and an initial speed of sound of cleft = 1484.49 m/s. On the other hand, the right part is filled326

with water, but with an initial pressure of pright = 1 bar, an initial density of ρright = 998.195 kg/m3 and an initial327

speed of sound of cright = 1482.83 m/s. Temperature is supposed to be constant and set to 20◦C in both sections of328

the tube.329

At the initial instant, t f = 0 ms, the diaphragm is opened. As previously, the 1D/3D numerical results obtained330

with a Courant number of C = 0.75 corresponding to an averaged time step of ∆t ≈ 1.26 µs are compared to their331
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Figure 6: Pressure (a), velocity (b) and density (c) profiles along the tube at t f = 0.9 ms for the shock-tube in air at rest: comparison between the
1D/3D results, the 1D results and the analytical solutions.

ξ = 0 m ξ = 1 mξ = 0.5 m

d
=

50
m

m

Diaphragm

Water at high pressure
pleft = 10 bar, ρleft = 998.606 kg/m3, cleft = 1484.49 m/s

Water at low pressure
pright = 1 bar, ρright = 998.195 kg/m3, cright = 1482.83 m/s

Figure 7: Test description of the shock-tube in pure liquid water at rest.
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1D counterpart and the analytical solutions. The closed ends are reproduced by wall boundary conditions as in the332

previous case.333

The analytical solution of the present problem is derived from the Joukowsky theory [47] based on the linearized334

low-Mach (uf � cf) and isothermal assumptions.335
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Figure 8: Pressure (a) and velocity (b) profiles along the tube at t f = 0.288 ms for the shock-tube in liquid water at rest: comparison between the
1D/3D results, the 1D results and the analytical solutions.

The results are presented in Fig. 8 showing the profiles of pressure and velocity at t f = 0.288 ms, measured as a336

function of the abscissa of the tube (ξ ∈ [0 m, 1 m]). As previously, no discrepancy between the 1D/3D results and337

the 1D results are observed. What is more, the obtained numerical results are in good agreement with the analytical338

solutions: both rarefaction and shock waves are well retrieved in the present first-order accurate computations.339

5.1.3. Double shock-wave in pure liquid water340

This test-case is very similar to the previous one but two shock-waves are now traveling to the left and to the341

right sides of the tube. The inner diameter of the pipe is here taken equal to d = 19 mm. The left part of the tube

ξ = 0 m ξ = 1 mξ = 0.5 m

d
=

19
m

m

Diaphragm
Absorbing BC Absorbing BC

Water with uleft = 0.8 m/s
pleft = 1 bar, ρleft = 998.195 kg/m3, cleft = 1482.83 m/s

Water with uright = −0.8 m/s
pright = 1 bar, ρright = 998.195 kg/m3, cright = 1482.83 m/s

Figure 9: Test description of the double shock-wave problem in liquid water.

342

is initially filled with water with an initial velocity uleft = 0.8 m/s, an initial pressure of pleft = 1 bar, an initial343

density of ρleft = 998.195 kg/m3 and an initial speed of sound of cleft = 1482.83 m/s. The right part is initially344

filled with water with an initial velocity uright = −0.8 m/s, an initial pressure of pright = 1 bar, an initial density of345

ρright = 998.195 kg/m3 and an initial speed of sound of cright = 1482.83 m/s (see Fig. 9). Unlike the two previous346

shock-tube tests presented previously which are induced by a pressure jump between left and right states, this one347

is induced by a velocity jump. This corresponds to the abrupt closure of a valve at the end of a fluid-filled pipe.348

Temperature is supposed to be constant and set to 20◦C in both sections of the tube.349

Once again, the comparison between the present 1D/3D results with a Courant number of C = 0.8 (which corre-350

sponds to an averaged time step of ∆t ≈ 1.35 µs), the corresponding pure 1D results and the analytical solutions is351

discussed.The inlet and outlet of the pipe are modeled using absorbing (non-reflective) boundary conditions.352

As in the previous case, the reference solution is obtained with the Joukowsky theory [47] based on the linearized353

low-Mach (uf � cf) and isothermal assumptions.354
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The profiles of pressure and velocity at t f = 0.2 ms, measured as a function of the abscissa of the tube (ξ ∈355

[0 m, 1 m]) are depicted in Fig. 10. The profiles obtained with the 1D/3D approach are compared to the analytical356

solution and to the 1D results. As previously, no discrepancy between the full 1D results and the 1D/3D results is357

observed. A good agreement between the numerical results and the analytical solution is also observed as the two358

shock-waves are correctly predicted.359
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Figure 10: Pressure (a) and velocity (b) profiles along the tube at t f = 0.2 ms for the double shock-wave problem in liquid water: comparison
between the 1D/3D results, the 1D results and the analytical solution.

For verification, the influence of the grid refinement has been also considered in order to underline the effect on the360

accuracy of the present numerical results. This verification has been performed on the three previous test-cases leading361

to the same conclusions. According to the numerical results obtained and not shown here for easy readability, the grid362

refinement of the pipe cross-section in the 3D regions has no influence on the accuracy of the present numerical363

results. It has to be noticed that in the case of very fine grids for the pipe cross-section, this can affect the value of364

the stable time step. In these specific cases, that means that the cells in the 3D regions have a high cell aspect ratio365

which is known to be avoided for both stability and accuracy reasons. What is more, the grid refinement in the axial366

direction has the same effect in pure 1D and in hybrid 1D/3D computations, i.e. more accurate results are obtained367

with finer meshes. Finally, the use of the ratio βR in Eq. (4.2) makes it possible to obtain a similar behavior between368

1D and 1D/3D computations for all pipe cross-section discretizations with moderate cell aspect ratios.369

5.2. Bending beam problem370

In order to assess the beam/shell Finite-Element coupling, a bending beam test problem is considered in this371

section. As can be seen on Fig. 11, a 1-m long beam is only subjected to its own weight (g = 9.81 m/s2). The beam

ξ = 0 m ξ = 1 m

|g|
=

9
.81

m
/s 2

dext = 22.2 mm
d = 19 mm
δ = 1.6 mm

Tube cross section

Aluminum
E = 75 GPa, ρs = 7850 kg/m3, νP = 0.3

Figure 11: Test description of the beam bending problem.

372
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is hollow and its section is circular with an internal diameter of d = 19 mm and a thickness of δ = 1.6 mm which373

corresponds to an external diameter of dext = 22.2 mm. It corresponds to a section area of As = 103.547 mm2 and374

to a moment of inertia of Is = π
[
(d + 2δ)4 − d4

]
/64 = 5525.78 mm4. The beam is made of aluminum with a Young375

modulus of E = 75 GPa, a density of ρs = 7850 kg/m3 and a Poisson ratio of νP = 0.3. The beam material is modeled376

using a standard linear elastic law. The left end of the pipe is clamped while the right end is free.377

For the following hybrid 1D/3D computations, the tube is discretized using 1D beam elements from ξ = 0 m378

(which corresponds to the clamped end of the tube) to ξ = 0.4 m, then by 2D shell elements from ξ = 0.4 m to379

ξ = 0.6 m and finally by 1D beam elements from ξ = 0.6 m to ξ = 1 m (corresponding to the free end of the tube) as380

shown in Fig. 12.381

Clamped

1D tube meshed with beams 1D tube meshed with beams

beam/shell connection beam/shell connection

0 m 0.4 m 1 m0.6 m

3D tube meshed
with shells

Figure 12: 1D/3D modeling of the beam bending problem.

The longitudinal length (in the ξ direction) of the cells corresponds to h = 5 mm. Furthermore, 16 shell elements382

are used for the discretization of the pipe cross-section circumference in the 3D regions. The 1D/3D mesh is thus com-383

posed of 158 beam elements in the 1D part of the computational domain and of 624 shell elements in the 3D region.384

The numerical results obtained with the 1D/3D numerical approach are then compared with the 1D results obtained385

with similar computational parameters (longitudinal length of cells and time step size). In addition, these numerical386

results are also compared with the analytical solution of the present problem derived from the Euler-Bernoulli beam387

theory.388

5.2.1. Static analysis of coupled beam/shell elements389

First, we study the steady-state deflection along the tube at rest. The analytical deflection dζ is given by:

dζ(ξ) =
−mgξ2

24EIsL

(
ξ2 − 4Lξ + 6L2

)
(5.1)

where ξ is the abscissa along the tube and m = ρsAsL = 0.812843 kg is the total mass of the tube. To achieve a static390

response using explicit Finite-Element approaches, artificial damping is added to the model to suppress its transient391

response. In order to reach the steady state faster, a linear damping with a cut-off frequency is applied. In addition, the392

gravity loading is imposed linearly from t = 0 s to t = 0.05 s. The simulations are performed with a Courant number393

of C = 0.8 (which corresponds to an averaged time step of ∆t ≈ 0.064 µs). The computations are performed until the394

final time t = 0.2 s in order to obtain the steady-state solution. The results are shown in Fig. 13.395

The full 1D results are perfectly superposed with the exact solution. The 1D/3D solution is in very good agreement396

with the exact solution but a small difference (< 1.8 % at the right) can be observed towards the end of the tube.397

This can be explained by the fact that, in the 3D section, the assumption of the Euler-Bernoulli beam theory (on398

which the analytical solution is based) that beam plane sections remain plane is not valid anymore. In consequence,399

the 1D/3D result presents a slightly different deflection profile than the analytical and 1D results.400

As previously, the influence of the grid refinement has been considered for verification. For this purpose, different401

computations have been performed with several successively refined meshes using the following grid size h = 10 mm,402

h = 5 mm and h = 2.5 mm. The corresponding numerical results not shown here for simplicity are similar demon-403

strating that the grid-independence is here reached.404
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Figure 13: Deflection of the beam along the tube at rest : comparison between the 1D/3D results, the 1D results and the analytical solution.

5.2.2. Dynamic analysis of coupled beam/shell elements405

Then, to make further comparison, the same cantilever beam is used for a dynamic analysis with zero damping.
Without any kind of damping and subject to its own weight, the free end of the tube will oscillate at a known frequency
and amplitude. Following [48], for the first mode, this frequency is given by:

f1 =
α2

2πL2

√
EIs

ρsAs
(5.2)

with α = 1.875 for a beam clamped at one end and free at the other end. In our case, f1 = 12.63 Hz which corresponds
to a period of T1 = 79.15 ms. The amplitude is equal to two times the maximum deflection which is Dmax = −4.81 mm
for the current case. The analytical solution of the deflection at the beam tip can be obtained by the Euler-Bernoulli
beam theory leading to:

D(t) = −mgL3

8EIs
[1 − cos (ωt)] with ω = 2π f1 (5.3)

The results are shown in Fig. 14. Note that the gravity loading is imposed linearly from t = 0 s to t = 0.02 s, this is406

why the time axis only starts at t = 0.02 s.407

0.1 0.2 0.3 0.4 0.5

0
−1
−2
−3
−4
−5
−6

· 10−3

Time (s)

V
er

tic
al

D
is

pl
ac

em
en

t(
m

)

1D
1D-3D
Exact

Figure 14: Displacement at the free end of the tube with time : comparison between the 1D/3D results, the 1D results and the analytical solution.

We observe an overall good agreement between the 1D result, the 1D/3D result and the analytical solution. For the408

current mesh resolution, both the 1D and 1D/3D are slightly underestimating the correct amplitude by less than 4.5 %.409

In addition, in the 1D/3D result, a time delay with the reference solution slightly grows with time. This can again been410

explained by the fact that Euler-Bernoulli beam theory (on which the analytical solution is based) assumptions are not411

respected in the 3D section. In consequence, the wave frequency is altered in the 3D section and is not constant with412

time as expected by the theory.413
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5.3. Aquitaine pipe whipping experiment414

The Aquitaine experiments are a series of tests that were performed in CEA at the Aquitaine facility [49]. In this415

paper, we consider the so-called Test 44. It consists in generating the whipping of a pressurized pipe until it impacts416

a rigid wall. The pipe includes an elbow which is subject to strong deformations during the experiment. These417

experiments were designed to study the mechanical consequences of a sudden breach opening (Loss-Of-Coolant-418

Accident) in the primary pipe segment. Experimental data are available concerning the pipe motion and the impact419

force magnitude during this severe transient. The objective is here to assess the present 1D/3D coupling involving420

both 1D/3D fluid coupling and beam/shell elements coupling.421

The studied test facility depicted in Fig. 15 consists of a water-filled piping system composed from left to right by422

a vessel with a capacity of 0.25 m3 connected to a 0.12 m-long horizontal clamped pipe connected to a 0.12 m-long423

horizontal flexible pipe, a 90-deg flexible elbow with a 0.13 m radius of curvature and then a 0.2 m-long vertical424

flexible pipe. The internal diameter of the pipe is d = 88.9 mm and its thickness is δ = 7.62 mm. This piping system

Tank

Critical flow

0.12 m 0.43 m

0
.2

m

R = 0.135 m

R
=

0.
13

5
m

d = 0.0889 m

Clamped

Water at Tf = 326◦

p = 166 bar, ρf = 666.891 kg/m3, cf = 726.552 m/s

0
.186

m

Impact area

Stainless steel tube
Thickness 7.62 mm

Figure 15: Test description of the Aquitaine pipe whipping experiments (1981) [50].

425

is filled by hot liquid water at rest with a pressure of p = 166 bar and a temperature of Tf = 326◦C (which corresponds426

to the speed of sound cf = 726.552 m/s). At the left side of the pipe, there is a tank and at the free end of the vertical427

pipe, there is a membrane that is assumed to break instantly at t = 0 ms. The flexible pipe mechanical behavior428

is modeled using a non linear elasto-plastic law with a von Mises criterion. Following [8, 40], the pipe material429

properties are as follows : Young’s modulus E = 180 GPa, Poisson’s ratio νP = 0.33, density ρs = 7800 kg/m3,430

yield stress σy = 155 MPa, yield strain εy = 0.086 %, rupture limit stress σr = 475 MPa and deformation at rupture431

εr = 25 %. The steam-water flow is modeled using HEM in conjunction with the 1984 NBS/NRC Steam-Water432

Tables [19].433

At t = 0 ms, the membrane breaks suddenly. The Moody model [51] is used to compute the critical flow at this434

boundary condition. At the inlet of the pipe, a specific boundary condition is used to represent the tank [7].435

Moreover, on Fig. 16, the location of the different sensors is provided : point A corresponds to the junction436

between the horizontal rigid pipe and the horizontal flexible pipe, point E corresponds to the middle of the horizontal437

flexible pipe, point B corresponds to the beginning of the elbow and point C is located at the end of the elbow.438

In the rigid part of the pipe (from the vessel to the end of the 0.12 m-long horizontal clamped pipe), only the fluid439

motion is modeled with a 1D FV approximation neglecting FSI effects. Then, the flexible part of the pipe is modeled440

by 1D coupled FV/FE elements in its straight horizontal section, then by 3D FV elements for the fluid coupled with441

2D shell elements in the elbow section and finally by 1D coupled FV/FE elements in the final straight vertical section442

as shown in Fig. 16. The coupling between 1D and 3D domains are computed using the procedure described in443
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Figure 16: Model description of the 1D-3D Aquitaine test 44.

Sect. 4. In addition, the connection between the rigid and flexible pipes is performed using the junction treatment of444

several branches at the same location described in [7]. Moreover, the rezoning algorithm used to manage the fluid445

mesh motion in the 3D region is the same as the one previously considered in [40] such that, for each cross-section446

of the pipe elbow, the internal nodes of the fluid mesh follows via a homeomorphic motion the surface whose contour447

is defined by the Lagrangian nodes of the pipe circumference discretized using shell elements. The computation is448

performed with the Courant number C = 0.5 (which corresponds to an averaged time step of ∆t ≈ 0.21 µs). Second-449

order accurate computations are here considered for the fluid. This is achieved in the Finite-Volume approach with450

the MUSCL-Hancock method [30] as previously described in [31, 32].451

The longitudinal length (in the ξ direction) of the cells corresponds to htank-A = 4 cm for the section that goes from452

the tank to Pt. A, hA-B = 3 cm for the section that goes from Pt. A to Pt. B, hB-C = 2.82 cm for the section that goes453

from the Pt. B to Pt. C, hC-end = 2.85 cm for the section that goes from Pt. C to the outlet of the pipe. Furthermore,454

48 cells are used for the discretization of the pipe cross-section in the 3D regions. Due to this discretization, the ratio455

between the pipe cross-section considered in the 1D domain and the discretized cross-section issued from the 3D456

region is about 1.0262. The 1D/3D mesh is thus composed of 158 cells in the 1D part of the computational domain457

and of 480 fluid cells and 160 shell elements in the 3D region.458

The numerical results obtained are compared with the experimental data for test 44. In addition, the equivalent459

full 1D results issued from [8] are also shown to check the discrepancy between the full 1D results and the 1D/3D460

results. The global pipe motion is depicted in Fig. 17 showing the large vertical displacement of the piping system461

and the impacts of the elbow on the rigid obstacle leading to a local plastic crush of the pipe cross-section. Fig. 18462

shows the elbow deformation induced by its impact on the rigid obstacle.463

As observed in Fig. 19a, the pipe motion is well reproduced in the simulation. A higher vertical pipe displacement464

is obtained with the 1D/3D results compared to the full 1D approach because the pipe local crushing is not taken into465

account in full 1D. This is due to the reduced kinematics of the beam element, i.e. the variation of the cross-section is466

not considered. This was also observed in the previous study [40].467

Next, the impact load is depicted in Fig. 19b. Due to the slight differences observed on the pipe displacement468

history, the impact time is not exactly the same between the full 1D, the hybrid 1D/3D numerical results and the469

experiments. In order to compare in a more precise way, the shape of the impact loading history, the impact times470

are set to be zero in Fig.19b for all of the numerical results and the experimental data. As seen in Fig. 19b, a very471

good agreement between the 1D/3D results and the experiment is obtained for the impact load. Compared to the full472

1D result which strongly overestimates the impact load, the 1D/3D approach can reproduce the local crushing of the473

pipe and therefore returns a correct impact load. This clearly shows the interest of using models mixing 1D and 3D474

approaches where 3D modeling is used in the locations where the physics of interest requires a high level of detail.475

In addition, the time history of the internal pressure is given at different locations along the pipe in Fig. 20: at the476
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(a) t = 0 ms (b) t = 6.7 ms

(c) t = 20 ms

Figure 17: Pipe motion during Aquitaine test 44 at selected instants during the simulation.

Figure 18: Different views of the plastic strain of the 3D section of the pipe after impact.
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tank, at point A, at point E, at point B and at point C. It has to be noticed that the pressure in the tank decreases until477

the value of the saturation pressure.478
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Figure 19: Comparison between numerical results and experimental data for the Aquitaine test 44 issued from [50].

At every location except the tank, an important pressure surge can be observed at the moment of the impact479

(approximately from t = 10 ms to t = 12 ms) in the 1D/3D results. On the contrary, these pressure surges are absent480

from the full 1D results. This is due once again to the local crushing of the pipe which induces these pressure surges481

that is not taken into account in the full 1D simulations.482

0 5 10 15 20 25 30
100

120

140

160

180

Time (ms)

Pr
es

su
re

(b
ar

)

1D Pt.B 1D-3D Pt.B
1D Tank 1D-3D Tank
1D Pt.E 1D-3D Pt.E
1D Pt.C 1D-3D Pt.C
1D Pt.A 1D-3D Pt.A

Figure 20: Pressure time history in the vessel and at different locations along the pipe for the Aquitaine test 44.

In order to give a more detailed insight on the behavior of the 1D/3D coupling (located at point B and point C),483

extra plots showing variables state evolution on both sides of the common 1D/3D interfaces (1D side vs 3D side).484

In Fig. 21, the time evolutions of fluid-related variables (pressure, velocity and void fraction) on both sides of485

the 1D/3D interfaces are depicted. One can see that these variables are very slightly affected by the present coupling486

which confirms that its presence does not affect variables that are expected to be conserved through the interface487

between 1D and 3D computational domains even in moving frames.488

In Fig. 22, the time evolution of von Mises stresses (from beam and shell finite elements) in the tube on both sides489

of the 1D/3D interfaces are shown. For the 3D part, the von Mises stresses on elements located in the internal and490

external part of the elbow are presented. It can be observed that the von Mises are of the same order of magnitude in491

the 1D and 3D domain until impact (t = 10 ms). After impact, differences are growing since the local crushing of the492

pipe is not taken into account in 1D.493

In Fig. 23, the plastic strains evolution with time are shown. First, one can see that, in the 3D section, the inner494

part of the elbow suffers less plastic deformation than the outer part which is expected as the impact happens on the495

outer part. Then, it appears clearly that plastic strains are underestimated in the 1D part compared to the 3D part.496

It is justified because, in 1D, the tube is not crushed by the whipping against the wall which leads to smaller strains497
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Figure 21: Pressure (a), velocity (b) and void fraction (c) time evolution at the 1D/3D interfaces.
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Figure 22: Time evolution of the von Mises stress at the 1D/3D interfaces.
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Figure 23: Time evolution of the plastic strain at the 1D/3D interfaces.

compared to the 3D section.498

499

In addition, the influence of the mesh refinement in the pipe direction as well as the one of the pipe cross-section500

on the present numerical results have been studied. For this purpose, the Aquitaine pipe whipping computations501

have been performed using different grid size. Five numerical results are compared in Fig. 24 showing the effect
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Figure 24: Influence of the mesh refinement for the 1D/3D computations of the Aquitaine pipe whipping experiments (test 44).

502

of the mesh refinement on the vertical pipe displacement and on the impact load. The numerical results considered503

previously are labelled “Ref.” whereas the numerical solution labelled “Ref./Coarse” is obtained using the same504

discretization in the pipe direction and twice less points for the pipe cross-section in comparison with the reference505

computation. The numerical results labelled “Coarse/Coarse” are obtained with twice less points in the pipe direction506

and in the pipe cross-section compared to the mesh used for the initial computation. On the contrary, the numerical507

results obtained with twice more points in the pipe direction in conjunction with the reference pipe cross-section are508

labelled “Fine/Ref.” while the ones labelled “Fine/Fine” consider twice more points in the two discretizations in com-509

parison with the “Ref.” computation. The agreement between the numerical results obtained with the two finest grids510

and the reference one observed on Fig. 24 shows that the grid-independence of the numerical solution is reached.511

In addition, it seems that with the two coarsest grids, the pipe exhibits a stiffer behavior than observed in the other512

computations. This is observed in Fig. 24b showing that the impact force pic is shorter with the two less refined grids.513

Nevertheless, in all of the considered 1D/3D computations, a good agreement with the experimental data are observed.514

515

Finally, a full 3D FSI modeling of the Aquitaine pipe whipping experiment have been also considered here. In this516

3D modeling, the flexible part of the pipe which is 0.52-m long is modeled in 3D whereas the rigid part of the pipe517

27



is still modeled in 1D for simplicity. The numerical results not shown here for easy readability are in agreement with518

their 1D/3D counterpart. However, using the 1D/3D hybrid approach makes it possible to reduce the computational519

cost by a factor of 2.6 in comparison with the 3D computation. This factor corresponds to the ratio of the pipe lengths520

modeled in 3D between the two computations: 0.52 m for the full 3D computation versus 0.2 m for the 1D/3D one.521

Note that in realistic industrial cases where long and complex networks of pipelines are considered, computational522

savings obtained with the present 1D/3D approach can be significant as the size of the 3D domain including in the523

computational domain is small in comparison to the global length of the considered network.524

6. Conclusion and perspective525

In this paper, a procedure to couple 1D and 3D FSI models is presented in a mixed Finite-Volume/Finite-Element526

framework for the simulation of fast-transient phenomena in pipelines. The considered FSI models are based on the527

Euler/Homogeneous Equilibrium Model equations in interaction with Euler-Bernoulli beam elements for 1D models528

or with shell elements for 3D models. The proposed 1D/3D fluid Finite-Volume coupling is built upon the preservation529

of the numerical fluxes between the 1D and the 3D fluid computational domains such as the conservation of mass,530

momentum and total energy is accounted for. These numerical fluxes are obtained via the numerical approximation531

of the local Riemann problems at the cell faces constituting the common 1D/3D interface. Furthermore, the present532

1D/3D coupling makes it possible to deal with general Equations Of State. In addition, the proposed 1D/3D fluid cou-533

pling is associated with a beam/shell elements coupling for the mechanical pipe behavior. For this purpose, constraint534

conditions based on geometric considerations are applied in order to impose relationships between the degrees of free-535

dom of beam and shell elements at the nodes of the common interface. The present 1D/3D coupling approach makes536

thus it possible to insert 3D regions at the locations where the physical phenomena of interest require a high degree537

of resolution. This is thus very useful to overcome the inherent 1D modeling limitations while keeping a reasonable538

execution time. Finally, the proposed 1D/3D coupling is assessed on a selection of analytical and experimental test539

cases (purely fluid shock-tubes in both air and water, purely structural bending beam problem and a coupled FSI pipe540

whipping experiment) showing its efficiency and accuracy. In particular, complex wave propagation phenomena are541

well captured and pipe deformations can also be retrieved thanks to the use of shell elements.542

The present 1D/3D coupling approach is based on the conservation of the flow variables, i.e. mass, momentum543

and energy, at the common interface. Further investigation will be done to assess the global energy balance between544

fluid and structure. In the present 1D/3D coupling approach, the kinematics of the shell elements has to follow the545

reduced kinematics of the beam element at the common interface. As a consequence, the pipe cross-section is assumed546

to be rigid and constant in time. However, in fast-transient phenomena in piping systems, the variations of the pipe547

cross-section induced by the fluid internal pressure changes due to the pipe wall elasticity are known to affect the548

pressure wave speeds and amplitudes. A beam/shell elements coupling taking into account this phenomena will thus549

be considered in the future. In addition, the extension of the present 1D/3D fluid coupling to compressible two-phase550

flow models involving both conservative and non-conservative terms such as the Baer-Nunziato model will also be551

considered in the future.552
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