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Abstract. Automated systems of partially automated vehicles are able to perform 
the driving task, but can give back the driver all controls in specific conditions. 

This study aimed to evaluate the effectiveness of an Indicator of Proximity to the 
Limits of Assistance (IPLA) to anticipate transitions of control. The study was 
performed online, presenting videos representing situations in which assistance 
deactivated. A classical interface was compared to an IPLA dedicated to 
peripheral vision. Participants decided which action to perform. The results 
revealed that the participants who had the IPLA performed more actions before 
the system deactivated and expressed greater psychological comfort than the 
participants with the classic interface. The participants with the IPLA performed 

less appropriated actions and the IPLA was rated as more cognitively demanding. 

These results highlight the pertinence of integrating an IPLA dedicated to 

peripheral vision, but should not encourage the driver to deactivate assistance 
when not necessary.  
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1 Introduction 

In partially automated vehicles, lateral and longitudinal control of the car are 

delegated to the assistance system. The assistance system of such vehicles is able to 
perform the driving task in specific conditions, defined by the manufacturer (e.g., lateral 

acceleration needs to be below a certain threshold). When conditions are no longer met, 

for example passing through a road with bends with an elevated speed, the support of 

control ceases, giving back the driver lateral control. When this event occurs, the driver 

has to be aware that assistance is deactivated in order to take-over control of the car [1]. 

One goal of interfaces is to avoid as much as possible mode confusions, which are 

situations in which the driver adopts a behavior that is not adapted to the current state 

of the assistance [2]. Research on indicators of the reliability of assistance systems 

showed that these help the driver to anticipate the changes of state of automation [3]. 

They especially helped to decrease reaction time to take-overs and increase trust in 

assistance. With partially automated vehicles, Indicators informing on Proximity to the 
Limits of Assistance (IPLA) revealed to influence the decision to deactivate assistance 

in several situations that might be confusing for the driver (e.g., road with bends, bad 
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weather, unclear road markings) [4]. Kunze et al. [5] tested reliability indicators in 

peripheral vision for highly automated vehicles, which allowed the driver to reduce take 

over time without looking off the road. Interfaces presented in peripheral vision, 

adapted to partially automated vehicles, would help drivers to perform their supervisory 

task by reacting appropriately in take-over situations, without looking off the road. This 

study aimed to evaluate the effectiveness of an IPLA, meant to be displayed in 
peripheral vision, in deciding on appropriate driving behavior in hazardous situations 

of partially automated vehicles.  

An IPLA should dive information through a gradual display, indicating approach 

from or withdrawal from limits of assistance. This way, the drivers can gauge their 

responses depending on the emergency of the situation [5]. It has been shown that it is 

more efficient when an IPLA is state centered, informing on the state and intention of 

action of assistance [6]. This information needs to be conveyed continuously in order 

to increase trust in assistance [7]. Such indicators should also not cause cognitive 

overload with too much additional information [8]. A way to avoid that is to distribute 

the information on different sensory channels (e.g., auditory, focal vision and peripheral 

vision) [9]. Interfaces displaying information in peripheral vision allows the driver to 

free resources of central vision to focus it on the road. With peripheral displays, IPLA 
should include color hue variations and size variations [5]. The temperature metaphor 

appears to be efficient to reflect changes in the urgency of a situation, blue reflecting a 

passive situation and red reflecting a high degree of urgency [10]. Distinctive color 

steps were reported as efficient for the user to better estimate the urgency of the 

situation [11]. The changes of color, and therefore urgency, should reflect the state of 

assistance [7]. Finally, information presented at the top of the cluster should be 

perceived in peripheral vision [12].   

In this study we attempted to answer the following research question: is the IPLA 

dedicated to peripheral vision, which follows the requirement described above, more 

adapted than a classical interface to respond to confusing situations? To answer this 

question, a group using the IPLA interface was compared with a group using a classical 
interface, referred here as the Reference interface. The following hypotheses were 

tested during a video-based online study: (1) More decisions to perform actions will be 

taken before the deactivation of assistance with the IPLA interface; (2) The selected 

actions will be more adapted to the situation with an IPLA interface; (3) the IPLA 

interface will induce a better psychological comfort; (4) the IPLA interface will induce 

a more important cognitive load.  

2 Method  

Participants 

The participants were unpaid French-speaking volunteers, recruited via online social 

networks and mailing invitations. Half of the participants were coworkers from Renault 

Technocentre or IRT SystemX. The other half were students from the University of 
Technology of Compiègne, acquaintances, or family members. The sample was 

composed of 93 participants, including 30 women. Ages ranged from 18 to more than 

65 years, the majority of participants aging from 35 to 49 years. The goal of the study 
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was described as the evaluation of a display that aimed to make vehicles’ assistance 

safer. The participants were required to hold a driving licence and to perform the 

experiment from a computer. The study was explained in the online survey and all 

participants then completed an informed consent form. Full anonymity was respected. 

Videos 

Videos were presented to the participants. The videos depicted four situations from 

the point of view of a driver of a car in a simulated environment (see Fig. 1). The 

situations used were reported as situations in which the system can reach its limits in 

the Renault Clio 5 20191 car user manual. They were selected depending on the 

conditions, assistance could stop functioning. Four situations were depicted : a road 
with bends, a traffic jam, a foggy area and an area where road markings were of bad 

quality. For each of these situations, two videos were presented: one in which the 

vehicle's assistance deactivated and one in which the vehicle assistance stayed active. 

This resulted in the presentation of 8 videos. During the road with bends videos, when 

assistance deactivated, the vehicle went off the road in the bend. During the traffic jam 

video, the vehicle of the participant braked until it reaches its maximum deceleration, 

then the emergency braking activated. In the foggy area videos, assistance deactivated 

due to too much fog density. For the road markings videos, road markings were erased, 

which resulted in the deactivation of assistance. In the videos, the tested interface was 

embedded in the cluster and zoomed so that participants could clearly see the 

information presented whatever the size of their computer displays (see Fig. 1). The 
videos stopped when the ego vehicle passed the situation or a few seconds after 

assistance deactivated.  

 

Fig. 1. Screenshot of a presented video during the experimental task for the Reference group. 
The road scene is represented, as well as the interface. 

Interfaces 

Two clusters displays interfaces were compared: an interface equipped with an IPLA 

and a Reference interface (see Fig. 2). Both interfaces shared mutual characteristics, as 

follows. The activated level of assistance was displayed at the right of the screen in 

                                                        
1
 see https://fr.e-guide.renault.com/fra/Clio-5/Assistant-Autoroute-et-Trafic, 

retrieved on May, 12th, 2020. 

https://fr.e-guide.renault.com/fra/Clio-5/Assistant-Autoroute-et-Trafic
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blue. When the assistance deactivated, the icon turned grey. The detected road markings 

were displayed in blue on the screen, as well as horizontal bands representing the 

distance to the vehicle ahead. Both elements turned grey when assistance deactivated. 

On the left of the cluster, an area was dedicated to textual messages. The Reference 

interface displayed only the elements cited previously. The IPLA interface featured 

additional elements. A glowing halo was displayed at the horizon and represented the 
proximity to the limits of assistance. It could have three representations : blue and 

narrow, meaning that assistance is functioning as expected; yellow and medium-sized, 

meaning that assistance is getting close to its limits but won’t disconnect yet; red and 

large, meaning that assistance is close to its limits of proper functioning and 

deactivation is very likely to occur. The halo was located in the upper part of the cluster 

to be perceived in peripheral vision while looking at the road. In addition to the halo, 

the central zone of the cluster changed depending on the encountered situation. In the 

road with bends videos, the detected road markings were bent and had the same color 

as the halo. In the traffic jam videos, the bands representing the distance to the vehicle 

ahead were the same color as the halo. The foggy area videos, the bands and detected 

road markings were the same color as the halo. In the bad quality road marking videos, 

the detected road markings were the same color as the halo. Finally, the textual zone 
was used to inform the participant of the cause of the approach to the limits of assistance 

(e.g., erased road markings) and the appropriate action to be taken. 

 

Fig. 2. Screenshots of interfaces presented during the bad quality road markings video. (A) : 

IPLA; (B) : Reference interface.   

Task 

The participants had to watch videos and to project themselves in the presented 

situations, as if they were driving. They had to choose between the following decisions 
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of action when they felt the need to do so, or they could wait for the end of the video: 

brake, turn the steering wheel, decrease set speed, or deactivate the assistance system. 

If the participants decided to perform an action, the video stopped.  

Procedure 

The participants were randomly assigned to either the IPLA group or the Reference 

group. They were explained that the vehicle was equipped with an assistance system 

capable of automatically adapting its speed, lane position, and dealing with bends, but 

the driver was responsible for monitoring the road, and had to keep their hands on the 

steering wheel. The assistance system was described as having limited capacities, and 

that the driver had to take back control if limits were reached. In the IPLA group, 
participants were instructed that to compensate for the assistance system’s limitations, 

the manufacturer had integrated an indicator. The functioning of the indicator was 

described. An initial familiarization phase then began and featured two videos in which 

the vehicle passed next to a highway exit. In one of the two videos, the system 

deactivated, in the other one, it did not. The subsequent experimental phase began with 

the 8 videos, presented in a random order. After each video, the participants responded 

to questions about psychological comfort. After watching all videos, they rated the 

amount of visual information displayed on the cluster and completed a 

sociodemographic questionnaire. The survey was implemented on Qualtrics and took 

less than 15 minutes to be completed (M = 12.86, SD = 4.23).  Full anonymity was 

respected.   

Measures & Analysis 

Several measures were gathered in this experiment. The first measure was the 

percentage of participants that decided to perform an action before the system was 

suspended. A second measure regarded the quality of action in the presented situation. 
Each action of the participants during the videos were classified as “appropriate” or 

“inappropriate”. The coding was decided before the experiment with two experts in 

assistance systems. An action was classified as inappropriate if it caused an unnecessary 

deactivation of the assistance system or if the action was too late to keep the driver safe. 

An inappropriate action was classified as “too early” if it caused an unnecessary 

deactivation of the assistance systems. An action was classified as appropriate 

otherwise. The percentage of appropriate actions was calculated depending on the 

interface group. A third measure was the psychological comfort experienced after each 

video, rated by the participants in response to the question “How did you feel during 

the seconds preceding your action?” on a 6-point scale ranging from 1 (Not good at all) 

to 6 (Very good). Finally, the cognitive load caused by the interface was rated by the 

participant with the following question “Of all the trips you took, how would you rate 
the amount of information displayed on the cluster?” on a 5-point scale ranging from 1 

(Too small) to 5 (Too much), asked at the end of the experiment. The IPLA and 

Reference groups were compared using independent student t-tests. 



6 

 

3 Results 

The analysis of the percentage of taken action before deactivation of the assistance 
revealed that in the road with bends video in which the system suspended, the 

participants with the IPLA did more actions (M = 75%; SD = 44%) than the participants 

with the  Reference interface (M = 11%; SD = 30%; t(91) = 8.33; p < 0.001). The 

analysis on the other videos did not reveal significant differences between the interface 

groups (p > .05). 

The analysis of the quality of the performed actions revealed several significant 

differences. The participants with the Reference interface did more appropriate actions 

than the participants with the IPLA during the road with bends video with deactivation 

of the assistance (t(91) = -5.2; p < 0.001), without deactivation (t(91) = -5; p < 0.001), 

during the traffic jam video without deactivation of assistance (t(91) = -2.2; p = 0.03) 

and during the video of bad quality road markings without deactivation of the system 
(t(91) = -2.4; p = 0.01). However, the participants with the IPLA did more appropriate 

actions in the foggy area video with deactivation of assistance (t(91) = 2.4; p = 0.01; 

see Table 1). The analysis of the other videos did not reveal significant differences (p 

> .05). When looking at the number of “too early” inappropriate actions during the road 

with bends videos with deactivation, a greater number of participants with the IPLA 

interface did “too early” inappropriate actions (n = 26) than the participants with the 

Reference interface (n = 0. For the road with bends video without deactivation, more 

participants with the IPLA interface did “too early” inappropriate actions (n = 17) than 

the participants with the Reference interface (n = 2).  

Table 1.  Mean percentage of appropriate action (SD) depending on the interface group and 
video. ** p < .05; *** p < .001 

Situation State of assistance IPLA group Reference Group 

Road with bends Deactivation 27% (45%) *** 75% (43%) 

No deactivation 50% (51%) *** 92% (28%) 
Traffic jam Deactivation 62% (49%) 63% (49%) 

No deactivation 62% (49%) *** 82% (39%) 
Foggy area Deactivation 43% (50%) ** 20% (41%) 

No deactivation 91% (29%) 98% (14%) 
Bad quality road markings area Deactivation 61% (49%) 76% (43%) 

No deactivation 84% (37%) ** 98% (14%) 

 

The analysis of psychological comfort revealed a significant difference between 
interface groups for the road with bends video when the assistance deactivated (t(89) = 

3.1; p = 0.002). The participants with the IPLA experienced a better psychological 

comfort (M = 3.88; SD =1.14) than the participants with the Reference interface (M = 

3.00; SD =1.50). There was a similar difference for the road with bends video when the 

assistance did not deactivate (t(50) = 2.2; p = 0.02). The participants with the IPLA 

experienced a better psychological comfort (M = 4.10; SD =1.01) than the participants 

with the Reference interface (M = 3.4; SD = 0.68). The analysis of the other videos did 

not reveal any significant differences (p > .05). 



7 

 

The analysis of cognitive load revealed a significant difference between the interface 

groups. The participants with the Reference interface (M = 3.43; SD = 0.94) rated that 

their interface was less cluttered with information compared to the participants with the  

IPLA (M = 4.09; SD = 0.98; t(91) = 3.3; p = 0.001).  

4 Discussion 

The participants of the IPLA group did more actions before deactivation of the 

assistance in the road with bends video. This reflects the fact that the IPLA impacted 

the decision of the participants to perform an action. Hypothesis (1) was therefore 

verified, but only for this video. This revealed that the IPLA helped the participants to 

react before the system deactivated, potentially avoiding confusion. The halo was 

perceived and impacted the action of the participants, which follows Kunze et al.’s 

results [5] with highly automated vehicles. However, the participants’ actions were not 

always the most appropriated. Hypothesis (2) was partially verified, because the 
participants of the Reference group did more actions appropriate to the situation 

compared to the IPLA group for the road with bends videos with and without 

deactivation of the assistance, for the traffic jam video with deactivation, and for the 

bad quality road markings video without deactivation. This could be explained by the 

fact that the halo used only a three-color gradations. Drivers being cautious, they might 

rather perform an action that will assure them safety, even if it implies deactivating 

assistance when IPLA indicated a medium approach to the limits. This is confirmed by 

the fact that a greater number of participants did "too early" inappropriate actions in the 

IPLA group, causing unnecessary deactivation of assistance. Following Kunze et al.,’s 

[6] recommendations, IPLA should be gradual. In our case, the IPLA might have not 

been gradual enough, presenting alerting information too early relative to the 
approaching event. However, participants with the IPLA did more appropriate actions 

during the foggy area  video with deactivation of assistance. The conveyed information 

regarding bad weather may have reassured the participants and helped them to react 

properly. Regarding psychological comfort, Hypothesis (3) was partially verified. 

During the seconds preceding the participants’ decision of action, participants with the 

IPLA reported better comfort compared to participants with the Reference interface for 

the road with bends video, whether the system deactivated or not. Our results follow 

those of Beller et al. [3], the IPLA made participants feel more psychologically 

comfortable, increasing acceptability of the assistance. Interestingly, this is the case for 

videos in which participants did not react appropriately to the situation. Finally, 

regarding cognitive load, Hypothesis (4) was verified. The participants with the IPLA 

evaluated the amount of information of the interface as more substantial than the 
participants with the Reference interface. However, both groups rated their interface as 

having too much information displayed (at least 3.4 out of 5). The amount of 

information given by the IPLA seems to be too important, with the interplay of different 

parts of the cluster. It should be reduced in order not to cause cognitive overload [10]. 

The main limit of this study was that it was performed online, through videos. The 

reactions of the participants to interfaces and the size of computer displays are not 

exactly representative of reality. Simulator experiments would allow to evaluate the 

efficiency of the IPLA in more ecological situations.  
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