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Ontology Matching
OM-2020

Proceedings of the ISWC Workshop

Introduction
Ontology matching1 is a key interoperability enabler for the semantic web, as well
as a useful tactic in some classical data integration tasks dealing with the semantic
heterogeneity problem. It takes ontologies as input and determines as output an align-
ment, that is, a set of correspondences between the semantically related entities of
those ontologies. These correspondences can be used for various tasks, such as ontol-
ogy merging, data translation, query answering or navigation over knowledge graphs.
Thus, matching ontologies enables the knowledge and data expressed with the matched
ontologies to interoperate.

The workshop had three goals:

• To bring together leaders from academia, industry and user institutions to assess
how academic advances are addressing real-world requirements. The workshop
strives to improve academic awareness of industrial and final user needs, and
therefore, direct research towards those needs. Simultaneously, the workshop
serves to inform industry and user representatives about existing research efforts
that may meet their requirements. The workshop also investigated how the on-
tology matching technology is going to evolve.

• To conduct an extensive and rigorous evaluation of ontology matching and in-
stance matching (link discovery) approaches through the OAEI (Ontology Align-
ment Evaluation Initiative) 2020 campaign2.

• To examine similarities and differences from other, old, new and emerging, tech-
niques and usages, such as process matching, web table matching or knowledge
embeddings.

The program committee selected 6 long and 4 short submissions for oral presenta-
tion and 6 submissions for poster presentation. 19 matching systems participated in this
year’s OAEI campaign. Further information about the Ontology Matching workshop
can be found at: http://om2020.ontologymatching.org/.

1http://www.ontologymatching.org/
2http://oaei.ontologymatching.org/2020
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Abstract. There are multiple ontology matching approaches that
use domain-specific background knowledge to match labels in domain
ontologies or classifications. However, they tend to rely on lexical
knowledge and do not consider the specificities of domain grammar.
In this paper, we demonstrate the usefulness of both lexical and
grammatical linguistic domain knowledge for ontology matching through
examples from multiple domains. We also provide an evaluation of
the impact of such knowledge on a real-world problem of matching
classifications of mental illnesses from the health domain. Our
experimentation with two matcher tools that use very different matching
mechanisms—LogMap and SMATCH—shows that both lexical and
grammatical knowledge improve matching results.

Keywords: Ontology Matching · Domain-Knowledge · Domain
Language · Domain Lexicon · Domain Grammar

1 Introduction

Ontology Matching (OM) aims at finding correspondences between the classes
and instances of multiple ontologies [10]. Thus, OM processes are commonly
carried out to solve heterogeneity problems that occur when multiple knowledge
resources need to be integrated or used together. Among common approaches
used in OM, the comparison of node labels has been one of the most performant
and widely used techniques. While label matching has been addressed by
the earliest matchers through simple methods such as string similarity, more
complex cases such as syonymy, cross-lingual, or domain-specific matching need
linguistically better-founded solutions [3]. The problem of matching domain
ontologies or classifications is special because labels tend to mix elements of
the general language with domain terms, and sometimes even grammatical

Copyright c© 2020 for this paper by its authors. Use permitted under Creative
Commons License Attribution 4.0 International (CC BY 4.0).
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2 Quesada et al.

forms that are domain-specific. In cross-domain matching scenarios, phenomena
of meaning shifts, polysemy, and synonymy make the matching task even
harder, such as in the emergency response domain where subdomains of police,
healthcare, fire brigades, etc., need to be aligned [17, 18]. Another example is that
of mapping standard classifications within the healthcare domain that, despite
relying on precise domain terminology, express the same concepts in different
ways, such as ‘rupture of aorta’ versus ‘aortic aneurysm, ruptured’. Establishing
precise mappings across standards has a major importance for cross-border
health applications as they enable automated data integration methods [6].

A large number of matchers analyse natural language labels, on different
levels of complexity. A common approach is to incorporate linguistic background
knowledge (BK) into the matcher [9, 10].

SMATCH [14] relies on domain-independent BK: it uses WordNet [12]
as an English domain-independent lexical database, and analyses labels
using general grammatical tools such as tokeniser, lemmatiser, and syntactic
parser. Other matchers, such as LogMap [15] or YAM-BIO [2], have been
customised to integrate domain terminology to address specific matching
challenges, such as biomedical terms. This results in increased performance
on domain-specific matching; however, the longer the labels become, the more
likely their grammatical structures and their use of general language become
important, which cannot be covered by terminological knowledge alone. For
this reason, some matchers, such as AML [11] or ALIN [8], integrate both
domain-independent and domain-specific knowledge (e.g. WordNet together with
biomedical resources).

All of these matchers, however, are limited to using lexical BK. While
some of them do address grammar through basic domain-independent methods
(tokenisation, lemmatisation, stop word elimination), they do not cope with cases
where the grammar depends on the domain.

In this paper, we investigate the impact of both domain lexicon and domain
grammar in ontology matching, mainly focusing on label-based matching.

The paper is organised as follows. In Section 2 we describe how domain
knowledge appears in ontology labels. Section 3 focusses on different approaches
that matchers may use to take advantage of domain knowledge. A case study
on the health domain is presented in section 4, being evaluated in section 5.
The paper finishes with some concluding remarks and future works included in
section 6.

2 Domain Language in Ontology Labels

The use of specialised linguistic constructs is common in most domains of
knowledge. The most obvious case is the use of specialised terminology, consisting
of words and expressions that either are used exclusively within the context of
a domain (such as to deglaze in cooking meaning ‘to loosen bits of food which
stuck on the bottom of a pan by adding liquid’ ), or that gain a new meaning
within a domain (such as to clarify which in cooking refers specifically to butter).

2



Using Domain Lexicon and Grammar for Ontology Matching 3

Domain-specific meaning can, however, also be vehicled by non-lexical means,
a phenomenon that we globally call domain grammar. Domain grammar can
be found even within the short labels typical of ontologies and classifications.
Below we provide examples of domain language from specialised text, including
ontology labels.

Domain terms. The UK Civil & Protection Lexicon (UKCP) defines the term
medevac that means medical evacuation, itself considered a specialised term. In
order to align these two terms, a matcher would either need lexical background
knowledge that states their synonymy, or—in this specific case—word-level
analysis in order to detect that one term is the abbreviated form of the other.

Domain acronyms. The acronym REM has many meanings; in the domain of
neurology it means rapid eye movement. Again, in a matching task the acronym
can be matched either through the use of domain lexical knowledge or through
acronym detection.

Word derivation. Derivation rules allow the creation of words through the
use of affixes, such as voyeur 7→ voyeurism or anorexia 7→ anorexic. While,
as in these cases, domain language often relies on the derivational rules of
general grammar, domain-specific derivational affixes and rules also exist, such
as candida 7→ candidiasis in the medical domain. Even though the common
approach in lexicography is to enumerate derived words as separate lexical
entries, lexicons are often incomplete in practice due to the high productivity
of affixes. Thus, grammar-based approaches to detecting the relatedness of
derived terms can be useful, as when matching the label fetishism with fetishistic
disorder.

Word inflection. Inflection rules are defined by general language; yet, particular
inflected forms can be more or less specific to domains. A well-known example
are cooking recipes where sentences tend to begin with verbs either in infinitive
or imperative form (e.g. ‘Peel the onions’, which in French may be expressed
either as ‘Peler les ognons’ or as ‘Pelez les ognons’ ).

Specific uses of punctuation. In labels of the International Classification
of Diseases (ICD), such as ‘Hallucinogen use, unspecified with hallucinogen
persisting perception disorder (flashbacks)’, parentheses are used to provide clues
for the interpretation of the label. Square brackets, commas, or parentheses
are also widely used in ontologies, classifications, and data schemas, such as
to provide units of measure for numerical values: speed (km/h). The precise
interpretation (e.g. relevance or not with respect to the matching task) of such
punctuation and the text they delimit depends on the domain and the particular
application at hand.

Domain syntax. The same ‘Hallucinogen use. . . ’ example from above shows that
labels can use non-standard syntax. This is sometimes motivated by the context
of use, such as the need to sort the labels alphabetically motivates the use of the
adjective unspecified in a postpositive form. The phrase hallucinogen persisting

3



4 Quesada et al.

perception disorder, on the other hand, includes syntax that is not considered as
standard in general language but is common in medical text. While syntax may
play a minor role in matching very short labels, for longer classification entries
it may be taken into account by the matcher tool, as in the case of SMATCH
that performs syntactic parsing.

3 Leveraging Domain Language for Ontology Matching

The hypothesis verified in this paper is that “matching performance can
be improved by relying on knowledge that is specific to domain language”.
However, as domain language also incorporates elements of general language, our
study also considers this aspect. Accordingly, we classify linguistic background
knowledge with respect to being general or domain-specific, as well as with
respect to being lexical or grammatical. This delineates the following four
categories of knowledge: (1) general lexicon; (2) general grammar; (3) domain
lexicon; and (4) domain grammar. Furthermore, we consider three different forms
of grammatical knowledge with respect to the linguistic elements to which they
apply: (a) phrase-level (syntax, dealing with the way words are organised within
labels); (b) word-level (morphology, i.e. grammar that deals with the structure
of words); and (c) character-level (e.g. orthography and use of punctuation).
Due to the shortness of ontology and classification labels, we deem it sufficient
to consider only these three levels of granularity of grammar.

General Lexicon A domain-independent resource that is commonly used is
Princeton WordNet [12] which is a lexical database in which nouns, verbs,
adjectives and adverbs are grouped into sets of synonyms, each expressing a
different concept. All sets are semantically related between them with an is a
relationship, forming a taxonomy, in which the more general elements are at the
top and the more specific are at the bottom levels.

Domain Lexicon There are multiple domain-specific resources such as lexicons
or domain terminologies that contain the technical terms of an specific domain.
In the literature, we can find different approaches to integrating these resources
within WordNet [1, 17]. Their main goal is to append specialised knowledge
to general knowledge currently represented in WordNet (e.g. coronavirus
as a specialised type of infection). However there are cases in which the
current representation of a word in WordNet differs from its meaning in the
domain-specific resource (e.g. evacuation in WordNet and in the UKCP). In
these cases, the integration is more complex and needs to be done in a supervised
way [17].

The main advantage of using domain lexical knowledge is that matchers have
an enriched BK and are able to find mappings of labels that include some of the
added new terms. Moreover, when matching ontologies from multiple or partially
different domains (such as reference health knowledge involving subdomains of
healthcare), domain information can be leveraged for word sense disambiguation
within the matching process, resulting in improved precision [5].

4



Using Domain Lexicon and Grammar for Ontology Matching 5

General Grammar Most matchers consider the grammar within labels for the
matching process. In this case, they carry out some of the following tasks with
independence from the domain of the resources to be matched [10].

– Phrase Level Grammar .
• Tokenisation. Labels are segmented into tokens (e.g. “medium-scale

evacuation” becomes <medium, scale, evacuation>).
• Acronym extraction. Characters of tokens are used to extract/discover

acronyms (e.g. “Non Governmental Organisation” becomes “NGO”).
• String similarity. Compare string labels considering different measures

and return a value according to their similarity degree (e.g. “Level of
emergency” and “Level 1 emergency” have a high similarity degree).

• Stopword elimination. Tokens that are recognised as articles,
prepositions, conjunctions are removed (e.g. “level of emergency”
becomes “level emergency”).

– Word Level Grammar .
• Lemmatisation. Tokens are reduced to basic forms (e.g. “disasters”

becomes “disaster”).
– Character Level Grammar .
• Normalisation. This task includes several subtasks such as: case

normalisation, diacritics suppression, blank normalisation, digit
suppression or punctuation elimination.

Domain Grammar There are cases in which applying the previous
domain-independent tasks to domain-specific resources is counter-productive.
For example, if we apply digit suppression and stopword elimination to
the following labels: “Level of emergency”, “Level 1 emergency”, “Level 2
emergency”, “Level 3 emergency”; the matcher might output that all labels
represent the same knowledge. Another example appears when the case
normalisation task is just limited to transform all characters within the label into
lower case letters. In this case, if the label contains Roman numerals they might
pass unnoticed after the case normalisation. For these reasons, it is necessary
to consider domain-specific grammar and address it conscientiously. Below there
are described the approaches that we have implemented in our research:

– Phrase Level Grammar . Finding clues or postscripts that recurrently appear
within the labels in a domain is not unusual. In this case, it is necessary
to analyse if they add enough knowledge to keep them in the label or it is
worth suppressing them (e.g. “Mild cognitive impairment((((

(hhhhh, so stated”).
– Word Level Grammar . Implementing derivational morphology rules to

transform a term from one part-of-speech into another is interesting because
enriching matchers’ BK with these words allows those matchers that do not
mainly base the matching process on string similarity measures to discover
new mappings. Domain words produced by derivational morphology are
added to matchers’ BK as related forms (e.g. “pathological” is added as
a related form of “pathology).

5
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– Character Level Grammar . Depending on the domain, particularly in
application domain knowledge resources, orthography follows different
conventions. This makes necessary to address it optimally in each case. For
example, there might be cases in which the content within parentheses or
square brackets is meta-information that is not relevant for the meaning of
the label (e.g. “Post(-) traumatic stress disorder”), being recommendable
its suppression, whereas in other cases this content might be essential (e.g.
“Stable lodine (Potassium lodate tables)”).

The rules of the different domain grammar levels can be extracted both in a
supervised or unsupervised way. The latter requires a huge number of documents
to apply statistical methods, whereas the former does not need such quantity of
documents, but involves more effort. In general, the rules at the word level can
be transferred to any ontology within a domain (e.g. health), while the rules at
the phrase and character levels usually are more dependent on the application
domain (e.g. Hospitals of North London).

4 Case Study on the Health Domain

The main motivation lies in the need of solving semantic interoperability
problems within the health domain. For example, when clinicians have
to exchange health records that contain descriptions from multiple official
classifications of diseases. To do so, we have developed several extensions to
enrich the matcher’s BK with health lexical and grammatical knowledge.

Due to descriptions of disorders containing not only technical, but also
general terms, WordNet has been used as a domain-independent BK into which
the extensions are plugged. The extensions have been developed following the
Lexical Markup Framework (LMF) standard [13], and integrated into WordNet
using Diversicon [4], which is a framework that allows extending WordNet with
any domain-specific knowledge represented in LMF, validating and generating
an enriched WordNet.

General Lexicon Princeton WordNet has been used as domain-independent
resource. The main reason is that it represents general knowledge and there are
multiple approaches that we could apply to enrich WordNet with domain-specific
knowledge resources.

Health Domain Lexicon We have developed an extension for WordNet that
includes health lexical knowledge extracted from the following resources:

– MeSH is the National Library of Medicine’s controlled vocabulary thesaurus
[16]. It consists of sets of terms, naming descriptions, in a hierarchical
structure that permits searching at various levels of specificity. The hierarchy
is sorted considering several semantic relations such as is a or part of. This
hierarchy is similar to the way in which WordNet is organised, which makes
easier its integration. The developed extension for WordNet contains all
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descriptions included in the “Diseases” and “Psychiatry and Psychology”
MeSH categories. In this case, we only consider the is a semantic relation,
because we have detected several problems using part of when matching
diseases (e.g. a “heel disease” is a “foot disease”, but an “eye disease” is
not a “face disease”). Addressing these problems is something that we are
considering as a future work.

– The SPECIALIST lexicon is an English lexicon which contains both
commonly occurring English words and biomedical vocabulary [7]. It is
composed of lexical records, being each of them formed by a base form
and a set of spelling variants or morphological derivations. For example,
the lexical entry with base “nephroprotective” (adj) has as spelling variant:
“nephro-protective”, and as morphological derivation “nephroprotectivity”
(noun). This resource has been used for enriching matchers’ BK lexically,
through developing an extension for WordNet that contains all lexical entries
included in SPECIALIST.

General Grammar It has been addressed applying the grammatical techniques
included in the matchers by default and including general derivational
morphology.

Phrase level Grammar. The tasks applied have been: tokenisation, string
similarity and stop word elimination.

Word level Grammar. In this case we applied lemmatisation and the integration
of general derivational morphology rules included in SPECIALIST. Table 1
shows examples of these rules.

Table 1. General derivational morphology rules.

Derivational rule Example

iency$(noun) → ient$(adj) immuno-deficiency(noun) → immuno-deficient(adj)

sation$(noun) → zed$(adj) anesthetisation(noun) → anesthetized(adj)

ical$(adj) → y$(noun) uroradiological(adj) → uroradiology(noun)

ism$(noun) → istic$(adj) fetichism(noun) → fetichistic(adj)

Character level Grammar. The tasks applied have been case normalisation, blank
normalisation and diacritics suppression.

Health Domain Grammar It has been addressed using health derivational
morphology extracted from SPECIALIST, and considerations identified at
phrase and character grammar levels. The former was used to enrich matchers’
BK, whereas the latter were considered as a preprocessing step prior to the OM
process.

Phrase level Grammar. In medical resources there are clues that recurrently
appear within descriptions of disorders. Examples are “, undefined” and “, so
stated”. This meta-information does not add special value to labels, particularly
affecting to those matchers that mainly use string similarity measures. The main
reason is that they are penalised by irrelevant characters, which results in a lower
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similarity degree. Considering the previous issue we decided to suppress these
interpretational clues from descriptions of diseases in a preprocessing step prior
to the matching process.

Word level Grammar. Several domain-specific derivational morphology rules
have been extracted from the SPECIALIST lexicon and integrated into
WordNet. Examples of these rules are shown in table 2.

Table 2. Health derivational morphology rules.

Derivational rule Example

ose$(verb)→ osis$(noun) sclerose(verb) → sclerosis(noun)

physeal$(adj) → physis$(noun) adenohypophyseal(adj) → adenohypophysis(noun)

sis$(noun)→ ze$(verb) dialysis(noun) → dialyze(verb)

a$(noun)→ iasis$(noun) candida(noun) → candidiasis(noun)

Character level Grammar. We have identified a particular use of parentheses,
square brackets and commas in the health domain. Examples of the use of
parentheses and square brackets might be the following:

1. Sleep terrors [night terrors]
2. No Diagnosis or Condition on Axis I / No Diagnosis on Axis II [DSM-IV]
3. Premature (early) ejaculation
4. Trichotillomania (hair-pulling disorder)
5. Obstructive sleep apnea (adult) (pediatric)

In case 1, the square brackets are used to specify an equivalent expression of
“sleep terrors”. Similarly, in case 3 parentheses are used to indicate a synonym
of “premature”. Case 2 is different as brackets are used to point out the DSM
version in which the description was included. In case 4 the content within
parentheses categorises the kind of disorder that “trichotillomania” is. Finally,
case 5 uses parentheses to indicate the domain to which the disorder is applicable,
in that case to adults and children.

Similarly as in the previous cases, commas are utilised with different purposes
in the medical knowledge. Below there are some examples:

1. Tobacco use disorder, Mild
2. Adverse effect of unspecified antidepressants, sequela
3. Circadian rhythm sleep disorder, shift work

In example 1, the comma is used to specify the degree of the disorder, whereas
in example 2, it is used to define the kind of adverse effect. Finally, in example
3, the comma is used to specify the cause of the disorder.

This diverse use of parentheses, square brackets and commas, complicates
labels, penalising matchers’ performance. Thus, we decided to suppress commas
and all content within parentheses and square brackets to avoid this penalisation.
This simplifies labels and reduces irrelevant content. Nonetheless, in the future,
we should investigate less aggressive solutions to reduce matchers penalisation
while taking advantage of the content within parentheses.
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5 Evaluation

The hypothesis has been evaluated by an experiment in which matchers
with different configurations had to match several descriptions of the two
most important classifications of diseases for mental health: the Diagnostic
and Statistical Manual of Mental Disorders, fifth edition (DSM-5) and the
ICD-10. To evaluate the quality of the matchers, we used as gold standard the
correspondences between both classifications published in DSM-5, where it is
specified to which code in ICD-10 corresponds each description in DSM-5.

The input schemas were a source dataset with 200 entries randomly selected
from DSM-5, and a target dataset with 177 descriptions included in ICD-10,
which are the correspondences of the entries chosen from DSM-5.

The matchers selected were S-Match [14] and LogMap [15]. The main reasons
of choosing these two matchers are their differences to carry out the matching
process, and the diverse BK they use. Whereas the former carries out semantic
matching, the latter is a highly scalable system that has reasoning and diagnosis
capabilities allowing it to detect and repair unsatisfiability on the fly [10].
S-Match uses by default WordNet as BK, so it only includes general knowledge,
whereas LogMap only incorporates by default biomedical knowledge provided by
resources within of the Unified Medical Language System (UMLS). Regarding
grammar, both matchers are limited to address general grammar. While S-Match
includes tokenisation, lemmatisation and the translation of punctuation marks
into logical connectives, LogMap implements string similarity measures, stop
words elimination and word stemming.

The experiments were executed 4 times with each matcher, computing the
standard metrics within the information retrieval community: precision, recall
and f-measure. Firstly, with the vanilla version, which was our baseline in each
case; secondly, with the lexicon extension; thirdly, with the grammar extension,
and finally, with both extensions.

Figure 1 and figure 2 depict the results of the experiments executed in
S-Match and LogMap, respectively. We can see how both matchers, S-Match
and LogMap, improve their performance in terms of f-measure around 20% and
7% respectively. It is also noticeable, that overall both matchers achieve low
results which are caused by the nature of the input labels, which on average are
descriptions with more than 5-6 words, so this results in complex label formulas
and low string similarity values.

Regarding S-Match, the vanilla version only has a general BK and the
matcher is penalised mainly for the way in which it manages commas (each
comma is considered as a disjunctive operator). This caused a huge number
of false positives, which negatively affected precision, but also discovered, as
side effect, a high number of correspondences, resulting in the highest recall. An
example is the label “Mild cognitive impairment, so stated” which is transformed
into the following label formula:

mild & cognitive state & impairment | state

From this label formula S-Match computes the following node formula:

9
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Fig. 1. Results of the experiments executed in S-Match.

(mild | state) & (cognitive state | state) & (impairment | state)

That means that if “state” has a relationship with a lemma within any label of
the other ontology, the matcher will output a mapping even if the rest of the
label is not related.

The lexicon extension considerably improves the performance (11%) by
adding health lexicon knowledge, but this extension also avoids some of the
correspondences discovered as side effect, mainly with the inclusion of lexical
entries that were considered as single tokens in the vanilla version and now are
compound tokens, so the recall slightly decreases.

The grammar extension is the one that drastically reduces the number of false
positives mainly with the techniques applied at phrase and character grammar
levels that were employed as a preprocessing step prior to the matching process.
In addition, it also discovers new mappings thank to the derivational morphology
implemented at word grammar level.

The combination of both lexicon and grammar extensions is the configuration
that performs better in terms of f-measure, complementing each other and
improving the baseline around 20%. However, the false positives of both
extensions are also aggregated, being precision slightly penalised.

As for LogMap (see Figure 2), the vanilla version includes biomedical
knowledge by default, resulting in a baseline with a performance over 60%.

The lexicon extension added knowledge coming from SPECIALIST, MeSH
and WordNet, but it was the latter which produced the major impact as it added
domain-independent knowledge contained in the labels. This new knowledge
also produced some false positives, but on average this configuration improved
the baseline around 6.3%. An example of false positive is:“Narcolepsy without
cataplexy but with hypocretin deficiency”�≡ “Narcolepsy with cataplexy”, while
an example of new true positive is: “Acute stress disorder” ≡ “Acute stress
reaction”.

The grammar extension had a similar effect mainly because it also
incorporated WordNet. In this case, tasks for word and character grammar levels

10
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Fig. 2. Results of the experiments executed in LogMap.

had a low impact on LogMap. Nonetheless, phrase level grammar preprocessing
had a significant impact, and the performance improved 6.5% with respect to
the baseline. Examples of new true positives are: “Trichotillomania (hair-pulling
disorder)” ≡ “Trichotillomania”, and “Overweight or obesity” ≡ “Obesity,
unspecified”.

The combination of both extensions was the configuration that obtained the
best performance, achieving the highest number of true positives discovered. In
this case, the baseline is improved more than 7%.

6 Concluding Remarks

In this paper, we have presented an approach in which matchers can take
advantage of both, domain lexicon and grammar to improve their performance
when matching domain-knowledge resources. After evaluating our approach by
matching some descriptions of mental health disorders included in DSM-5 and
ICD-10 with S-Match and LogMap, we can conclude that our hypothesis is true,
as both matchers improve their f-measure compared with the vanilla version.

It is interesting to highlight how the use of domain lexicon and grammar
affects differently depending on the matcher. Whereas the domain lexicon
extension has the major impact on LogMap, S-Match experiences its major
improvement with the grammar extension. The main reason is that LogMap
now can discover new mappings thank to domain-independent knowledge, and
S-Match has label formulas significantly simplified. This information is useful
in order to optimise efforts in the future, and help to decide whether is more
valuable investing time focusing on integrating domain lexicon or grammar
knowledge into matcher’s KB.

As future work we should explore other factors that may affect matchers
when matching domain-knowledge, such as the impact of each kind of knowledge
represented within knowledge resources according to their levels of specificity.
Moreover, it is interesting to delve into methods to aggregate lexicon and
grammar results in order to optimise matcher’s performance.
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Abstract. GDPR’s Right to Data Portability requires data to be pro-
vided in an interoperable, commonly used, and machine-readable format
and facilitates its transfer between controllers. However, a major chal-
lenge for such data to be used between different services is agreement
over common schemas to define the semantics of data. We present our
vision of a holistic process for organisations to export and import data in
an interoperable manner by using ontology matching and mapping tech-
niques to identify a common model towards schema-negotiation. Our
approach enables organisations to exchange data using a common base
schema, thereby motivating greater innovation in the ecosystem through
data reuse. To demonstrate our vision, we present a proof-of-concept
application of ingesting data from Facebook into Twitter.

1 Introduction

Copyright c© 2020 for this paper by its authors. Use permitted under Creative Com-
mons License Attribution 4.0 International (CC BY 4.0).

Interoperability of data between services can facilitate innovation, collaboration,
and competition to enable a richer ecosystem of services. The Right to Data
Portability (RtDP) was designed and implemented with this as the motivation
in Article 20 of the European General Data Protection Regulation1 to provide a
legal impetus for data to be exported out of silos and shared between services.
RtDP requires organisations2 to provide a copy of personal data they have col-
lected from an individual in a structured, commonly used, and machine-readable
format. RtDP also permits data to be transmitted directly to another organisa-
tion. In principle, this provides individuals as well as organisations the freedom
to obtain and reuse existing data from different services and encourages greater
competition and innovation between services by countering data silos and user
monopolies.

As of August 2020, however, RtDP is yet to be effectively implemented, and
there is a lack of consensus in structure and semantics of data which presents
technical difficulties associated with interoperability and data sharing across
services [11]. One of the major issues in implementing RtDP concerns the ‘se-
mantics’ of data i.e. how to indicate the structure, context, and meaning of data

1 http://data.europa.eu/eli/reg/2016/679/oj
2 consider ‘organisation’, Data Controller (GDPR), and ‘service’ as synonyms in article

13



2 H. J. Pandit et al.

in an interoperable form. This issue is further compounded given that GDPR
does not mandate use of semantics in provision of data. Therefore, data made
under RtDP will either (a) have no schema; or (b) its schema is dictated by the
service that exported it. In either case, an individual or organisation that wants
to use this data must first understand the structure and contents of the data
before building tools to use it – which may be feasible when there are a few
services but difficult to scale within an ecosystem.

In this article, we present an overview of practical problems regarding im-
plementation of data portability which skew the balance of power against new
services and SMEs (small and medium sized enterprises). We then present our
vision for a solution that aims to solve this problem using the notion of semantic
interoperability where ‘data models’ or ‘schemas’ are a) developed within a com-
munity, b) embedded or associated with data to convey meaning, and c) aligned
with other schemas to enable importing and exporting data between services –
thus achieving the intended goals of RtDP.

The novelty of our approach is within the lack of consensus about semantics
required between exporting and importing services through a registry of curated
schemas that act as a base for interpretation and permit variations in use-cases
and applications. To achieve this vision, we propose the use of ontology matching
and alignment techniques as the ‘bridge’ for data interoperability between two
services. Further, we discuss the application and role of ontology matching to
produce mappings for exporting (downlift) and importing (uplift) data directly
between services.

The rest of this article is structured as follows: Section 2 presents the le-
gal requirements and existing implementations of RtDP, and discusses practical
challenges with a focus on the feasibility of meaningful exchange of data and the
role of semantics; Section 3 presents our vision of a solution and its application
on a hypothetical scenario involving transfer of data from Facebook to Twitter;
Section 4 concludes this article with a discussion on the practical considerations
for implementing our solution and its potential for helping SMEs innovate in an
existing dominant ecosystem.

2 RtDP in the Real-World

2.1 GDPR Requirements, Authoritative Opinions, and Guidelines

Article 20 and Recital 68 of the GDPR3 stipulate data to be provided under
RtDP to be structured, commonly used, machine-readable, and interoperable
format. further introduces the requirement of interoperability and motivates cre-
ation of interoperable formats that enable data portability. They also provide
for such data to be transferred (directly) from one Data Controller to another.
The guidelines on RtDP provided by Article 29 Working Party (WP29) further

3 This articles focuses only on the data formats and interoperability requirements for
RtDP. Conditions where the right applies, obligations of an organisation, and its
compliance is not relevant to this work.
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clarify that the RtDP “does not place obligations on other data controllers to
support these formats” [5].

Guidelines by WP29 and various Data Protection Authorities on data for-
mats includes use of XML, JSON, and CSV which are widely adopted and used
for interoperability. WP29 states that such data formats should be accompanied
“with useful metadata at the best possible level of granularity, while maintain-
ing a high level of abstraction ... in order to accurately describe the meaning
of exchanged information” [5]. ICO, which is the Data Protection Authority for
UK, explicitly suggests RDF4 as a standardised data format for interoperabil-
ity. Thus, although the GDPR motivates data sharing between services, it only
suggests semantic interoperability5 with RDF being a practical solution.

Currently, EU’s Next Generation Internet initiative is funding projects through
the Data Portability and Services Incubator (DAPSI6) which lists directions for
possible solutions as common shared formats, vocabularies and ontologies for do-
mains, and methods for (semi-)automatically converting data including semantic
mapping. The ISO/IEC 19941:20177 standard for cloud interoperability outlines
the requirements for semantic interoperability, and the practical use of semantic
web standards towards shared understanding. An early paper from 2008 pre-
sented reuse of semantic web vocabularies for data interoperability within social
networks [1]. This shows that the semantic web domain has been a known di-
rection for a solution towards effective implementation of RtDP and achieving
semantic interoperability.

2.2 Real-world Implementations

RtDP has been implemented in a wide range of services given its nature as a legal
obligation. Several organisations have developed dedicated tools for RtDP such
as Google’s ‘Takeout’, Facebook’s ‘Download Your Information’, and Twitter’s
‘Your Twitter Data’. An example of data portability directly between services
is transferring photos from Facebook to Google Photos8. The Data Transfer
Project9 (DTP) is a combined initiative consisting of IT behemoths Apple, Face-
book, Google, Microsoft, Twitter - to develop an open-source, service-to-service
data portability platform. To this end the project is developing10 ‘Data Models’
as a common interoperable schema between services.

While these examples are optimistic, the reality is that RtDP has not seen its
full impact, and has not been sufficiently implemented by any service or organi-

4 https://ico.org.uk/for-organisations/guide-to-data-protection/

guide-to-the-general-data-protection-regulation-gdpr/

individual-rights/right-to-data-portability/
5 Semantic interoperability was an explicit aim in earlier drafts of WP29 guidelines

but was reduced to just ‘interoperability’ in the final published version [3]
6 https://dapsi.ngi.eu/
7 https://www.iso.org/standard/66639.html
8 https://about.fb.com/news/2019/12/data-portability-photo-transfer-tool/
9 https://datatransferproject.dev/

10 https://github.com/google/data-transfer-project/

15



4 H. J. Pandit et al.

sation. A survey of data formats used in RtDP [10] shows variation in responses,
non-conformance with GDPR requirements, and a lack of semantics. The Data
Transfer Project, though it has been running for over 2 years (2018-2020), has
not produced any usable results to achieve its aims despite involving the worlds
largest IT organisations. An article by De Hert et al. [3] outlines the challenges
in implementing RtDP with two potential approaches: (i) minimalist approach
- which requires organisations to minimally comply with the GDPR; and (ii)
empowering approach - where semantic interoperability provides a stimulus of
choice and freedom to the user along with encouraging competition and innova-
tion amongst services. It is the nature of free-market capitalism that established
players prefer (i) whilst users and new entrants would prefer (ii) - each for their
own benefit. Our vision thus rests on making possible the empowering approach
within an ecosystem without additional obligations on organisations that only
want to implement the minimal approach for compliance.

2.3 Challenges in implementing Right to Data Portability

Semantic interoperability, in its role as a solution for data portability, depends
on the establishment and sharing of schemas along with the data. schema.org11

is a good example of shared and interoperable schema development across ser-
vices and use-cases based on its continued development and use at web-scale.
Another example is Shape Repo12 which reuses existing vocabularies (such as
WikiData13) to declare schemas for use in SOLID14 application development.
Similar to these, we base our approach on establishment of common schemas
for semantic interoperability through community engagement and maintenance.
In this section, we discuss some challenges present within the ecosystem which
justify our approach of a community-driven common schema.

(1) When exported data contains no schema: Unless there is an explicit
legal requirement that mandates the association of schemas in a specific manner
with exported datasets, this situation is likely to continue. So the question arises
over who should develop and maintain the schemas? A dominant organisation
has interest in maintaining control over its data and reducing its usefulness to
other organisations who might be potential competitors. At the same time, these
other organisations (and individuals) would be interested in reusing the exported
data to enrich or enhance their own features and offerings. Therefore, it is in the
natural interest of the community at large to produce schemas to enrich its
data-based services to drive innovation and competition. The existing ecosystem
based on services offering APIs presents validation of this argument.

(2) When exported data contains a schema: If a service already pro-
vides a schema with its exported dataset, it is easier to utilise this schema rather
than develop a new one. However, in the longer run, an independent schema is

11 https://schema.org/
12 https://shaperepo.com/
13 https://www.wikidata.org/
14 https://solidproject.org/
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more resilient to control by one provider and can also be managed more efficiently
across use-cases. This is evident in the situation where the service changes its
schema, thereby requiring every tool and service dependant on its schema to
also change their implementations. Therefore, even where a data comes with a
schema attached, it is beneficial to develop a common schema and super-impose
the data’s schema on it.

(3) Stakeholders beyond domains: Thus far, we have only considered
situations where services directly compete with each other within the same do-
main. However, data can also be useful for integration into other services or
for added features. An example of this is a service that offers recording ‘daily
logs’ from a user’s social media posts regardless of service. In such cases, it may
be to the benefit of the service provider to encourage development of features
dependant on its data. While the data providing service would want to restrict
such services to only work with their data, the service itself would be inclined
to support as many services as possible - an avenue for using common schema
and tools based on it.

(4) Cost of development and Control: Larger organisations have more
resources at their disposal and larger freedom to experiment. Small organisations
(SMEs) are often resource-constrained and rely on innovation to compete. There-
fore, a common and shared approach for managing intoperable data is of greater
benefit to SMEs, which provides an incentive for them to pool their use-cases
and resources together to collaborate and share the burden of competition.

3 Proposed solution

Our vision for implementing RtDP addresses the challenges discussed in Sec-
tion 2.3 by proposing use of common schemas for ‘semantic interoperability’ in
data exchange between services. This includes an interoperable data portability
arrangement that benefits all stakeholders by permitting data exporters to con-
tinue using their own semantics and data importers understanding the embedded
semantics in data. The common schema is used to abstract service-specific de-
sign patterns and to serve as a source for common data within a domain. The
shared-community aspect of the approach enables sharing of tasks and reducing
the effort required in reuse of data and establishing common schemas.

The role of semantic web in this process concerns acting as an interoperable
semantic representation using the RDF, RDFS, and OWL standards. We propose
utilising ontology matching and alignment to identify the correct schemas for
data exported from service A to be transformed and imported into service B.
We also propose utilising ontology matching to permit reuse of data based on
common schemas without explicit agreement between an exporter and importer.
Similarly, we also propose using uplift/downlift mappings between schemas as a
technique to potentially perform this step without requiring transformation of
data into RDF.

Ontology matching is “the process of generating an ontology alignment be-
tween a source and a target ontology” [4]. In the last 15 years, a number of sur-

17



6 H. J. Pandit et al.

veys has been published in the area. They review the various techniques proposed
for two main categories of approaches, focusing either on simple correspondences
between concepts/resources [7][6] (1:1 concept matching) or complex matching
[9] (for m:n or more complex relations). Since ontology matching is one of the
oldest and most relevant research areas in the Semantic Web community15, it
has produced a wide variety of techniques and tools ready to be used16. Popular
implementations, such as the Alignment API17 [2] or the NeOn Toolkit18, assist
practitioners in attempting to automatically align different schemas.

To explain and discuss the application of semantic web, ontology matching,
and mappings in our approach in detail, consider the hypothetical use-case of
an individual wishing to obtain posts exported from Facebook and import them
to Twitter. This use-case can also be generalised for services both within and
outside the social media domain looking to import and reuse some or all of the
Facebook data - which furthers the usefulness of our approach.

3.1 Data Ingestion & Conversion

Currently, both Facebook and Twitter19 export their data under RtDP as JSON20

— a non-semantic format.

The first step in ingesting Facebook’s JSON data is thus to understand its
structure and its schema. Where services undertake this effort individually, each
service has to duplicate the effort of understanding the structure and keeping
its tool updated. By sharing this task, the community can maintain a documen-
tation of the data’s schema and structure. If and when Facebook changes the
data structure or format, the community can update its documentation without
duplication of effort. While it is Facebook’s prerogative to structure its data and
change it as it feels fit - an argument can be made that frequent and unreasonable
changes are detrimental to the spirit of RtDP.

To minimise impact of such changes, a schema corresponding to Facebook’s
data is created in the common registry, and any tools ingesting Facebook’s data
utilise the schema instead. Minimal effort is required to ‘transform’ the data
from its underlying structure to one corresponding with the established schema
- such as through a python script to convert to CSV or through RDF mapping
to convert to JSNO-LD - based on what the desired output format is.

15 The “OM” workshop has been continuously running at ISWC since 2006.
16 OAEI, the Ontology Alignment Evaluation Initiative, has been running yearly

since 2004, evaluating the latest ontology matching technologies: http://oaei.

ontologymatching.org/
17 http://alignapi.gforge.inria.fr/
18 http://neon-toolkit.org/
19 Information about Twitter’s data may be out-of-date as its export tool has been

non-operational as of August-15-2020.
20 Facebook exports data as a JSON dump. Twitter exports data as a JavaScript file

with JSON objects. Neither supply information about the schema or structure of
their data.
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3.2 Schema Description

The creation of a Facebook schema is based on first creating a common schema
representing ‘a social media post’. The concepts in the Facebook schema are
thus specialised variations of the common schema, representing Facebook as
a specific type of social media. This abstraction permits a data importer to
target data specifically from Facebook (through the Facebook schema) or any
social media (through the common social media schema). The abstraction also
works to encourage designing common tools to work on the data rather than
specialised ones targeting individual services. Figure 1 depicts an example of a
common schema targeting social media posts.

The creation of a common schema where none exists is difficult if a com-
munity agreement is necessary over its concepts and structure. Therefore, we
suggest seeding the first common schema with concepts from dominant data
providers in the domain and normalising it towards other existing providers. In
the current use-case, this would mean first creating a schema from Facebook’s
data, then creating a common schema based on Facebook’s schema, and updat-
ing Facebook’s schema to use the common one as its base. By this we mean
sub-classing concepts in specialised schemas from common ones. Later, when
creating Twitter’s schema, the existing common schema for social media can be
used to guide the schema creation process.

Fig. 1. Example of a common schema for social media post.
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3.3 Schema Alignment

In the common and Facebook schemas, the generic terms ‘post’, ‘media’, ‘times-
tamp’ are suitable for use in both since Facebook does not have any specialised
variation of these. However, concepts such as ‘like’ or ‘reaction’ may present
problems in abstraction and generalisation as they may not be present in other
service in the same context. For example, Twitter defines21 the ‘ª’ symbol to
mean a ‘like’ whereas Facebook defines22 its ‘reactions’ as an enumeration con-
sisting of ‘like, love, wow, haha, sorry, angry’. Aligning the two is difficult due to
semantic differences in the two terms. One interpretation is that only a Facebook
‘love’ is equivalent to Twitter ‘like’, whereas another possible interpretation is
that any Facebook reaction should be equivalent to Twitter ‘like’.

We propose the use of ontology matching and alignment techniques to assist
in the schema alignment and discovery process as well as to resolve equivalence
between concepts. This can be an automated process, but we also emphasise
its value in encouraging discussion amongst schema creators and maintainers
through a human-in-the-loop process. The role of common schemas in this is to
provide a measure of commonality in the identification and structuring of source
and target schemas, as well as to ease the process of finding related and equivalent
data patterns. For example, in the case of a Facebook post and Twitter ‘tweet’,
the relationship is easy to establish based on their common super-classes.

Facebook Common Schema Twitter Type of alignment

Post Post Tweet Simple

Contents Contents Contents Simple

Timestamp Timestamp Timestamp Simple

User Person Profile Complex

Friend Knows Follows Complex

Attachment Media Media Simple

Ontology alignment techniques may also provide a way to integrate data
where no possible contextual similarity is apparent. For example, Facebook’s
‘friend’ concept and Twitter’s ‘follows’ concept are different in their behaviour
and discourse - yet they share similarity in their pattern of association with
an individual. It is up to the importer then to determine whether they want
to support and utilise such alignments or to discard them in favour of more
semantically-refined ones.

Once the matching concepts have been found, the process of transferring data
to the target service can take place. An explicit way to do this is to first trans-
form the source data to RDF using its corresponding schema (in this case the
Facebook schema), then creating an alignment table using the ontology match-
ing process, and then to generate the dataset using the target schema (in this

21 https://help.twitter.com/en/glossary
22 https://developers.facebook.com/docs/graph-api/reference/v8.0/object/

reactions
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case the Twitter schema). To reduce the number of transformations required in
this process, mappings can be potentially used to directly enable the importing
service to ingest the source data without the intermediary transformations.

Uplift mapping is the process of converting a data into RDF, while downlift
is its inverse. Considering that Facebook exports a JSON data dump, and that
Twitter similarly will import23 a JSON data dump - the process of transforma-
tions will involve: (i) uplift Facebook’s JSON data into RDF using Facebook
schema; (ii) transform RDF data from source schema into target schema using
the ontology mapping process; (iii) downlift data into JSON for Twitter. Since
the role of step (ii) is merely to find an alignment between the schemas of Face-
book and Twitter, the actual transformation of data can take place directly from
Facebook’s JSON to Twitter’s JSON format.

3.4 Using mappings to automate the process

An interesting research question thus arises out of this arrangement - “can we
utilise the schema alignments and the mappings to create a tool that will convert
the source data to target data?”. We believe that it is reasonable to hypothesise
that such a tool can indeed be created based on the fact that the structure (i.e.
specific arrangement of data structures) of source and target data can itself be
considered schemas, and therefore can be utilised to convert one to another.
The question around implementing this is then concerned about the efficiency
rather than sufficiency. A related area facing similar research challenges is the
utilisation of GraphQL to retrieve data from a triple-store in the shape requested
by rewriting the query in SPARQL [8].

The use-case we discussed concerned moving data from one social media
service to another (Facebook to Twitter). However, RtDP makes it possible to
reuse data across a larger plethora of services across domains. For example,
Facebook’s data contains information about locations the user has tagged their
post with (or checked-in). This information could be relevant in any other service
providing features that utilise location data - such as a visualisation service that
shows all the locations an user has been to on a map. Such a service may want to
broaden its data import feature to encourage users to submit any location data
regardless of its source. Potential sources of such data include: explicit location
data shared by user, location tagged in photos, location tagged in social media
posts, location inferred from place names and descriptions, location associated
with review of a restaurant, or location associated with monetary transactions
of a card. Instead of developing separate tools for each of these sources, the
service can instead target the underlying common location schema and utilise
our approach to ingest the data from a variety of source without additional
effort.

In order to identify the potential sources of data, the service can declare the
schema for the data it intends to import. For example, this can be a location

23 Twitter does not provide a data import service. So we reasonably assume its import
tool will accept the same data format and structure as its export tool
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concept with a label and co-ordinates. A label-based search for related schemas
will only retrieve schemas that contain the concept location or its synonym such
as ‘place’. However, ontology matching techniques can provide richer results
by identifying similarly ‘shaped schemas’ that contain labels and co-ordinates.
Further fine tuning is possible by focusing on co-ordinates and its variations
while excluding labels. This thus provides an opportunity for utilising ontology
matching techniques to identify relevant design patterns for schema discovery.

4 Conclusion

In this paper, we proposed an approach leveraging ontology matching and align-
ment techniques to achieve data interoperability between online services dealing
with personal data. Having GDPR’s Right to Data Portability (RtDP) in mind,
we described a typical use-case where users of a social networking service (e.g.
Facebook & Twitter) are willing to — and should be allowed to — export their
own personal data in a machine-readable format and reuse it on a different ser-
vice. We described how Semantic Web technologies and ontology matching could
assist in the alignment with a common schema that is used as a ‘bridge’ between
heterogeneous data schemas. The role of common schemas is to provide a mea-
sure of commonality in the structuring of source and target schemas. Finally, we
showed how data mappings could be used, and shared via a community-driven
repository, to automate the conversion processes. Actually, this last point opens
the doors of efficient Data Portability to SMEs which have to allow this feature
given the RtDP; in particular, SMEs will be able to minimise the cost of making
user data more easily ported to another provider.

We envisage several advantages with the adoption of the proposed approach,
both for end-users and companies. First, schemas and mappings are open and
maintained by the community, lowering the costs for both parties in manag-
ing the data transformations. Second, maintenance costs are lowered and dis-
tributed to the community, removing possible bottlenecks or single points of
failure, typical of ad-hoc data transformation pipelines. Third, a descriptive and
machine-readable schema would not be required from the data exporters any-
more, keeping the complexity low at the data sources. Fourth, reliability of data
transformations would increase. For instance, when one data source changes,
mappings updates are faster to perform compared to changes to many ad-hoc
pipelines. Fifth, the automation potential would increase dramatically with im-
proved, more accurate, ontology matching techniques.

As part of our future work, we plan to implement and test our solution
in different use-cases and with different services. This would create a baseline
that can be offered to the community and, ideally, adopted and expanded by
the community itself. From a more scientific perspective, we will investigate
the increased automation possibilities offered by complex ontology matching
techniques. Other avenues of potential work include exploration of our approach
for interoperability between services and APIs based on semantics, evaluating
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the efficiency and feasibility at large scales, and discussing the application of our
approach within the broader areas of legal compliance and data protection.

Acknowledgments: This research was conducted with the financial support
of the European Union’s Horizon 2020 research and innovation programme un-
der the Marie Sk lodowska-Curie Grant Agreements No. 801522 and No. 713567
at the ADAPT SFI Research Centre at Trinity College Dublin. The ADAPT
SFI Centre for Digital Media Technology is funded by Science Foundation Ire-
land through the SFI Research Centres Programme and is co-funded under the
European Regional Development Fund (ERDF) through Grant #13/RC/2106.

References

1. Boja, U.: Social Network and Data Portability using Semantic Web Technologies.
In: Social Aspects of the Web (SAW 2008), Advances in Accessing Deep Web
(ADW 2008), E-Learning for Business Needs. p. 15 (May 2008)

2. David, J., Euzenat, J., Scharffe, F., dos Santos, C.T.: The alignment api 4.0. Se-
mantic Web 2, 3–10 (2011)

3. De Hert, P., Papakonstantinou, V., Malgieri, G., Beslay, L., Sanchez, I.: The
right to data portability in the GDPR: Towards user-centric interoperability of
digital services. Computer Law & Security Review 34(2), 193–203 (Apr 2018).
https://doi.org/10/gdtmx7

4. Euzenat, J., Shvaiko, P., et al.: Ontology matching, vol. 18. Springer (2007)
5. Guidelines on the right to data portability 16/EN WP 242 rev.01. Article 29 Data

Protection Working Party (Dec 2016)
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Abstract. In the last decade, a remarkable number of Knowledge Graphs
(KGs) were developed, such as DBpedia, NELL and Google knowledge
graph. These KGs are the core of many web-based applications such as
query answering and semantic web navigation. The majority of these KGs
are semi-automatically constructed, which has resulted in a significant
degree of heterogeneity. KGs are highly complementary; thus, mapping
them can benefit intelligent applications that require integrating differ-
ent KGs such as recommendation systems and search engines. Although
the problem of ontology matching has been investigated and a signifi-
cant number of systems have been developed, the challenges of mapping
large-scale KGs remain significant. In 2018, OAEI has introduced a spe-
cific track for KG matching systems. Nonetheless, a major limitation
of the current benchmark is their lack of representation of real-world
KGs. In this work we introduce a gold standard dataset for matching
the schema of large, automatically constructed, less-well structured KGs
based on DBpedia and NELL. We evaluate OAEI’s various participating
systems on this dataset, and show that matching large-scale and domain
independent KGs is a more challenging task. We believe that the dataset
which we make public in this work makes the largest domain-independent
gold standard dataset for matching KG classes.

Keywords: Knowledge Graphs · Schema Matching · Evaluation Dataset.

1 Introduction

In the last decade, different KGs have been created as a result of years of
information extraction practices and crowdsourcing. DBpedia [3], YAGO [20],
and NELL [4] are examples of large domain-independent KGs. Such KGs cover
multiple domains of knowledge such as medical, music, and publications. KGs
play a significant role in many applications such as reasoning, search engines
and e-commerce, while also being part of the linked open data domain [17].

Copyright c© 2020 for this paper by its authors. Use permitted under Creative Com-
mons License Attribution 4.0 International (CC BY 4.0).
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Moreover, due to their automatically-constructed and independently-designed
nature, such KGs contain overlapping and complementary facts. For instance,
Bone and Artery are classified under BodyPart in NELL while being classified
as AnatomicalStructure in DBpedia.

This problem of semantic heterogeneity has been thoroughly studied in the
Semantic Web community, with many ontology matching systems being devel-
oped and surveyed [2]. Matching systems are annually evaluated through the
Ontology Alignment Evaluation Initiative (OAEI)3. While a new track for KG
matching has been introduced to OAEI’s annual campaign since 2018, the chal-
lenges of aligning large-scale KGs remain significant [12]. Currently, existing gold
standards are not well representative of real-world KGs. Such KGs are known
for sharing complementary facts about real-world entities such as people and
places, while current datasets are predominantly domain-dependent [1]. Fur-
ther, the size of the existing gold standard does not accurately represent the
complexity of matching large-scale KGs that imply a significantly larger search
space due to orders of magnitude larger number of classes.

This work proposes a gold standard dataset for matching the classes of large,
automatically constructed, inadequately structured, and domain-independent
KGs. The introduced benchmark is based on DBpedia and NELL. Although
both KGs are widely used in semantic web researches and can be considered
highly influential, they are yet to be consolidated, even though the majority of
LOD cross-domain datasets, including KGs, are interlinked to DBpedia4 which
serves as a central link to many LOD datasets. According to [19], NELL is con-
sidered as the most complementary KG to other larger KGs such as DBpedia
with an average of 10% gain of instances, while merging other large KGs can
only lead to a 5% gain. Therefore, we believe they are the best candidates for a
gold standard dataset for aligning large cross-domain KGs. We conduct an ex-
periment to evaluate the performance of OAEI’s different participating systems
on this dataset, and show that mapping the classes of open KG is a much more
challenging task than the existing OAEI KG matching benchmark.

The rest of this paper is structured as follows. We start by reviewing the
problem, and the current gold standard datasets for matching KGs in Section 2.
Then, we describe the process of building the proposed dataset in Section 3. In
Section 4, we present the results of evaluating current matching systems on the
proposed gold standard . We close with a discussion and a conclusion in Sections
5 and 6 respectively.

2 Related Work

Ontology matching has been a well-studied problem which centers on discovering
corresponding entities across two distinct ontologies [8]. In the last decade, many
matching systems were developed and evaluated annually at the OAEI event.

3 http://oaei.ontologymatching.org/
4 https://lod-cloud.net
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The initiative provides over ten benchmark datasets in different tracks for var-
ious matching systems to be evaluated. Examples of main tracks are Anatomy,
Conference, Complex Matching, Large Biomedical, and Interactive Matching.

KGs are often compared to ontologies since both are used for data repre-
sentation purposes. Different from former ontology, open KGs are large-scale,
multi-domain and less well-formatted compared to ontologies [22]. Similar to
ontologies, KGs entities also suffer from semantic heterogeneity where the same
real-world entities are described using different terminologies.

While there have been many well established matching systems for OAEI’s
different matching tracks, the need for KG matchers remains an open area of re-
search [12]. Research in this domain has only been established since 2018, when
OAEI introduced a new track dedicated to KG matching5. Since then, ontology
matching tools have been evaluated on the provided benchmark, and multiple
KG matchers have participated in the latest version in 2019 [1]. Although match-
ing KGs has been a growing area of research recently, there is still a lack of gold
standard datasets that represent diverse KGs.

The benchmark dataset currently used to evaluate systems in OAEI’s KG
track is constructed from DBkWik [11], which is a KG created from wikis shared
on a wiki hosting platform. The individual KGs from the DBkWik project were
used to create the ground truth datasets for this track. The track consists of
five test cases where each test case is aimed at matching both the schema, in-
cluding classes and properties, and the instance level of two KGs. The schema
level correspondences were built by ontology experts while the instance level
correspondences were automatically extracted [1]. To the best of our knowledge
this gold standard is the only benchmark available to evaluate KG matching sys-
tems. However, the number of mapped classes is considerably small, i.e., less than
50 [12]. Therefore, this dataset does not represent the complexity of matching
real-world KGs where hundreds of classes can be matched.

In terms of large domain-independent KGs, there are many published ac-
cording to the Semantic Web standards. Some of them are based on Wikipedia,
such as YAGO and DBpedia. Originally, DBpedia is a knowledge base con-
structed from structured data embedded on Wikipedia [3]. DBpedia also in-
volves crowdsourcing communities to maintain the quality of the mapping be-
tween Wikipedia’s articles and the structured knowledge in their KG. In con-
trast, NELL is a fully automated learned KG under the Never-Ending Language
Learner project, which uses machine learning to read and extract knowledge
from free text on the web. It started with a seed KG that continuously evolves
by learning patterns from text to extract facts that are used to constantly grow
and update the seed KG [4]. Since its launch in 2010, NELL has grown to a
KG containing 50 million facts6. While the schema of the majority of Wikipedia
based KGs cover multiple types of properties, NELL graph schema is very ba-
sic. It does not contain as many relations between instances [19]. Another KG

5 http://oaei.ontologymatching.org/2019/knowledgegraph/index.html
6 http://rtw.ml.cmu.edu/rtw/
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of a taxonomy structure is WebIsALOD [10]. However, the latter only covers
hypernymy relations and does not distinguish classes from instances.

3 Approach

3.1 Overview

As mentioned earlier in Section 1, we use NELL and DBpedia as both KGs share
a significant amount of complementary facts. In this work, we deploy DBpedia
2016-10 version 7 using SPARQL query endpoint to return schema information.
As for NELL, since a query end point is not available we obtained schema infor-
mation by parsing a NELL dump file8 which contains every fact learned by the
project so far. As a result, DBpedia has over 750 classes while NELL has around
290 classes. Let P be the set of pair-wise classes across the two KGs, then the
number of all possible pairs is 218,660. Since our goal is to use human annota-
tors to identify all mappable pairs of classes, a greedy approach will lead to a
dataset that is expensive to annotate and likely to be overwhelmed with negative
pairs. Instead, we first apply a Blocking Strategy to manually generate a set
of candidate pairs C which is a subset of P with significantly reduced number
of negative class pairs. Next, we perform a Candidate Filtering Strategy by
applying two similarity measures to each pair in C to further reduce the search
space for human annotators. Another screening was done after the filtering stage
to ensure that none of the discarded classes had a potential match in the corre-
sponding graph. Finally, for Dataset Annotation, we asked human annotators
to determine alignment of the resulting class pairs to construct the gold standard
dataset.

3.2 Generating Candidate Pairs

Given the two KGs, we set one as source and one as target. Details about our
source and target choices will be explained later. Moreover, given P , the set
of all possible class pairs from the two KGs, we apply a Blocking Strategy
which requires manually screening the two KG class structures. The result of this
process is a set C which should eliminate as many true negatives as possible while
maintaining as many as (if not all) true positives. To illustrate the complexity of
the task, the classes named School in both KGs refer to different types of schools.
For instance, it is categorized as a subclass of EducationalInstitutions in
DBpedia while being a super class of HighSchool and University classes in
NELL. Given this structural inconsistency issue, a preliminary study aimed at
aligning the higher level of concepts across the two KGs was necessary.

7 https://wiki.dbpedia.org/develop/datasets/dbpedia-version-2016-10,visited
on 14-2-2020

8 http://rtw.ml.cmu.edu/rtw/resources, iteration number 1115, visited on 22-2-
2020
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We manually created two subsets A and B , where the first is a set of NELL
classes that have a possible corresponding class in DBpedia, and the second is a
set of DBpedia classes that have a possible corresponding class in NELL. These
two sets were created in two phases. First, we started by comparing the common
root classes across the two KGs, e.g., Person or Place. Then, all of their non-
root (descendant) classes were added to A and B respectively. For instance, all
the descendant classes of Personnell and Persondbp were added to each of A
and B respectively. Second, we examined other possible classes in which their
root classes do not share an overlap of words, i.e., they were not selected in
the first step. A valid example are the two classes AcdemicSubjectdbp and its
possible equivalent class AcademicF ieldnell. While the former is a subclass of
TopicalConcept, the second is a subclass of everypromotedthing. The latter
is the root class of the KG taxonomic tree, i.e., the equivalent of OWL:Thing

in DBpedia. Therefore, our second screening phase was aimed at all descendant
classes in both KGs whose name values share overlapping words while their super
classes do not share overlapping words.

As a result of this blocking strategy, a total of 18,492 candidate pairs were
generated in C as the product of A and B . We believe this blocking strategy
will not incorrectly discard any true positives because we have examined all
discarded classes to identify any possible match in the opposite KG. As shown
in Table 1, the number of distinct classes from DBpedia and NELL is 138 and 134
respectively. Nonetheless, this number of candidate pairs remains expensive for
an annotation task. Therefore, we proceed by the Candidate Filtering Strategy
to further reduce the numbers of pairs that need to be annotated by human
annotators while maintaining pair completeness.

Table 1. Number of classes and instances in the created dataset

Dataset #Classes #Instances Avg #instance per class
DBpedia 138 631,461 4,576
NELL 134 1,184,377 8,905

3.3 Candidate Filtering

In this section, we introduce the similarity measures applied to the candidate
pairs resulting from the prior phase. We apply a string-based and an instance-
based similarity measure combined with a low threshold to maximise the chance
to retain all true positives. We apply a String-based Similarity measure to
class names only since NELL does not offer other metadata descriptions of
classes. However, using only a string-based matcher can not guarantee a high re-
call as both KGs use different names to describe the same classes. We then apply
an Instance-based Similarity measure to capture any possible true positive
pairs where string similarity could have failed to recognize them. To the best
of our knowledge, a matching approach that can handle a substantial number
of instances, such as in the case of KGs , is yet to be established. Therefore,
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Section 3.3 discusses the implementation of our preliminary instance-based ap-
proach. We believe that combining both measures can ensure high (if not full)
recall of true positive pairs. It is also worth mentioning that due to the structural
irregularity in both KGs, structural-based similarity measures were excluded.

String-based Similarity Measure We apply the Levenshtein [16] edit dis-
tance approach. This method has shown improvements over alternative string-
based measures, particularly for matching classes [5]. Here the similarity between
class names in each candidate pair is measured. This value is then normalized by
dividing the value by the length of the longer string, i.e., class name, to produces
a value between [0.0, 1.0]. For this task we only retain a pair if the similarity
score of the two class names exceeds 0.4. State-of-the-art matching systems that
utilize an edit distance approach often apply a higher threshold, which can be
up to 0.8, to eliminate the number of false positive alignments [2]. Nonetheless,
in order to capture as many true positive pairs as possible, we use a threshold
that is twice lower than the state-of-the-art methods.

Instance-based Similarity Measure This method casts the matching process
based on the principle of free-text index and search, which scales to very large
datasets. On a typical index/search scenario a collection of resources (i.e. web
documents) is indexed in a vector space where documents are represented with
weighted vectors of their text content. Weighting approaches, such as TF/IDF,
are used to weight term occurrences in the documents. A query given to a search
engine will also be converted into a vector representation and then matched
against all the vectors stored in the index. The matching is done by similarity
measures such as the cosine function where a ranked list of top K documents
related to the query is retrieved. Similarly, we propose to treat both KGs as a
collection of documents where each document corresponds to a class in a KG
and each term corresponds to the name of an instance. To map similar classes,
a query is built by sampling instance names from a source KG’s class, and
matching against the index of the target KG. The equivalent class is determined
based on the search result, which is a ranked list of classes whose instance names
overlap with those in the query. We exploit Apache Solr9, a state-of-the-art free
text index and search engine. The pseudocode for the entire similarity measure
is illustrated in Algorithm1.

During the Indexing process, a separate index is created for the source and
target KGs. Classes from each KG are represented in documents that contain
the concatenation of the class’s instance names. The documents’ contents are
indexed using the standard Solr indexing process, including tokenisation, stem-
ming, lemmatization, lower casing, and term-weighing. For our particular task
an index is needed for NELL and DBpedia to perform the matching task. Thus,
we run the following query to obtain all instance names for each DBpedia class:

SELECT ?name

9 https://lucene.apache.org/solr/
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WHERE{ ?entity a <http://dbpedia.org/ontology/%ClassName>.

?entity rdfs:label ?name.

Filter (lang(?name)="en")}

After each query, a new document representing a DBpedia class is added and
indexed in the designated DBpedia index. Similarly, an index was created for
NELL which contained indexed documents of instance names parsed from the
NELL facts dump.

Algorithm 1 Instance-Based Similarity Measure

Require:
1: source← a list of classes in Source KG
2: target← a list of classes in Target KG
3: for Class an in source do
4: count = 1
5: candidate = [ ]
6: while count ≤ 30 do
7: query← a concatenation of 20 instance names of class an

8: results← search(query,target) in the target index
9: for bn in results do

10: candidate.append(bn)
11: end for
12: count++
13: end while
14: candidate pairs← Top three frequent classes in candidate paired with an

15: end for

To perform the matching process, NELL and DBpedia were treated as source
and target respectively. Consequently, queries are generated by sampling in-
stances names from NELL’s classes. This process can be performed in the oppo-
site direction; however, some of DBpedia’s classes have missing instances. This
implies that a query cannot be created from such empty classes. For example,
classes such as State, Zoo, Profession are all leaf classes and supposed to be
populated with individuals but the links between class’s name and its instances
are missing in the KG. A case in point is California10 and Florida11: both are
defined in the data with classes (i.e., rdf:type) other than State. This problem
was encountered in 20 classes from the 138 classes selected from DBpedia. With
DBpedia being the center of the LOD datasets in mind, many options can be
explored in order to fulfill this gap. This includes using instances from SKOS
concepts or another KG that already has an established mapping with DBpedia,
such as WikiData or WebIsALOD. Nonetheless, we believe that performing a
one-way search is sufficient for capturing all positive pairs for the annotation
task.

In terms of the Search process, we aim to discover class pairs that share
a significant number of overlapping instance names across two KGs. Our em-

10 http://dbpedia.org/page/California
11 http://dbpedia.org/page/Florida
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pirical test on a smaller sample of the dataset showed that two key factors can
directly impact the search (matching) result. The first one is the number of in-
stance names to be used in the query string. Due to these KGs’ instances being
automatically extracted, and the large number of instances per class, using ei-
ther a too-large or too-small number of instance names to create queries will
result in no similar documents (classes) being retrieved or false positive pairs.
The second factor impacting the search result is the number of searches (itera-
tions) performed on each class to determine its equivalent class. Because of the
restriction of the query length, concatenating the names of all class instances
is not feasible. Moreover, by using a sample of instance names, different results
can be retrieved depending on the sample. Our experiment has shown that we
can obtain the maximum number of true positive pairs when concatenating 20
instances per query and performing 30 iterations per class.

To demonstrate, for a class an in NELL, a random 20 instances of that
class are obtained and concatenated to form a query string. That query is then
matched against all documents (classes) in the target index, i.e., DBpedia. Con-
sequently, a list of classes whose instances overlap with those in the query are
retrieved. For example, if the following results were retrieved when sampling
instances from class Airportnell in the source KG:

Iteration 1 -> {Airportdbp, Citydbp, Portdbp}
Iteration 2 -> {Citydbp, Portdbp, Airportdbp}
Iteration 3 -> {Airportdbp, Portdbp}
Iteration n-1 -> {Airportdbp, Citydbp}
Iteration n -> {Airportdbp, Citydbp, Streetdbp}

By the end of the 30th iteration, we add three pairs of candidate alignments
for class Airportnell. Only the three most frequently retrieved classes among all
iterations are added as positive pairs with a non-zero as similarity score. For
the above example, the following pairs will be added: (Airportnell,Airportdbp),
(Airportnell,Citydbp), and (Airportnell, Portdbp). Notice that Airportnell is not
matched to Streetdbp as the latter only appeared once during the search process.

Combining Similarity Measures As our goal for this particular task is to
discover potentially matching pairs to be annotated by human annotators, our
aim is to ensure a high (if not full) recall, which was achieved by combining the
two similarity measures. We applied the above mentioned similarity measures to
the 18,492 class pairs obtained in the prior phase. Only pairs that obtained a
similarity score higher than 0.4 by the String-based method or a non-zero value
by the Instance-based method were considered for the annotation task. Follow-
ing the above automated approach, we performed another manual screening to
discover remaining equivalent classes from NELL and DBpedia that were not
included in the potential pairs. By inspecting all pairs discarded by the filtering
process we were able to identify and recover 8 pairs. A total of 596 pairs were
created for the human annotation task.
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3.4 Dataset Annotation

In order to create a gold-standard dataset of matching classes, we asked human
annotators to determine the alignment for the previously discovered pairs, and
then aggregate their interpretations by the majority votes, as human annotators
can have different interpretation of correspondence. We have also performed a
study of the inter-annotator agreement (IAA). The dataset was annotated by
twenty research students and validated by two computer scientists. The par-
ticipants were provided with guiding instructions to complete the task. Several
labels were allowed to annotate pairs which are a match, not a match, more
general, and more specific. The latter two options are often used in the on-
tology domain to label subsumption relation in ontologies. The reason we gave
the annotators this option is that it can be possible in a few cases. For example,
while DBpedia has two separate class for State and Province, NELL has one
class named StateOrProvince which combines both.

Each participant annotated around 50 pairs on average. In order to observe
(IAA), 400 random pairs are duplicated among 12 annotators such that each
pair is annotated by 3 different annotators. The average IAA for this task was
measured using Cohen’s kappa based on a sample of the dataset and it was 0.83.
The dataset was then validated by two experts. This was mainly to ensure that
the subsumption relations were used properly. Therefore, a subsumption relation
was only added to the dataset if there was an agreement by the experts. The gold
standard mapping resulting from this annotation task is publicly available as two
test cases12. The small test case includes a few instances per class, while the full
test case contains the full A-box information for the included classes. The latter
can be used to benchmark instance-based matching systems. The size of the gold
standard is 129 equivalent class pairs with 24 non-trivial matches, i.e., not an
exact matching string of class labels. Currently, the larger dataset in OAEI’s KG
track carries only 15 class matches, while the maximum number of non-trivial
matches is 10. This makes the proposed dataset the largest domain-independent
gold standard for matching KG classes. This gold standard is considered as a
partial gold standard since some classes in both KGs have no equivalent class in
the corresponding KG.

4 Evaluation

We evaluated the performance of the matching systems that participated in
the KG track in OAEI 2019 event on the proposed gold standard. The Match-
ing Evaluation Toolkit MELT [13] was used to perform this evaluation along
with the SEALS client. The following systems were evaluated: POMAP++ [15],
AML [9], FCAMap-KG [6], LogMap [14], LogMapLt, LogMapKG, LogMapBio,
DOME [11], Wiktionary [18], and the string matcher used as a baseline for the
KG track.

12 https://github.com/OmaimaFallatah/KG_GoldeStandard
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We evaluated the class alignments resulting from each matcher based on
precision, recall, and f-measure. Results of the evaluation are shown in Table 4.
Since the proposed gold standard is only a partial gold standard, and to avoid
over-penalising systems that may discover reasonable matches that are not coded
in our gold standard, we ignore any predicted matches if neither of the classes
in that pair is present as a true positive pair with another class in our gold
standard. As an example, for a class an we only consider the alignment (an, bn)
as a false positive, if the gold standard has a true positive pair containing either
an or bn but not both in the same pair.

Table 2. Performance of the KG track participants in OAEI on the proposed dataset
compared to their performance on the OAEI KG track starwars-swtor benchmark

Proposed Dataset OAEI KG benchmark
Matcher Precision Recall F1 Precision Recall F1

POMAPP++ 0.0 0.0 0.00 0.0 0.0 0.00
AML 1.00 0.61 0.75 1.00 0.87 0.93

FCAMap-KG 0.96 0.62 0.75 1.00 0.80 0.89
LogMap 0.98 0.79 0.88 1.00 0.80 0.89

LogMapKG 0.98 0.79 0.88 1.00 0.80 0.89
LogMapBio 0.98 0.79 0.88 1.00 0.80 0.89
LogMapLt 1.00 0.60 0.75 1.0 0.73 0.85
DOME 0.99 0.63 0.77 0.93 0.87 0.90

Wiktionary 0.99 0.79 0.88 1.00 0.87 0.93
KGbaselineLabel 1.0 0.61 0.76 1.00 0.80 0.89

As Table 4 shows, we have also evaluated the matchers on the starwars-
swtor test case, which is the largest dataset in the track in terms of the size of
class correspondences (which is 15). The best performing systems on the OAEI
dataset in terms of recall are DOME, Wiktionary and AML; however, DOME
and AML have obtained a lower recall (0.6) in our dataset, while Wiktionary is
one of the best performing systems on our dataset. In contrast, the second to best
performing matchers on the OAEI dataset, i.e., the LogMap family, obtained a
recall of 0.79, which is the best recall on our gold standard. Nonetheless, 27 out
of the 129 true positive pairs were not discovered by any matcher in the LogMap
family. Among the evaluated matchers, LogMApKG and FCAMap-KG are the
only systems that are particularly designed to match KGs. While the latter is
the second best performing system in OAEI’s 2019 KG track, particularly in
matching classes, it has obtained a recall of 0.62 on our dataset. In terms of the
precision on our dataset, the scores are fairly high since most systems were only
able to discover trivial matches. However, the recall ranges between 0.6 and 0.79,
which shows that the dataset contains class correspondences that are difficult to
find. Hence, all systems need further improvements in order to map the classes
of large and domain-independent KGs.
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5 Discussion

From the results presented above, the following three patterns were observed.
First, while current tools are able to produce high-quality results for well-formed
ontologies, such techniques are not as well-performing when applied on KGs that
lack textual descriptions. For instance, DOME is a matcher that trains a doc2vec
model using all available metadata descriptions for ontologies. This can explain
the matcher’s low performance on our dataset as it requires a large amount of
text. Second, many ontology matching systems utilizes structural knowledge
available in well-structured ontologies such as disjoint axioms to refine their
alignments [6]. Examples of systems that follow such an approach are AML and
LogMap. However, as a result of the lack of schematic information in NELL,
structural-based techniques can be difficult to apply in this case. Third, match-
ing strategies used when two resources are from a specific domain setting are
not applicable for domain-independent settings where classes contain informa-
tion about real-world entities described with different terminologies. Therefore,
in order to tackle the problem of KG matching, the need for specialized matching
tools remains significant. Recently, many matching tools based on entity embed-
ding are being proposed but only tested with domain-dependent datasets or in
task-oriented settings, (e.g., [7,21]). Tailoring such methods for multi-domain
KG matching and testing them on our gold standard can lead to deeper under-
standing and discovery in this domain.

6 Conclusion

In this paper, we developed the largest gold standard dataset for matching the
classes of large KGs. Our gold standard is based on two highly influential KGs,
and one of them is yet to be linked to the LOD. We evaluated several state-of-the-
art matching tools on this dataset and showed that the task of matching large,
domain-independent KGs remains very challenging. We argue that matching
large, domain-independent and automatically constructed KGs has significant
utility and therefore, future work should be devoted further into this area. We
believe that our dataset and findings will foster research in this direction.
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Abstract. With the growth in number and variety of RDF datasets comes an in-
creasing need for both scalable and accurate solutions to support link discovery at
instance level within and across these datasets. In contrast to ontology matching,
most linking frameworks rely solely on string similarities to this end. The limited
use of semantic similarities when linking instances is partly due to the current
literature stating that they (1) do not improve the F-measure of instance linking
approaches and (2) are impractical to use because they lack time efficiency. We
revisit the combination of string and semantic similarities for linking instances.
Contrary to the literature, our results suggest that this combination can improve
the F-measure achieved by instance linking systems when the combination of
the measures is performed by a machine learning approach. To achieve this in-
sight, we had to address the scalability of semantic similarities. We hence present
a framework for the rapid computation of semantic similarities based on edge
counting. This runtime improvement allowed us to run an evaluation of 5 bench-
mark datasets. Our results suggest that combining string and semantic similarities
can improve the F-measure by up to 6% absolute.

1 Introduction

RDF knowledge graphs (KGs) are used in a plethora of applications [10], especially
when published using the Linked Data paradigm. The provision of links3 between such
KGs is of central importance for numerous tasks such as federated queries [22] and
question answering [25]. Popular solutions to linking instances (often called link dis-
covery, short LD in the literature, see [12] for a survey) often implement specialized
measures for particular datatypes (e.g., geospatial or temporal data). In all other cases,
state-of-the-art LD frameworks such as SILK [1] and LIMES [14] rely on string similar-
ities and machine learning to compute links between instances in RDF KGs. While the

Copyright © 2020 for this paper by its authors. Use permitted under Creative Commons Li-
cense Attribution 4.0 International (CC BY 4.0). This work has been supported by the EU
H2020 project KnowGraphs (GA no. 860801) as well as the BMVI projects LIMBO (GA no.
19F2029C) and OPAL (GA no. 19F2028A).

3 The fourth principal of Linked Data, see http://www.w3.org/DesignIssues/
LinkedData
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use of string similarities has been shown to work well in a large number of papers (see,
e.g., [12,4]), string similarities have the major drawback of not considering the seman-
tics of the sequences of tokens they aim to compare. Hence, most string similarity mea-
sures return low scores for pairs of strings such as (lift, elevator), (holiday,
vacation), (headmaster, principal) and (aubergine, eggplant), although
they often stand for the same real-world concepts. Edge-counting semantic similarities
(e.g., [26,9,20]) alleviate this problem by using a dictionary to compute a semantic
distance between sequence of tokens within the need for an overlap. The synonymy
between aubergine and eggplant would hence lead semantic similarity to assign
the pair (aubergine, eggplant) a similarity score close to 1.

The use of semantic similarities has been paid little attention to in LD for at least two
reasons: First, semantic similarities scale poorly and are thus impractical when used on
large knowledge graphs.4 Moreover, current works (e.g., [11]) suggest that they lead to
no improvement in F-measure. The goal of this paper is hence twofold: (1) we present
means to accelerate the computation of four popular bounded edge-counting semantic
similarities. (2) We then combine string and semantic similarities using two state-of-
the-art machine learning approaches for LD. Our results refute the current state of the
art and suggest that semantic similarities can help achieve better results in LD.

2 Preliminaries

The formal framework underlying our preliminaries is derived from [23]. A KG K is a
set of triples (s, p, o) ∈ (I ∪B)×I×(I ∪B∪L), where I is the set of all IRIs, B is the
set of all RDF blank nodes andL is the set of all literals. LD frameworks aim to compute
the set M = {(s, t) ∈ S × T : R(s, t)} where S and T are sets of RDF resources and
R is a binary relation. Note that this setting generalizes what is often known as entity
matching or deduplication [12], where the relation R must be owl:sameAs. Given
that M is generally difficult to compute directly, declarative LD frameworks compute
an approximation M ′ ⊆ S × T of M by executing a link specification (LS), which we
define formally in the following. Let M be the set of all similarity functions. We define
a similarity function m ∈M as a function m : S×T ×P2 → [0, 1], where P is the set
of all properties, where ps, pt ∈ P . We write m(s, t, ps, pt) to signify the similarity of
s and t w.r.t. their properties ps resp. pt. An atomic LS L is a pair L = ((m(ps, pt), θ),
where θ ∈ [0, 1] is a similarity threshold. A complex LS L is a tuple L = op(L1, L2)
where two subspecification L1 and L2 are combined using the specification operator
op. Here, we consider the binary operators union (t), intersection (u) and difference
(\).

The edge-counting semantic similarities are based on a lexical vocabulary. We de-
fine a lexical vocabulary as a directed acyclic graph (DAG) G = (V,E), where:

– The set of vertices V is a set of concepts ci, were each ci stands for a set of syn-
onyms. We denote |V | with nV .

– E ⊆ V × V is a set of directed edges ejk = (cj , ck). We denote |E| with nE .

4 This general finding is supported by our evaluation results presented in Section 4.
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– The edge ejk stands for the hypernymy relation from a parent concept cj to a child
concept ck. We write cj → ck and we say that cj is a hypernym of ck. We also de-
fine the hyponymy relation as a directed relation from a child concept ck to a parent
concept. We write cj ← ck and we say that cj is a hyponym of ck. Hypernymy and
hyponymy are transitive.

– The root r is the unique node of the dictionary that has no parent concept.
– A leaf concept ci is a concept node without any children concepts.
– A concept is a common subsumer of c1 and c2 (denoted cs(c1, c2)) iff that concept

is a hypernym of both c1 and c2.
– The least common subsumer (LSO) of c1 and c2 (denoted lso(c1, c2)) is “the most

specific concept which is an ancestor of both c1 and c2” [26].
– We define the directed path from c1 to c2 via a common subsumer cs(c1, c2) as:
path(c1, c2) = {c1 ← ci ← . . . ← cs(c1, c2) → cj → . . . → c2 : i, j, k ∈
N, i, j, k ≤ nv}. Note that there can be multiple path(c1, c2) between two con-
cepts.

– len(c1, c2) is the length of the shortest path(c1, c2) between two concepts c1 and
c2. Note that len defines a metric. Hence, it is symmetric and abides by the triangle
inequality, i.e., len(c1, c2) ≤ len(c1, c3) + len(c2, c3) for any (c1, c2, c3) ∈ V 3.

– We define depthm(ci) as the length of the shortest path between r and ci. Analo-
gously, depthM (ci) as the maximum depth(ci). We set D = max

c∈V
depthM (c).

Note that the following holds:

– depthm(r, ci) = len(r, ci)
– depthm(lso(c1, c2)) ≤ min(depthm(c1), depthm(c2))
– depthM (lso(c1, c2)) ≤ min(depthM (c1), depthM (c2))
– (triangle inequality) |len(r, c1) − len(r, c2)| ≤ len(c1, c2) ⇔ |depthm(c1) −
depthm(c2)| ≤ len(c1, c2)

The Shortest Path (SP) similarity [20] of two concepts c1 and c2 is defined as the
length of their shortest path in comparison to the maximum distance (2D). We use the
normalized formulation of SP, i.e.,

SP(c1, c2) =
2D − len(c1, c2)

2D
. (1)

The Leacock and Chodorow metric (LCH) takes both the path between two con-
cepts and the depth of the hierarchy into consideration [8]. We use the normalized for-
mulation of LCH:

LCHN (c1, c2) =




1 if c1 = c2
− log

(
len(c1,c2)

2D

)

log(2D)
else.

(2)

The normalized Wu Palmer (WP) similarity takes the path between two concepts and
the depth of their LSO into consideration [26]:

WP(c1, c2) =
2× depthM (lso(c1, c2))

2× depthM (lso(c1, c2)) +N1 +N2
(3)
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where N1 = len(lso(c1, c2), c1) and N2 = len(lso(c1, c2), c2). The Li et al. metric
(LI) is another take on using the path between two concepts and their LSO to define a
similarity [9]:

LI(c1, c2) = e−αlen(c1,c2)
eβdepth(lso(c1,c2)) − e−βdepth(lso(c1,c2))
eβdepth(lso(c1,c2)) + e−βdepth(lso(c1,c2))

(4)

where LI(c1, c2) ∈ (0, 1). We set depth(lso(c1, c2)) = depthM (lso(c1, c2)), since the
original specification does not state which depth(lso(c1, c2)) to use.

3 Approach

Fundamentally, hECATE aims to compute the setM ′ = {(s, t) ∈ S×T : m(s, t, ps, pt) ≥
θ}, where m is an edge-counting similarity. To achieve this goal, the approach makes
use of upper bounds which can be derived from the formulation of this family of mea-
sures. Take the SP similarity for example: For any two concepts c1 and c2, SP(c1, c2) ≥
θ implies len(c1, c2) ≤ 2D(1 − θ). Formally, this means that we can discard all com-
parisons of pairs (c1, c2) with len(c1, c2) > 2D(1 − θ) without compromising the
computation of M ′. Note that the computation of len(c1, c2) can be carried out on-
line or offline, which affects the total runtime of our approach as discussed in Section
4. As similar bounds can be derived for the other edge-counting measures, hECATE
generalizes the computation of M ′ for edge-counting semantic similarities by using the
following algorithm. Our approach takes (1) two sets of resources, S and T , (2) an
atomic LS L = ((m(ps, pt), θ), where m is one of the four semantic similarities de-
scribed in Section 2, and (3) a lexical vocabulary structured as DAG (VDAG) as input.
Our goal is to compute the mapping M ′ = [[L]] For each pair (s, t), hECATE retrieves
and pre-processes the property values for ps resp. pt. The pre-processing consists of
tokenizing and extracting all stop-words from the objects of the triples (s, ps, os) and
(t, pt, ot). In order to include a pair (s, t) in M ′, the algorithm compares each set of
source tokens from os (sTokens) to each set of target tokens of ot (tTokens). The
pair of objects (os, ot) with the highest similarity which abides by the bounds we de-
rive for each measure is finally used to compute the similarity between s and t, and
decides whether or not this pair should be added to M ′. To do so, for each token
sToken ∈ sTokens, we find the tToken ∈ tTokens that is most similar. First, the
algorithm checks if sToken and tToken have been compared before If the tokens are
being compared for the first time the algorithm checks if the tokens are equal and as-
signs the value of 1 to TTSim. Otherwise, it calls the function compare(sToken,
tToken, VDAG) that compares the corresponding sets of concepts obtained from
the input VDAG. 5 Then, TTSim is compared to the maximum token-to-token similar-
ity and maxTTSim is updated. The procedure continues until the highest similarity
between the current sToken and a tToken is found or maxTTSim is equal to 1. The
algorithm aggregates the highest similarities maxTTSim of all sToken ∈ sTokens
and calculates an average similarity. This is done for all pairs of (sTokens, tTokens)
searching for the pair with the maximum similarity. If this maxSimilarity > θ the

5 Note that our algorithm handles homonyms by considering that a token can be included in
more than one concept.
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pair (s, t) can be added to the final mapping M ′. The key behind hECATE lies in the
token comparison algorithm compare(sToken, tToken, VDAG) (Algorithms 1
and 3). For a pair of tokens (sToken, tToken), we retrieve the set of concepts
they belong to in the VDAG. If both sets of concepts are not empty, we compare each
source sCon with each target concept tCon and define the maximum similarity of
two tokens as the highest similarity of the corresponding concept pairs. To do so, we
first retrieve the set of all hypernym paths of each concept to the root of the VDAG using
the getPaths(concept, VDAG) algorithm. This algorithm traverses the VDAG by
utilizing the hypernym relation. It starts from the concept node and explores all paths to
the root node.For SP and LCH, we additionally retrieve the maximum depth D found
in the VDAG and the len(sCon, tCon) before calculating the corresponding sim-
ilarity as described in Equations 1 and 2 resp. For calculating len(sCon, tCon)
our algorithm relies on the set of hypernym paths of the concepts (Algorithm 2). For
each pair of hypernym paths hp1 and hp2 the two concepts have, the algorithm iterates
over both paths simultaneously, from top to bottom, until they do not share a common
node. Then, it proceeds in calculating the length of the newly found path, as the number
of concepts that the two paths do not have in common. Finally, the minimum length
that has been found is returned. For WP and LI, the comparison algorithm retrieves the
depth of the LSO between sCon and tCon (depth( lso(sCon, tCon)), andN1

and N2 by calling the function getLSO (hps1, hps2) (Algorithm 4). This function uti-
lizes the set of hypernym paths in a similar manner as the min length algorithm. For
each combination of hypernym paths hp1 and hp2 of the concepts, the algorithm tra-
verses them simultaneously searching for the last node they have in common. If this
node is deeper than any other common node found so far or it has the same depth but
the remaining paths are shorter, it is taken as new LSO. Accordingly, the remaining
path lengths N1 and N2 are updated. Based on the deepest LSO and the derived val-
ues for depthM (lso(sCon, tCon), N1 and N2, we proceed in calculating the
corresponding similarity as described in Equations 3 and 4 resp.

Our first extension of hECATE is based on the idea of pre-computing and storing a
set of values that are used often in our algorithm. For edge-counting similarities, these
are the hypernym paths. Consequently, the extension hECATE-I of hECATE precom-
putes all hypernym paths for all concepts included in the VDAG, using the getPaths(
concept, VDAG) function. Therefore, every time the getPaths(concept, VDAG)
is invoked at runtime, hECATE-I retrieves the paths from an index. Our second ex-
tension of hECATE, hECATE-IF, combines hECATE-I with the idea of minimizing
unnecessary comparison between concepts by filtering out pairs of source and target
concepts that do not satisfy a condition for each semantic similarity. The filtering is
performed inside compare(sToken, tToken, VDAG) for each pair of concepts
sCon and tCon. Given a semantic similarity, if a pair of concepts satisfies the corre-
sponding filtering condition, then the algorithm proceeds normally as described before.
If the condition is not met the algorithm does not compute the similarity between the
two concepts. For the SP similarity, two concepts will be considered for comparison, if
the following holds:

SP(c1, c2) ≥ θ ⇔ 2D − len(c1, c2)
2D

≥ θ

⇒ |depthm(c1)− depthm(c2)| ≤ 2D(1− θ)
(5)

For the WP similarity, the following must hold:
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Algorithm 1: compare(sCon, tCon,
V DAG) for SP or LCH

Input: source concept sCon, target
concept tCon, and a vocabulary
DAG VDAG

Output: a similarity value
1 D ← V DAG.getMaxDepth(sCon)

2 hps1 ← getPaths(sCon, V DAG)

3 hps2 ← getPaths(tCon, V DAG)

4 minLength←
getMinLength(hps1, hps2)

5 Return
computeSimilarity(D,minLength)

Algorithm 2: getMinLength(hps1,
hps2)

Input: two sets of hypernym paths, hps1
and hps2

Output: len(sCon, tCon)

1 size←MAX VALUE

2 foreach hp1 ∈ hps1 do
3 foreach hp2 ∈ hps2 do
4 l1 ← 0, l2 ← 0

5 while l1 < hp1.size() ∧ l2 <

hp2.size() ∧ hp1.get(l1) ==

hp2.get(l2) do
6 l1 ← l1 + 1, l2 ← l2 + 1

7 newSize←
hp1.size() + hp2.size()− 2l1

8 if newSize < size then
size← newSize ;

9 Return size

Algorithm 3: compare(sCon, tCon,
V DAG) for WP or LI

Input: source concept sCon, target
concept tCon, and a vocabulary
DAG VDAG

Output: a similarity value
1 hps1 ← getPaths(sCon, V DAG)

2 hps2 ← getPaths(tCon, V DAG)

3 depth,N1, N2 ← getLSO(hps1, hps2)

4 Return
computeSimilarity(N1, N2, depth)

Algorithm 4: getLSO(hps1, hps2)

Input: two sets of hypernym paths, hps1
and hps2

Output: depthM (lso(sCon, tCon)), N1

and N2

1 dLSO ← 0, N1 ← 0, N2 ← 0

2 foreach hp1 ∈ hps1 do
3 foreach hp2 ∈ hps2 do
4 l1 ← 0, l2 ← 0

5 while l1 < hp1.size() ∧ l2 <

hp2.size() ∧ hp1.get(l1) ==

hp2.get(l2) do
6 l1 ← l1 + 1, l2 ← l2 + 1

7 newSize←
hp1.size() + hp2.size()− 2l1

8 oldSize← N1 + N2

9 if condition is met then
10 dLSO ← l1,

N1 ← hp1.size()− l1

11 N2 ← hp2.size()− l2

12 Return dLSO,N1, N2

WU(c1, c2) ≥ θ ⇔ 2depthM (lso(c1, c2))

2depthM (lso(c1, c2)) +N1 +N2
≥ θ

⇔ 2depthM (lso(c1, c2)) ≥ θ(N1 +N2) + 2θdepthM (lso(c1, c2))

⇔ N1 +N2 ≤ 2depthM (lso(c1, c2))(1− θ)
θ

⇒ N1 +N2 ≤ 2min(depthM (c1), depthM (c2))(1− θ)
θ

(6)

Based on the triangle inequality and Section 2, Equation 6 can be written as:
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Applying edge-counting semantic similarities to Link Discovery 7

len(c1, c2) ≤ 2min(depthM (c1), depthM (c2))(1− θ)
θ

⇒

|depthm(c1)− depthm(c2)| ≤ 2min(depthM (c1), depthM (c2))(1− θ)
θ

(7)

For the LCH similarity, two concepts will be considered for comparison, iff:

LCH(c1, c2) ≥ θ ⇔
−log len(c1,c2)

2D

log(2D)
≥ θ ⇔ log(2D)− log(len(c1, c2))

log(2D)
≥ θ ⇔

1− log(len(c1, c2))

log(2D)
≥ θ ⇔ log(len(c1, c2)) ≤ log(2D)(1− θ)⇔

len(c1, c2) ≤ 2log(2D)(1−θ) ⇒ |depthm(c1)− depthm(c2)| ≤ 2log(2D)(1−θ)

(8)

When considering the LI similarity, we make the following variable replacements
for the sake of legibility: x = depthM (lso(c1, c2)), y = min(depthM (c1), depthM (c2))
and z = len(c1, c2). Then, two concepts will be considered for comparison, iff:

LI(c1, c2) ≥ θ ⇔ e−αz
eβx − e−βx
eβx + e−βx

≥ θ ⇔ eαz ≤ eβx − e−βx
(eβx + e−βx)θ

⇔ eαz ≤
(e2βx−1)

eβx

(e2βx+1)

eβx
θ
⇔

eαz ≤ (e2βx − 1)

(e2βx + 1)θ
⇒ eαz ≤ (e2βy − 1)

(e2βy + 1)θ
⇔ αz ≤ ln(e2βy − 1)− lnθ − ln(e2βy + 1)⇔

|depthm(c1)− depthm(c2)| ≤ ln(e2βy − 1)− lnθ − ln(e2βy + 1)

α
(9)

Based on Equations 5, 7, 8 and 9, each filtering condition requires the knowledge of
depthm(sCon), depthM (sCon), depthm(tCon) and depthM (tCon). Hence, we fur-
ther extend the index hECATE-IF relies on by precomputing depthm(ci) and depthM (ci)
for every concept ci.

4 Evaluation

Our evaluation addresses the following three research questions:Q1.How do our strate-
gies for improving the runtime of semantic similarities compare to each other w.r.t.
runtime?, Q2. How do the different edge-counting semantic similarities compare w.r.t.
runtime?, and Q3. Can semantic similarities improve the F-measure of LD systems?

We evaluate our approach against five benchmark data sets: Abt-Buy, Amazon-GP
and DBLP-ACM described in [7], DailyMed-Drugbank (dubbed DM-DB) and Movies
described in [16]. We use WordNet6 as aDAG. To addressQ1 andQ2, we conduct a set
of experiments using the basic hECATE algorithm (dubbed hECATE-B) as a baseline
as well as hECATE-I and hECATE-IF. For an easier comparison, all methods are
implemented in the LD framework LIMES [14]. For hECATE-B and hECATE-I, we
create one atomic LS for each semantic similarity, where m iss the name of the edge-
counting similarity, θ = 0.1. We use the ’description’ as the source and target
properties for Abt-Buy and Amazon-GP datasets, ’title’ for the DBLP-Scholar and

6 https://wordnet.princeton.edu/
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Movies datasets and ’name’ for the DM-DB dataset. For hECATE-IF, we use the
same values for m, ps and pt as before, but θ is derived from the interval [0.1, 1] with
an increment step of 0.1, since the θ is given as a parameter to the filtering functions.
For each dataset, we perform the aforementioned LSs against 2v instances from the
source and target datasets. We start with v = 2 and increment v until all instances are
covered (e.g., the maximal value of v is 9 for the Amazon-Google dataset). We define
a maximum runtime for each LS of 2hrs. Each experiment is executed 3 times and we
present the average values.

As explained in Section 1, the second goal of this work is to evaluate edge-counting
semantic similarities in LD in terms of accuracy. Consequently, for Q3, we use the
hECATE extension with the best runtime performance based on the results of Q1

and executed a set of experiments using 2 machine learning (ML) algorithms: WOM-
BAT [23] and DRAGON [19]. We choose these two approaches because (1) they achieve
state-of-the-art performance while being deterministic, (2) they are open-source, mean-
ing our experiments can be easily reproduced and (3) they are able to generate complex
link specifications with any arbitrary number of measures. We perform a 10-fold cross
validation by allowing WOMBAT and DRAGON to use only string similarities (StrSim),
only semantic similarities (SmtSim) and a combination of both (StrSmtSim) as input.
We use the levenshtein, cosine and qgrams similarity measures for strings
implemented in LIMES [14]. For each dataset, we use all properties apart from those
that corresponded to numeric values. WOMBAT is configured as presented in [23] and
DRAGON is configured as presented in [19]. We use two termination criteria for WOM-
BAT: Either a LS with F-measure of 1 is found or a maximal depth of refinement of 10
is reached. For the string similarities, WOMBAT produced LSs with a minimum θ value
of 0.4 and for the semantic similarities, the minimum θ value is set to 0.7. DRAGON
terminates either when no new nodes are found or when the height of the decision
tree reached the maximum of 3. Additionally, we compare the achieved F1 scores with
scores for EAGLE [15], EUCLID [13], J48 [5] reported by [19], a Multilayer Perceptron
classifier reported by [24] and the Pessimistic as well as Re-weighted versions of the
work presented at [6].

As expected, Figure 1 shows that hECATE-B has the highest runtimes compared
to hECATE-I and hECATE-IF in all datasets, except DM-DB. This supports the claim
that semantic similarities typically scale poorly. The results show that both extensions
improve the runtime of all semantic similarities, making them more amenable for LD
and scalable for larger datasets. Precisely, LCH’s, WP’s and SP’s runtimes improve by
71% and 57% on average when hECATE-I and hECATE-IF strategies are used resp.
LI has the least improvement by 65% and 50%. Comparing the two extensions, in all
datasets and for all semantic similarities, hECATE-I outperforms hECATE-IF by 30%
on average. A detailed analysis of the runtimes shows that even though hECATE-IF
reduces the number of comparisons between semantically different concepts and thus
the comparison time, the additional runtime cost of filtering creates an overhead that re-
sults in a worse total execution time than hECATE-I (Table 1). Regarding the DM-DB
dataset, the only property for both source and target datasets, name, consists of only one
value, which corresponds to the official name of a drug. That value can only be asso-
ciated with one concept. As a result, introducing an indexing and/or filtering technique
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Fig. 1: Average runtime in seconds of hECATE-B, hECATE-I and hECATE-IF on all
datasets. For hECATE-IF, the standard deviation among different θ values is added.

produces an unnecessary overhead. Overall,Q1 can be answered with hECATE-I being
the most efficient approach.

To answerQ2 we compare the runtimes of the single semantic similarities revealing
that LI has the worst runtime (see Figure 1). For the Movies dataset, we notice that
hECATE-I requires 100K more token comparisons for LI compared to the other sim-
ilarities (Table 1). The better runtime of the other similarities is caused by a condition
inside our algorithm which stops as soon as two tokens/concepts have a similarity of 1.
In contrast to the other similarities, LI(c1, c2) ∈ (0, 1), i.e., it can never be 1. However,
based on Table 1, LI’s runtime shows a great improvement as the values of θ increase
in relation to the other metrics. This justifies the fact that the runtimes for LI have the
highest standard deviation, whereas SP, LCH and WP are less influenced by the differ-

Table 1: Number of concept comparisons performed by hECATE-I and hECATE-IF
for the Movies dataset. The numbers for hECATE-B are the same as for hECATE-I.
Threshold 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

SP
hECATE-I 61.8M 61.8M 61.8M 61.8M 61.8M 61.8M 61.8M 61.8M 61.8M 61.8M

hECATE-IF 61.8M 61.8M 61.8M 61.8M 61.8M 61.8M 61.8M 61.0M 51.4M 10.3M

WP
hECATE-I 61.8M 61.8M 61.8M 61.8M 61.8M 61.8M 61.8M 61.8M 61.8M 61.8M

hECATE-IF 61.8M 61.8M 61.8M 61.7M 61.5M 60.3M 56.7M 44.7M 27.8M 10.3M

LCH
hECATE-I 61.8M 61.8M 61.8M 61.8M 61.8M 61.8M 61.8M 61.8M 61.8M 61.8M

hECATE-IF 61.8M 61.8M 61.8M 61.4M 60.4M 56.5M 42.4M 42.4M 28.5M 28.5M

LI
hECATE-I 61.9M 61.9M 61.9M 61.9M 61.9M 61.9M 61.9M 61.9M 61.9M 61.9M

hECATE-IF 61.9M 61.4M 59.9M 56.6M 51.5M 42.1M 28.3M 28.2M 10.0M 00.0M
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10 K. Georgala et al.

Table 2: Average F-measure achieved by WOMBAT, DRAGON, EUCLID, EAGLE, J48
and Multilayer Perception within a 10-fold cross validation. The semantic similarities
use the hECATE-I strategy.
Algorithm WOMBAT DRAGON EUCLID EAGLE J48 Perceptron
Similarities StrSim SmtSim StrSmtSim StrSim SmtSim StrSmtSim StrSim StrSim StrSim StrSim

Abt-Buy 0.65 0.65 0.66 0.51 0.02 0.10 0.00 0.56 0.43 0.43
Amazon-GP 0.71 0.60 0.77 0.64 0.06 0.05 0.71 0.73 0.41 0.36
DBLP-ACM 0.97 0.74 0.97 0.93 0.81 0.93 0.98 0.98 0.77 0.97
DM-DB 0.94 0.71 0.97 0.89 0.65 0.89 1.00 1.00 0.94 -
Movies 1.00 0.73 1.00 0.93 0.80 0.93 0.98 0.99 0.84 -

Table 3: Maximum F-measure achieved by WOMBAT, DRAGON, Pessimistic and Re-
weighted using 2% of the data for training over 7 iterations [6]. The semantic similari-
ties use the hECATE-I strategy.

Algorithm WOMBAT DRAGON Pessimistic Re-weighted
Similarities StrSim SmtSim StrSmtSim StrSim SmtSim StrSmtSim StrSim StrSim

Abt-Buy 0.35 0.39 0.34 0.24 0.10 0.24 0.36 0.37
Amazon-GP 0.53 0.33 0.43 0.45 0.13 0.35 0.39 0.43
DBLP-ACM 0.91 0.55 0.91 0.90 0.66 0.90 0.93 0.95
DM-DB 0.94 0.71 0.97 0.94 0.71 0.96 - -
Movies 0.97 0.33 0.97 0.96 0.33 0.96 - -

ent values of θ. The answer for Q2 is that for all hECATE strategies, SP is the fastest
similarity, whereas LI is the slowest.

To answer Q3, we add the 4 edge-counting measures LI, WP, SP, and LCH to the
state-of-the-art algorithms WOMBAT [23] and DRAGON [19]. We evaluate their per-
formance with and without string similarities using a ten-fold cross validation. Table 2
shows the results of our experiments with these machine-learning algorithms. In the 6
right most columns of Table 2, we report the F1 score of the string-based LD algorithms.
While the performance of DRAGON remained the same or even worsened for 3 of the
5 datasets, adding semantic similarities to the WOMBAT algorithm improved its overall
performance for 3 datasets by up to 6% F-measure absolute. As expected, this effect is
most pronounced in datasets which rely on long textual descriptions such as Amazon-
GP. A look into the specifications learned by WOMBAT suggests that this effect is due
to the approach combining semantic and string similarities using operators such as t
and learning the correct threshold for each of these measures. The improvement on the
DM-DB datasets is achieved using the \ operator, not allowing semantically similar
concepts to be matched together. This refutes current results (see [11] where the same
similarities have been used) and suggests that the refinement operators can combine
semantic and string similarities in a way that improves the F-measure. For enabling a
comparison with [6], we used the same configuration setting and report the maximum
F-measure in Table 3. It can be seen that WOMBAT outperforms the Pessimistic and
Re-weighted methods on the majority of the datasets.
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Applying edge-counting semantic similarities to Link Discovery 11

5 Related Work

We give a brief overview of linking approaches which use semantic similarities. An
exhaustive list of frameworks can be found in [12]. Over the past few years, semantic
similarities were used in ontology matching (OM) [21]. In this context, concepts in two
ontologies O1 and O2 are often matched based on a third ontology, e.g., WordNet. This
ontology can be viewed as a background knowledge source or a mediating ontology [2].
Frameworks such as AgreementMaker [3], Zhishi.links [18] and RuleMiner [17] utilize
semantic similarities in this way to improve structural matching on the ontology level.
While these enhancements have a positive effect on their instance level matching, to the
best of our knowledge no instance linking tool has used semantic similarities directly
and shown an improvement of the overall linking results. [11] compare the effect of a
predefined set of combinations of string and semantic similarities for label comparison
and suggest that semantic similarities do not improve the F-measure of the instance
matching task. Our results suggest the contrary by showing that dataset-specific combi-
nations of measures actually can achieve a better performance.

6 Conclusions and Future Work

To study the effect of semantic similarities on LD, we presented hECATE, a generic
framework for improving the runtime of edge-counting semantic similarities. Our eval-
uation of the framework shows that there is still a lot of potential in improving the
runtime of semantic similarities for LD. We used hECATE to evaluate the performance
of string similarities in LD on five datasets. Our evaluation shows that combining se-
mantic similarities with string similarities can indeed increase the F-measure achieved
by LD algorithms. This result is of central importance as it goes against current assump-
tions. The reason why we are indeed able to use semantic similarities for improving the
F-measure of LD in some cases lies in the refinement operator employed by WOMBAT.
In future works, we will investigate means that will allow improving the runtimes of
semantic similarities, extend our works beyond edge-counting similarities and aim to
classify datasets w.r.t. how suitable they are for semantic similarities.
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enschmidt, H., Šváb-Zazamal, O., Svátek, V., et al.: Results of the ontology alignment eval-
uation initiative 2010. Tech. rep., University of Trento (2011)

5. Holmes, G., Donkin, A., Witten, I.H.: Weka: a machine learning workbench. In: Proceedings
of ANZIIS ’94. pp. 357–361 (Nov 1994)

46



12 K. Georgala et al.

6. Kejriwal, M., Miranker, D.P.: Semi-supervised instance matching using boosted classifiers.
In: The Semantic Web. Latest Advances and New Domains. pp. 388–402. Springer Interna-
tional Publishing (2015)
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Abstract. Link discovery plays a key role in the integration and use
of data across RDF knowledge graphs. Active learning approaches are a
common family of solutions to address the problem of learning how to
compute links from users. So far, only active learning from perfect ora-
cles has been considered in the literature. However, real oracles are often
far from perfect (e.g., in crowdsourcing). We hence study the problem
of learning how to compute links across knowledge graphs from noisy
oracles, i.e., oracles that are not guaranteed to return correct classifica-
tion results. We present a novel approach for link discovery based on a
probabilistic model, with which we estimate the joint odds of the oracles’
guesses. We combine this approach with an iterative learning approach
based on refinements. The resulting method, Ligon, is evaluated on 11
benchmark datasets. Our results suggest that Ligon achieves more than
95% of the F-measure achieved by state-of-the-art algorithms trained
with a perfect oracle.

1 Introduction

The provision of links between knowledge graphs in RDF3 is of central im-
portance for numerous tasks on the Semantic Web, including federated queries,
question answering and data fusion. While links can be created manually for
small knowledge bases, the sheer size and number of knowledge bases commonly
used in modern applications (e.g., DBpedia with more than 3 × 106 resources)
demands the use of automated link discovery mechanisms. In this work, we focus
on active learning for link discovery. State-of-the-art approaches that rely on ac-
tive learning [3, 12, 8] assume that the oracle they rely upon is perfect. Formally,
this means that given an oracle ω, the probability of the oracle returning a wrong
result (i.e., returning false when an example is to be classified as true) is ex-
actly 0. While these approaches show pertinent results in evaluation scenarios,
within which the need for a perfect oracle can be fulfilled, this need is difficult if

Copyright 2020 for this paper by its authors. Use permitted under Creative Com-
mons License Attribution 4.0 International (CC BY 4.0).”

3 See https://www.w3.org/RDF/.
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not impossible to uphold in real-world settings (e.g., when crowdsourcing train-
ing data). No previous work has addressed link discovery based on oracles that
are not perfect.

We address this research gap by presenting a novel approach for learning
link specifications (LS) from noisy oracles, i.e., oracles that are not guaranteed
to return correct classifications. This approach is motivated by the problem of
learning LS using crowdsourcing. Previous works have shown that agents in real
crowdsourcing scenarios are often not fully reliable (e.g., [19]). We model these
agents as noisy oracles, which provides erroneous answers to questions with a
fixed probability. We address the problem of learning from such oracles by using
a probabilistic model, which approximates the odds of the answer of a set of
oracles being correct. Our approach, dubbed Ligon, assumes that the underlying
oracles are independent, i.e., that the probability distributions underlying oracles
are pairwise independent. Moreover, we assume that the oracles have a static
behavior, i.e., that the probability of them generating correct/incorrect answers
is constant over time.

The contributions of this paper are as follows: (1) We present a formalization
of the problem of learning LS from noisy oracles. We derive a probabilistic model
for learning from such oracles. (2) We develop the first learning algorithm dedi-
cated to learning LS from noisy data. The approach combines iterative operators
for LS with an entropy-based approach for selecting most informative training
examples. In addition, it uses cumulative evidence to approximate the probabil-
ity distribution underlying the noisy oracles that provide it with training data.
Finally, (3) we present a thorough evaluation of Ligon and show that it is ro-
bust against noise, scales well and converges with 10 learning iterations to more
than 95% of the average F-measure achieved by Wombat—a state-of-the-art
approach for learning LS—provided with a perfect oracle.

2 Preliminaries

Knowledge graphs (also called knowledge bases) in RDF are defined as sets of
triples K ⊆ (R∪B)×P× (R∪B∪L), where R is the set of all resources, i.e., of
all objects in the domain of discourse (e.g., persons and publications); P ⊆ R is
the set of all predicates, i.e., of binary relations (e.g., author); B is the set of all
blank nodes, which basically stand for resources whose existence is known but
whose identity is not relevant to the model and L is the set of all literals, i.e., of
values associated to datatypes (e.g., integers).4 The elements of K are referred
to as facts or triples. We call the elements of R entities or resources.

The link discovery task on RDF knowledge graphs is defined as follows: Let
S and T be two sets of resources, i.e., S ⊆ R and T ⊆ R. Moreover, let r ∈ P be
a predicate. The aim of link discovery is to compute the set M = {(s, t) ∈ S×T :
r(s, t)}. We call M a mapping. In many cases, M cannot be computed directly
and is thus approximated by a mapping M ′. To find the set M ′, declarative

4 See https://www.w3.org/RDF/ for more details.
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Fig. 1: Complex LS example. The
filter nodes are rectangles while
the operator nodes are circles.

f(jaccard(:description, :name), 0.59)

f(cosine(:title, :name), 0.48)t

Table 1: Link Specification Syntax and
Semantics

LS [[LS]]M

f(m, θ) {(s, t)|(s, t) ∈M ∧m(s, t) ≥ θ}
L1 u L2 {(s, t)|(s, t) ∈ [[L1]]M ∧ (s, t) ∈ [[L2]]M}
L1 t L2 {(s, t)|(s, t) ∈ [[L1]]M ∨ (s, t) ∈ [[L2]]M}
L1\L2 {(s, t)|(s, t) ∈ [[L1]]M ∧ (s, t) /∈ [[L2]]M}

link discovery frameworks rely on link specifications (LS), which describe the
conditions under which r(s, t) can be assumed to hold for a pair (s, t) ∈ S × T .
Several formal models have been used for describing LS in previous works [8].
We adopt a formal approach derived from [17] and first describe the syntax and
then the semantics of LS.

LS consist of two types of atomic components: similarity measures m, which
allow the comparing of property values of input resources and operators op, which
can be used to combine LS to more complex LS. Without loss of generality, we
define a similarity measure m as a function m : S × P × T × P → [0, 1]. An
example of a similarity measure is the edit similarity dubbed edit5 which allows
computing the similarity of a pair (s, t) ∈ S × T w.r.t. the values of a pair of
properties (ps, pt) for s resp. t. An atomic LS is a pair (m, θ). A complex LS
is the result of combining two LS L1 and L2 through an operator that allows
merging the results of L1 and L2. Here, we use the operators u, t and \ as they
are complete w.r.t. the Boolean algebra and frequently used to define LS. An
example of a complex LS is given in Figure 1.

We define the semantics [[L]]µ of a LS L w.r.t. a mapping µ as given in
Table 1. The mapping [[L]] of a LS L w.r.t. S × T contains the link candidates
generated by L. A LS L is subsumed by L′, denoted by L v L′, if for all mappings
µ, we have [[L]]µ ⊆ [[L′]]µ. Two LS are equivalent, denoted by L ≡ L′ iff L v L′
and L′ v L. Subsumption (v) is a partial order over the set of LS, denoted L.

3 Noisy Oracles

We model oracles Ω for r as black boxes with a characteristic function ω :
S × T → {true, false}. The characteristic function ωi of the oracle Ωi returns
true iff the oracle Ωi assumes that r(s, t) holds. Otherwise, it returns false.
For ease of notation, we define LC = S × T and call the elements of LC link
candidates. For l ∈ LC, we write l ≡ > to signify that r(l) holds, i.e., r(s, t)
is true for l = (s, t). Otherwise, we write l ≡ ⊥. We now assume a learning
situation typical for crowdsourcing, where n oracles are presented with a link
candidate l and asked whether l ≡ > holds. We can describe each oracle Ωi by
the following four probabilities: 1 p(ωi(l) = true|l ≡ >), i.e., the probability
of the oracle Ωi generating true positives. This value is exactly 1 for a perfect

5 We define the edit similarity of two strings s and t as (1 + lev(s, t))−1, where lev is
the Levenshtein distance.
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oracle. 2 p(ωi(l) = false|l ≡ >), the probability of false negatives (0 for a
perfect oracle). 3 p(ωi(l) = true|l ≡ ⊥), i.e., the probability of false positives,
(0 for a perfect oracle), and 4 p(ωi(l) = false|l ≡ ⊥), the probability of true
negatives (1 for a perfect oracle). Given that p(A|B) + p(¬A|B) = 1, the sum of
the first two and last two probabilities is always 1.

Example 1. A noisy oracle can have the following description: p(ωi(l)=true|l≡
>)=0.7, p(ωi(l)=true|l≡⊥)=0.5, p(ωi(l)=false|l≡>)=0.3, p(ωi(l)=false|l≡⊥)=
0.5.

For compactness, we use the following vector notation in the rest of the for-
mal model: −→ω refers to the vector of characteristic functions over all oracles.
We write −→ω (l) = −→x to signify that the ith oracle returned the xi for the link
candidate l. Let us assume that the probabilities underlying all oracles Ωi are
known (we discuss ways to initialize and update these probabilities in the sub-
sequent section). Recalling that we assume that our oracles are independent, we
can now approximate the probability that l ≡ y (with y ∈ {>,⊥}) for any given
link candidate l using the following Bayesian model:

p(l=y|−→w=−→x )=

∏n
i=1 p(ωi=xi|l≡y)∏n
i=1 p(ωi=xi)

p(l≡y) (1)

Recall that the odds of an eventA occurring are defined as odds(A) = p(A)/P (¬A).
For example, the odds of any link candidate being a correct link (denoted o+)
are given by

o+ =
p(l ≡ >)

p(l ≡ ⊥)
for any l ∈ LC. (2)

o+ is independent of l and stands for the odds that an element of LC chosen
randomly would be a link. Given feedback from our oracles, we can approximate
the odds of a link candidate l being a correct link by computing the following:

odds(l≡>|−→w=−→x )=

(
n∏

i=1

p(ωi=xi|l≡>)

p(ωi=xi|l≡⊥)

)
p(l≡>)

p(l≡⊥)
=

(
n∏

i=1

p(ωi=xi|l≡>)

p(ωi=xi|l≡⊥)

)
o+. (3)

A key idea behind our model is that a link candidate l can be considered to be
a correct link if odds(l ≡ >|−→w = −→x ) ≥ k with k > 1. A link candidate is assumed
to not be a link if odds(l|−→w = −→x ) ≤ 1/k. All other link candidates remain
unclassified. Computing the odds for a link now boils down to (1) approximating
the four probabilities which characterize our oracles and (2) computing o+. As
known from previous works on probabilistic models [7], o+ is hard to compute
directly as it requires knowing the set of links M , which is exactly what we are
trying to compute. Several strategies can be used to approximate o+. In this
work, we consider the following three:

1. Ignore strategy: We can assume the probabilities p(l = >) and p(l = ⊥) to
be equally unknown and hence use o+ = 1 . This reduces Equation 3 to

odds(l=>|−→w=−→x )=

n∏

i=1

p(ωi=xi|l≡>)

p(ωi=xi|l≡⊥)
. (4)
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Algorithm 1: Ligon Learning Algorithm

Input: Set of positive examples E0 ⊆ LC; Oracles Ω1 . . . Ωn; Odds parameter k
1 j ←− 0 ;
2 foreach oracle Ωi do
3 Initialize confusion matrix Ci with 1

2
;

4 repeat
5 foreach oracle Ωi do
6 Gather ωi(l) for each l ∈ Ej ;
7 Update the confusion matrix Ci ;
8 Update the characteristic matrix Di;

9 Train Active Learner (Wombat by default) using
⋃j

i=0Ei;
10 Compute the set of the most informative unlabeled examples E∗;
11 foreach link candidate l ∈ E∗ do
12 Get the oracle result vector −→x for l;

13 Compute the set E+ of positive examples with odds(l = >|−→w = −→x ) ≥ k ;
14 Compute the set E− of negative examples with odds(l = >|−→w = −→x ) ≤ 1

k
;

15 j ←− j + 1 ;
16 Ej ←− E+ ∪ E−;

17 until termination criterion holds;
18 return best link specification;

2. Equivalence strategy: If r is an equivalence relation (e.g., owl:sameAs), then
the set of all possible candidates has the size |S||T |. There can be at most
min(|S|, |T |) links between S and T as no two pairs (s, t) and (s, t′) can be
linked if t 6= t′ and vice-versa (see [13]). Hence,

o+ ≈ min(|S|, |T |)
|S||T | −min(|S|, |T |) . (5)

3. Approximate strategy: We approximate o+ by using our learning approach.
We select the mapping [[L∗]] computed using the best specification L∗ learned
by Ligon (see the subsequent Section) as our best current approximation of
the mapping we are trying to learn. o+ is then computed as follows:

o+ ≈ |[[L∗]]|
|S||T | − |[[L∗]]| . (6)

We quantify the effect of these strategies on our learning algorithm in our ex-
periments.

4 The LIGON approach

Ligon is an active learning algorithm designed to learn LS from noisy oracles.
An overview of the approach is given in Algorithm 1 and explained in the sections
below.
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Confusion Matrices. We begin by assuming that we are given an initial set
E0 ⊆ LC of positive and negative examples for links. In the first step, we aim
to compute the initial approximations of the conditional probabilities which
describe each of the oracles Ωi. To this end, each oracle is assigned a confusion
matrix Ci of dimension 2 × 2 (see lines 2-3 of Algorithm 1). Each entry of the
matrix is initialized with 1

2 to account for potential sampling biases due to high
disparities between conditional probabilities. The first and second row of each Ci
contains counts for links where the oracle returned true resp. false. The first
and second column of Ci contain counts for positive resp. negative examples.
Hence, C11 basically contains counts for positive examples that were rightly
classified as > by the oracle. In each learning iteration, we update the confusion
matrix by presenting the oracle with unseen link candidates and incrementing
the entries of C (see lines 4-8 of Algorithm 1). We discuss the computation of
the training examples in the subsequent section. Based on the confusion matrix,
we can approximate all conditional probabilities necessary to describe the oracle
by computing the 2 × 2 matrix D with dij = cij/(c1j + c2j). For example,
d11 ≈ p(ωi(l) = true|l ≡ >). We call D the characteristic matrix of Ω.

Example 2. Imagine an oracle were presented with a set of 5 positive and 5
negative training examples, of which he classified 4 resp. 3 correctly. We get

C =

[
9
2

5
2

3
2

7
2

]
and D =

[
9
12

5
12

3
12

7
12

]
.

Updating the Characteristic Matrices. Updating the probabilities is done via the
confusion matrices. In each learning iteration, we present all oracles with the link
candidates deemed to be most informative. Based on the answers of the oracles,
we compute the odds for each of these link candidates. Link candidates l with
odds in [0, 1/k] and [k,+∞[ are considered to be false respectively true. The
new classifications are subsequently used to update the counts in the confusion
matrices and therewith also the characteristic matrix of each of the oracles.

Active Learning Approach. So far, we have assumed the existence of an active
learning solution for link discovery. Several active learning approaches have been
developed over recent years [8]. Of these approaches, solely those based on genetic
programming can generate specifications of arbitrary complexity. However, ge-
netic programming approaches are not deterministic and are thus difficult to use
in practical applications. Newer approaches based on iterative operators such as
Wombat [17] have been shown to perform well in classical link discovery tasks.
Therefore, we implemented a generic interface to apply Ligon to several active
learning algorithms, where we used the Wombat algorithm as the default ac-
tive learning algorithm for Ligon. See our last set of experiments for results of
applying Ligon to other state-of-the-art active learning approaches.

Selecting the Most Informative Examples. Given an active learning algorithm, we
denote the set of the m best LS generated in a given iteration i as Bi. The most
informative examples are those link candidates l, which maximize the decision
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entropy across the elements of Bi [12]. Formally, let [[Bi]] be the union of the set
of link candidates generated by all LS b ∈ Bi. Then, the most informative link
candidates are the l ∈ Bi which maximize the entropy function e(l, Bi), which is
defined as follows: Let p(l, Bi) be the probability that a link candidate belongs
to [[b]] for b ∈ Bi. Then, e(l, Bi) = −p(l, Bi) log2 p(l, Bi).

Example 3. Let us assume |Bi| = 4. A link candidate l returned by two of the LS
in Bi would have a probability p(l, Bi) = 0.5. Hence, it would have an entropy
e(l, Bi) = 0.5.

Termination Criterion. Ligon terminates after a set number of iterations has
been achieved or if a link specification learned by Wombat achieves an F-
measure of 1 on the training data.

5 Experiments and Results

We aimed to answer 6 research questions with our experimental evaluation:
Q1. Which combination of strategies for computing odds and the threshold k
leads to the best performance?, Q2. How does Ligon behave when provided
with an increasing number of noisy oracles?, Q3. How well does Ligon learn
from noisy oracles?, Q4. How well does Ligon scale?, Q5. How well does Ligon
perform compare to batch learning approaches trained with a similar number of
examples? and Q6. How general is Ligon, i.e., can Ligon be applied to problems
outside the link discovery domain? and does Ligon depend on the underlying
active learning algorithm?

Experimantal Setup. All experiments were carried out on a 64-core 2.3
GHz PC running OpenJDK 64-Bit Server 1.8.0 151 on Ubuntu 16.04.3 LTS. Each
experiment was assigned 20 GB RAM. We evaluated Ligon using 8 link discov-
ery benchmark datasets. Five of these benchmarks were real-world datasets [6]
while three were synthetic from the OAEI 2010 benchmark.6 We used the paradigm
proposed by [5] and measured the performance of algorithms using the best F-
measure they achieved. As this measure fails to capture the average behaviour
of algorithm over several iterations, we also report the normalized average area
under the F-measure curve, which we denote AUC. We initialized Ligon with
10 positive examples (ergo, |E0| = 10). We fixed the number of the most infor-
mative examples to be labeled by the noisy oracles at each iteration to 10. For
labeling the most informative examples, we use n = 2, 4, 8 and 16 noisy oracles
which were all initialized with random confusion matrices. We set the size of
B to 10. All experiments were repeated 10 times and we report average values.
The characteristic matrices C of our noisy oracles were generated at random. To
this end we generated the true positive and true negative probabilities using a
uniform distribution between 0.5 and 1, i.e. p(ωi(l) = true|l ≡ >) ∈ [0.5, 1] and
p(ωi(l) = true|l ≡ >) ∈ [0.5, 1]. The other probabilities were set accordingly, as
they are complementary to the former two.

6 http://oaei.ontologymatching.org/2010
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Fig. 2: Average AUC heatmap of
Ligon. using 2, 4, 8 and 16 noisy or-
acles and the perfect oracle.

Dataset / # oracles 2 4 8 16 Perfect

Person 1 0.97 0.93 0.93 0.93 0.99

Person 2 0.98 0.98 0.98 0.98 0.99

Restaurants 0.97 0.97 0.97 0.97 0.97

ABT–Buy 0.89 0.88 0.88 0.88 0.97

Amazon–GoogleProducts 0.72 0.71 0.72 0.72 0.73

DBLP–ACM 0.70 0.71 0.70 0.71 0.76

DBpedia–LinkedMDB 0.89 0.88 0.88 0.88 0.97

DBLP–GoogleScholar 0.81 0.79 0.78 0.78 0.92

Average 0.86 0.86 0.85 0.86 0.91

Standard deviation 0.11 0.11 0.11 0.11 0.11

Table 2: Average learning iteration
runtime analysis (in seconds).

Datasets Ligon Wombat

Persons 1 2.415 2.412
Persons 2 0.946 0.942
Restaurants 0.261 0.258
ABT–Buy 4.277 4.273
Amazon–GoogleProd 2.848 2.844
DBLP–ACM 4.277 4.273
DBpedia–LinkedMDB 6.158 6.154
DBLP–GoogleScholar 16.072 16.067

Parameter Estimation. Our first series of experiments aimed to answerQ1.
We ran Ligon with k = 2, 4, 8 and 16. These settings were used in combination
with all three strategies for computing o+ aforementioned. A first observation
is that the AUC achieved by Ligon does not depend much on the value of k
nor on the strategy used. This is a highly positive feature of our algorithm as it
suggests that our approach is robust w.r.t. to how it is initialized. Interestingly,
this experiment already suggests that Ligon achieves more than 95% of the
performance of the original Wombat algorithm trained with a perfect oracle.

We chose to run the remainder of our experiments with the setting k = 16
combined with the equivalent strategy as this combination achieved the highest
average F-measure of 0.86.

Comparison with Perfect Oracle. In our second set of experiments, we
answered Q2 by measuring how well Ligon performed when provided with an
increasing number of oracles. In this series of experiments, we used 2, 4, 8,
and 16 oracles which were initialized randomly. k was set to 16 and we used
the Equivalent strategy. Once more, the robustness of our approach became
evident as its performance was not majorly perturbed by a variation in the
number of oracles. In all settings Ligon achieves an average AUC close to 0.86
with no statistical difference. We can hence conclude that the performance of
our approach depends mostly on the initial set of examples E0 being accurate,
which leads to our prior—i.e., the evaluation of the initial confusion matrix of the
oracles—being sufficient. This sufficient approximation means that our Bayesian
model is able to distinguish between erroneous classifications well enough to find
most informative examples accurately and generalize over them. In other words,
even a small balanced set containing 5 positive and 5 negative examples seems
sufficient to approximate the confusion matrix of the oracles sufficiently well to
detect positive and negative examples consistently in the subsequent steps. This
answers Q2. Figures 2 and 3 show the detailed results of running Ligon for 10
iterations for each of our 8 benchmark datasets.

To answer Q3, we also ran our approach in combination with a perfect oracle
(i.e., an oracle which knew and returned the perfect classification for all pairs
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Fig. 3: F-measure results of Ligon. x-axes show the iteration number while the
y-axes show the F-measure. Note that, the y-axes show different value for better
legibility. Gray bars represent the F-measure of Ligon with the perfect oracle
while the F-measure achieved by the 2, 4, 8 and 16 noisy oracles are represented
by red, blue, orange and green lines respectively.

from (S, T )). The detailed results are provided in Figures 3 and 2. Combining
our approach with a perfect oracle can be regarded as providing an upper bound
to our learning algorithm. Over all datasets, Ligon achieved 95% of the AUC
achieved with the perfect oracle (min = 88% on DBpedia-LMDB, max = 100%
on Restaurants) of the AUC achieved with the perfect oracle. This answers Q3

and demonstrates that Ligon can learn LS with an accuracy close to that of an
approach provided with perfect answers.

Runtime. In our third set of experiments, we were interested in knowing
how well our approach scales. To this end, we measured the runtime of our al-
gorithm while running the experiments carried out to answer Q2 and Q3. In
our experiments, Wombat, the machine learning approach used within Ligon,
makes up for more than 99% of Ligon’s runtime. for more detailed results see
Table 2. This shows that the Bayesian framework used to re-evaluate the char-
acteristic matrices of the oracles is clearly fast enough to be used in interactive
scenarios, which answers Q4. Our approach completes a learning iteration in less
than 10 seconds on most datasets, which we consider acceptable even for interac-
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Dataset Pessimistic Reweighted Simple Complete Ligon

DBLP-ACM 0.93 0.95 0.94 0.94 0.73
Amazon-GoogleProduct 0.39 0.43 0.53 0.45 0.71
ABT-Buy 0.36 0.37 0.37 0.36 0.93

Average 0.77 0.78 0.77 0.74 0.89

Table 3: F-Measure achieved by Ligon vs. State of the art from [5] and [17].

tive scenarios. The longer runtime on DBLP-GoogleScholar (roughly 16 seconds
per iteration on average) is due to the large size of this dataset. Here, a parallel
version of the Wombat algorithm would help improving the interaction with
the user. The implementation of a parallel version of Wombat goes beyond the
work presented here.

Comparison with Batch Learning. While active learning commonly re-
quires a small number of training examples to achieve good F-measures, other
techniques such as pessimistic and re-weighted batch learning have also been de-
signed to achieve this goal [5]. In addition, the positive-only learning algorithm
Wombat has also been shown to perform well with a small number of train-
ing examples. In our final set of experiments, we compared the best F-measure
achieved by Ligon when trained with 16 noisy oracles, k = 16 and the equiva-
lent strategy with the pessimistic and re-weighted models proposed in [5] as well
as the two versions of the Wombat approach [17]. All approaches were trained
with 2% of the reference data (i.e., with a perfect oracle) as suggested by [5].
The results of these experiments are shown in Table 3. Note that, we did not
consider the datasets Persons 1, Persons 2 and Restaurant because 2% of the
training data accounts to less than 10 examples, which Ligon requires as ini-
tial training dataset E0. Our results answer Q5 clearly by showing that Ligon
outperforms previous batch learning algorithms even when trained with noisy
oracles. On average, Ligon is more than 40% better in F-measure. This clearly
demonstrates that our active learning strategy for selecting training examples is
superior to batch learning.

Generalization of Ligon. In our last set of experiment, we implemented a
generalization of Ligon for binary classification tasks behind link discovery. We
thus used the active learning framework JCLAL [15] to wrap WEKA [2] classi-
fiers and implemented Ligon as a custom oracle. We selected three well known
binary classification datasets (i.e., Diabetes, breast-cancer and Ionosphere) from
the WEKA distribution on which we applied two state-of-the-art classification
algorithms, namely GBDT and Random Forests [20]. Based on our previous
experiments, we used 4 noisy oracles, k was set to 16 and we used the Ignore
strategy, since all the other strategies are specific to the link discovery domain.
We executed two sets of experiments for noisy oracles with true positive/negative
probabilities drawn from the two uniform distributions in [0.5, 1] and [0.75, 1].
On average, Ligon achieves 75% and 89% of the learning accuracy for noisy
oracles drawn from [0.5, 1] and [0.75, 1] respectively. These results indicate that

10
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Ligon is not only applicable to problems outside the link discovery domain but
also independent from the underlying active learning algorithm is able to achieve
F-measures near to the ones scored using a perfect oracle, which answers Q6.

6 Related Work

Link Discovery for RDF knowledge graphs has been an active research area for
nearly a decade, with the first frameworks for link discovery [4, 9] appearing
at the beginning of the decade. Raven [10] was the first active learning ap-
proach for link discovery and used perception learning to detect accurate LS.
Other approaches were subsequently developed to learn LS within the active
learning setting [3, 11, 12]. Unsupervised learning approaches for monogamous
relations [11–13] rely on different pseudo-F-measures to detect links without
any training data. Positive-only learning algorithms [17] address the open-world
characteristic of the Semantic Web by using generalization algorithms to detect
LS. The work presented by [14] proposes an active learning approach for link
prediction in knowledge graphs. Ligon differs from the state of the art in that
it does not assume that it deals with perfect oracles. Rather, it uses several
noisy oracles to achieve an F-measures close to those achieved with perfect ora-
cles. An active learning approach with uncertain labeling knowledge is proposed
by [1], where the authors used diversity density to characterize the uncertainty
of the knowledge. A probabilistic model of active learning with multiple noisy
oracles was introduced by [18] to label the data based on the most perfect oracle.
For Crowdsourcing scenarios, [16] propose a supervised learning algorithm for
multiple annotators (oracles), where the oracles’ diverse reliabilities were treated
as a latent variables.

7 Conclusions and Future Work

We presented Ligon, an active learning approach designed to deal with noisy
oracles, i.e., oracles that are not guaranteed to return correct classification re-
sults. Ligon relies on a probabilistic model to estimate the joint odds of link
candidates based on the oracles’ guesses. Our experiments showed that Ligon
achieves 95% of the learning accuracy of approaches learning with perfect ora-
cles in the link discovery setting. Moreover, we showed that Ligon is (1) not
dependent on the underlying active learning algorithm and (2) able to deal with
other classification problems. In future work, we will evaluate Ligon within real
crowdsourcing scenarios. A limitation of our approach is that it assumes that
the confusion matrix of the oracles is static. While this assumption is valid with
the small number of iterations necessary for our approach to converge, we will
extend our model so as to deal with oracles which change dynamically. Further-
more, we will extend Ligon to handle n-ary classification problems and evaluate
it on more stat-of-the-art approaches from the deep learning domain.

Acknowledgments. This work has been supported by the EU H2020 project Know-

Graphs (GA no. 860801) as well as the BMVI projects LIMBO (GA no. 19F2029C)

and OPAL (GA no. 19F2028A).
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Abstract. In this paper, we present MELT-ML, a machine learning
extension to the Matching and EvaLuation Toolkit (MELT) which fa-
cilitates the application of supervised learning for ontology and instance
matching. Our contributions are twofold: We present an open source ma-
chine learning extension to the matching toolkit as well as two supervised
learning use cases demonstrating the capabilities of the new extension.

Keywords: ontology matching · supervised learning · machine learning
· knowledge graph embeddings

1 Introduction

Many similarity metrics and matching approaches have been proposed and devel-
oped up to date. They are typically implemented as engineered systems which
apply a process-oriented matching pipeline. Manually combining metrics, also
called features in the machine learning jargon, is typically very cumbersome.
Supervised learning allows researchers and developers to focus on adding and
defining features and to leave the weighting of those and the decision making
to a machine. This approach may also be suitable for developing generic match-
ing systems that self-adapt depending on specific datasets or domains. Here, it
makes sense to test and evaluate multiple classifiers at once in a fair, i.e. repro-
ducible, way. Furthermore, recent advances in machine learning – such as in the
area of knowledge graph embeddings – may also be applicable for the ontology
and instance matching community. The existing evaluation and development
platforms, such as the Alignment API [3], SEALS [7,33] or the HOBBIT [25]
framework, make the application of such advances not as simple as it could be.

? The authors contributed equally to this paper.
Copyright c© 2020 for this paper by its authors. Use permitted under Creative Com-
mons License Attribution 4.0 International (CC BY 4.0).
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2 Sven Hertling, Jan Portisch, and Heiko Paulheim

In this paper, we present MELT-ML, an extension to the Matching and EvaL-
uation Toolkit (MELT). Our contribution is twofold: Firstly, we present a ma-
chine learning extension to the MELT framework (available in MELT 2.6) which
simplifies the application of advanced machine learning algorithms in matching
systems and which helps researchers to evaluate systems that exploit such tech-
niques. Secondly, we present and evaluate two novel approaches in an exemplary
manner implemented and evaluated with the extension in order to demonstrate
its functionality. We show that RDF2Vec [30] embeddings derived directly from
the ontologies to be matched are capable of representing the internal structure
of an ontology but do not provide any value for matching tasks with differ-
ently structured ontologies when evaluated as the only feature. We further show
that multiple feature generators and a machine learning component help to ob-
tain a high precision alignment in the Ontology Alignment Evaluation Initiative
(OAEI) knowledge graph track [11,8].

2 Related Work

Classification is a flavor of supervised learning and denotes a machine learning
approach where the learning system is presented with a set of records carrying
a class or label. Given those records, the system is trained by trying to predict
the correct class. [18] Transferred to the ontology alignment domain, the set
of records can be regarded as a collection of correspondences where some of
the correspondences are correct (class true) and some correspondences are false
(class false). Hence, the classification system at hand is binary.

The application of supervised learning is not new to ontology matching. In
fact, even in the very first edition of the OAEI3 in 2004 the OLA matching
system [5] performed a simple optimization of weights using the provided ref-
erence alignments. In the past, multiple publications [14,4,31,24,16] addressed
supervised learning in ontology matching, occasionally also referred to as match-
ing learning. Unsupervised machine learning approaches are less often used, but
have been proposed for the task of combining matchers as well [23].

More recently, Nkisi-Orji et al. [26] present a matching system that uses a
multitude of features and a random forest classifier. The system is evaluated on
the OAEI conference track [2] and the EuroVoc dataset, but did not participate
in the actual evaluation campaign. Similarly, Wang et al. [32] present a system
called OntoEmma which exploits a neural classifier together with 32 features.
The system is evaluated on the large biomed track. However, the system did not
participate in an OAEI campaign either. It should be mentioned here that a
comparison between systems that have been trained with parts of the reference
and systems that have not is not really fair (despite being the typical approach).

Also a recent, OAEI-participating matching system applies supervised learn-
ing: The POMap++ matching system [16] uses a local classifier which is not

3 Back then the competition was actually referred to as EON Ontology Alignment
Contest.
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Supervised Ontology and Instance Matching with MELT 3

based on the reference alignment but on a locally created gold standard. The
system also participated in the last two recent OAEI campaigns [17,15].

The implementations of the approaches are typically not easily reusable or
available in a central framework.

3 The MELT Framework

Overview MELT [10] is a framework written in Java for ontology and instance
matcher development, tuning, evaluation, and packaging. It supports both, HOB-
BIT and SEALS, two heavily used evaluation platforms in the ontology match-
ing community. The core parts of the framework are implemented in Java, but
evaluation and packaging of matchers implemented in other languages is also
supported. Since 2020, MELT is the official framework recommendation by the
OAEI and the MELT track repository is used to provide all track data required
by SEALS. MELT is also capable of rendering Web dashboards for ontology
matching results so that interested parties can analyze and compare matching
results on the level of correspondences without any coding efforts [27]. This
has been pioneered at the OAEI 2019 for the knowledge graph track.4 MELT is
open-source5, under a permissive license, and is available on the maven central
repository6.

Different Gold Standard Types Matching systems are typically evaluated against
a reference alignment. A reference alignment may be complete or only partially
complete. The latter means that not all entities in the matching task are aligned
and that any entity not appearing in the gold standard cannot be judged. There-
fore, the following five levels of completeness can be distinguished: (i) complete,
(ii) partial with complete target and complete source, (iii) partial with complete
target and incomplete source, (iv) partial with complete source and incomplete
target, (v) partial with incomplete source and incomplete target. If the reference
is complete, all correspondences not available in the reference alignment can be
regarded as wrong. If only one part of the gold standard is complete (ii, iii, and
iv), every correspondence involving an element of the complete side that is not
available in the reference can be regarded as wrong. If the gold standard is incom-
plete (v), the correctness of correspondences not in the gold standard cannot be
judged. For example, given that the gold standard is partial with complete target
and complete source (case ii), and given the correspondence < a, b,=, 1.0 >, the
correspondence < a, c,=, 1.0 > could be judged as wrong because it involves a
which is from the complete side of the alignment. On the other hand, the cor-
respondence < d, e,=, 1.0 > cannot be judged because it does not involve any
element from the gold standard. This evaluation setting is used for example for
the OAEI knowledge graph track. OAEI reference datasets are typically complete

4 For a demo of the MELT dashboard, see https://dwslab.github.io/melt/

anatomy_conference_dashboard.html
5 https://github.com/dwslab/melt/
6 https://mvnrepository.com/artifact/de.uni-mannheim.informatik.dws.melt
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with the exception of the knowledge graph track. The completeness of references
influences how matching systems have to be evaluated. MELT can handle all
stated levels of completeness. The completeness can be set for every TestCase

separately using the enum GoldStandardCompleteness. The completeness also
influences the generation of negative correspondences for a gold standard in su-
pervised learning. MELT supports matching system developers also in this use
case.

4 Supervised Learning Extensions in MELT

4.1 Python Wrapper

As researchers apply advances in machine learning and natural language pro-
cessing to other domains, they often turn to Python because leading machine
learning libraries such as scikit-learn7, TensorFlow8, PyTorch9, Keras10, or gen-
sim11 are not easily available for the Java language. In order to exploit func-
tionalities provided by Python libraries in a consistent manner without a tool
break, a wrapper is implemented in MELT which communicates with a Python
backend via HTTP as depicted in Figure 1. The server works out-of-the-box
requiring only that Python and the libraries listed in the requirements.txt

file are available on the target system. The MELT-ML user can call methods in
Java which are mapped to a Python call in the background. As of MELT 2.6,
functionality from gensim and scikit-learn are wrapped.

Fig. 1. Python code execution in MELT.

7 https://scikit-learn.org/
8 https://www.tensorflow.org/
9 https://pytorch.org/

10 https://keras.io/
11 https://radimrehurek.com/gensim/
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4.2 Generation of Training Data

Every classification approach needs features and class labels. In the case of
matching, each example represents a correspondence and the overall goal is to
have an ML model which is capable of deciding if a correspondence is correct
or not. Thus, the matching component can only work as a filter e.g. it can only
remove correspondences of an already generated alignment.

For training such a classifier, positive and negative examples are required.
The positive ones can be generated by a high precision matcher or by an exter-
nally provided alignment such as a sample of the reference alignment or manually
created correspondences. As mentioned earlier, no OAEI track provides a dedi-
cated alignment for training. Therefore, MELT provides a new sample(int n)

method in the Alignment class for sampling n correct correspondences as well as
sampleByFraction(double fraction) for sampling a fraction in range (0, 1)
of correct correspondences.

Negative examples can be easily generated in settings where the gold stan-
dard is complete or partially complete (with complete source and/or target, see
Section 3). The reason is that any correspondence with an entity appearing in the
positive examples can be regarded as incorrect. Thus, a recall oriented matcher
can generate an alignment and all such correspondences represent the negative
class. In cases where the gold standard is partial and the source and/or target
is incomplete, each negative correspondence has to be manually created.

4.3 Generation of Features

The features for the correspondences are generated by one or more matchers
which can be concatenated in a pipeline or any other control flow. MELT provides
an explicit framework for storing the feature values in correspondence extensions
(which are by default also serialized in the alignment format). The correspon-
dence method addAdditionalConfidence(String key, double confidence)

is used to add such feature values (more convenience methods exist).
MELT already provides some out-of-the-box feature generators in the form

of so called filters and matchers. A matcher detects new correspondences. As
of MELT 2.6, 17 matchers are directly available (e.g., different string similarity
metrics). A filter requires an input alignment and adds the additional confidences
to the correspondences, or removes correspondences below a threshold. In MELT,
machine learning is also included via a filter (MachineLearningScikitFilter).
As of MELT 2.6, 21 filters are available. A selection is presented in the following:

SimilarNeighboursFilter Given an initial alignment of instances, the Similar-

NeighboursFilter analyzes for each of the instance correspondences how many
already matched neighbours the source and target instances share. It can be
further customized to also include similar literals (defined by string processing
methods). The share of neighbours can be added to the correspondence as abso-
lute value or relative to the total numbers of neighbours for source and target.
For the latter, the user can choose from min (size of the intersection divided by
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6 Sven Hertling, Jan Portisch, and Heiko Paulheim

minimum number of neighbours of source or target), max, jaccard (size of inter-
section dived by size of union), and dice (twice the size of intersection divided
by the sum of source and target neighbours).

CommonPropertiesFilter This filter selects instance matches based on the over-
lap of properties. The idea is that equal instances also share similar properties.
Especially in the case of homonyms, this filter might help. For instance, given
two instances with label ’bat’, the string may refer to the mammal or to the
racket where the first sense has properties like ’taxon’, ’age’, or ’habitat’ and
the latter one has properties like ’material’, ’quality’, or ’producer’. This filter of
course requires already matched properties. The added confidence can be further
customized similarly to the previous filter. Furthermore, property URIs are by
default filtered to exclude properties like rdfs:label.

SimilarHierarchyFilter This component analyzes any hierarchy for given in-
stance matches such as type hierarchy or a category taxonomy as given in the
knowledge graph track. Thus, two properties are needed: 1) instance to hierarchy
property which connects the instance to the hierarchy (in case of type hierarchy
this is rdf:type) 2) hierarchy property which connects the hierarchy (in case
of type hierarchy this is rdfs:subClassOf). This filter needs matches in the
hierarchy which are counted similarly to the previous filters. Additionally, the
confidence can be computed by a hierarchy level dependent value (the higher
the match in the hierarchy, the lower the confidence). SimilarTypeFilter is a
reduced version of it by just looking at the direct parent.

BagOfWordsSetSimilarityFilter This filter analyzes the token overlap of the lit-
erals given by a specific property. The tokenizer can be freely chosen as well as
the overlap similarity.

MachineLearningScikitFilter The actual classification part is implemented in
class MachineLearningScikitFilter. In the standard setting, a five-fold cross
validation is executed to search for the model with the best f-measure. The
following models and hyper parameters are tested:

– Decision Trees optimized by minimum leaf size and maximum depth of tree
(1-20)

– Gradient Boosted Trees optimized by maximum depth (1,6,11,16,21) and
number of trees (1,21,41,61,81,101)

– Random Forest optimized by number of trees (1-100 with 10 steps) and
minimum leaf size (1-10)

– Näıve Bayes (without specific parameter tuning)
– Support Vector Machines (SVM) with radial base function kernel; C and

gamma are tuned according to [13]
– Neural Network with one hidden layer in two different sizes F/2+2, sqrt(F ),

and two hidden layers of F/2 and sqrt(F ), where F denotes the number of
features

65



Supervised Ontology and Instance Matching with MELT 7

All of these combinations are evaluated automatically with and without fea-
ture normalization (MinMaxScaler which scales each feature to a range between
zero and one). The best model is then trained on the whole training set and
applied to the given alignment.

4.4 Analysis of Matches

A correspondence which was found by a matching system and which appears in
the reference alignment is referred to as true positive. A residual true positive
correspondence is a true positive correspondence that is not trivial as defined
by a trivial alignment. The trivial alignment can be given or calculated by a
simple baseline matcher. String matches, for instance, are often referred to as
trivial. Given a reference alignment, a system alignment, and a trivial alignment,
the residual recall can be calculated as the share of non trivial correspondences
found by the matching system [1,6].

If a matcher was trained using a sample of the reference alignment and is also
evaluated on the reference alignment, a true positive match can only be counted
as meaningful if it was not available in the training set before. In MELT, the
baseline matcher can be set dynamically for an evaluation. Therefore, for super-
vised matching tasks where a sample from the reference is used, the sample can
be set as baseline solution (using the ForwardMatcher) so that only addition-
ally found matches are counted as residual true positives. Using the alignment
cube file12, residual true positives can be analyzed at the level of individual
correspondences.

5 Exemplary Analysis

5.1 RDF2Vec Vector Projections

Experiment In this experiment, the ontologies to be matched are embedded
and a projection is used to determine matches. RDF2Vec is a knowledge graph
embedding approach which generates random walks for each node in the graph
to be embedded and afterwards runs the word2vec [21,22] algorithm on the
generated walks. Thereby, a vector for each node in the graph is obtained. The
RDF graph is used in RDF2Vec without any pre-processing such as in other
approaches like OWL2Vec [12]. The embedding approach chosen here has been
used on external background knowledge for ontology alignment before [29].

In this setting, we train embeddings for the ontologies to be matched. In
order to do so, we integrate the jRDF2Vec13 [28] framework into MELT in order
to train the embedding spaces. Using the functionalities provided in the MELT-
ML package, we train a linear projection from the source vector space into the
target vector space. In order to generate a training dataset for the projection,

12 The alignment cube file is a CSV file listing all correspondences found and not found
(together with filtering properties) that is generated by the EvaluatorCSV.

13 https://github.com/dwslab/jRDF2Vec
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the sampleByFraction(double fraction) method is used. For each source,
the closest target node in the embedding space is determined. If the confidence
for a match is above a threshold t, the correspondence is added to the system
alignment.

Here, we do not apply any additional matching techniques such as string
matching. The approach is fully independent of any stated label information.
The exemplary matching system is available online as an example.14

Results For the vector training, we generate 100 random walks with a depth of
4 per node and train skip-gram (SG) embeddings with 50 dimensions, minimum
count of 1, and a window size of 5. We use a sampling rate of 50% and a threshold
of 0.85. While the implemented matcher fails to generate a meaningful residual
recall when the two ontologies to be matched are different, it performs very well
when the ontologies are of the same structure as in the multifarm track. Here,
the approach generates many residual true positives with a residual recall of
up to 61% on iasted-iasted as seen in Table 1. Thus, it could be shown that
RDF2Vec embeddings do contain structural information of the knowledge graph
that is embedded.

Multifarm Test Case P R R+ F # of TP # of FP # of FN

iasted-iasted 0.8232 0.7459 0.6111 0.7836 135 29 46

conference-conference 0.7065 0.5285 0.1967 0.6047 65 27 58

confOf-confOf 0.9111 0.5541 0.1081 0.6891 41 4 33

Table 1. Performance of RDF2Vec projections on the same ontologies in the multifarm
track. P stands for precision, r stands for recall, and R+ for residual recall. R+ refers
here to the fraction of correspondences found that were previously not available in the
training set. # of ... refers to the number of true positives (TP), false positives (FP),
and false negatives (FN). Details about the track can be found in [19]

5.2 Knowledge Graph Track Experiments

Experiment In this experiment, the instances of the OAEI knowledge graph track
are matched. First, a basic matcher (BaseMatcher) is used to generate a recall
oriented alignment by applying simple string matching on the property values
of rdfs:label and skos:altLabel. The text is compared once using string
equality and once in a normalized fashion (non-ASCII characters are removed
and the whole string is lowercased).

Given this alignment, the above described feature generators / filters are
applied in isolation to re-rank the correspondences and afterwards the Naive-

DescendingExtractor [20] is used to create a one-to-one alignment based on
the best confidence.

In contrast to this, another supervised approach is tried out. After executing
the BaseMatcher, all feature generators are applied after each other where each

14 https://github.com/dwslab/melt/tree/master/examples/RDF2VecMatcher
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Supervised Ontology and Instance Matching with MELT 9

filter adds one feature value. The feature values are calculated independently
of each other. This results in an alignment where each correspondence has the
additional confidences in its extensions. As a last step, the MachineLearning-

ScikitFilter is executed. The training alignment is generated by sampling all
correspondences from the BaseMatcher where the source or target is involved.
The correspondence is a positive training example if the source and the tar-
get appear in the input alignment (which is in our case the sampled reference
alignment) and a negative example in all other cases.

The search for the machine learning model is executed as a five-fold cross
validation and the best model is used to classify all correspondences given by
the BaseMatcher. The whole setup is available on GitHub15.

Results In all filters, the absolute number of overlapping entities are used (they
are normalized during a grid search for the best model). In the SimilarNeigh-

boursFilter, the literals are compared with text equality and the hierarchy
filter compares the categories of the Wiki pages. The SimilarTypeFilter ana-
lyzes the direct classes which are extracted from templates (indicated by the text
’infobox’). The results for this experiment are depicted in Table 2 which shows
that not one feature can be used for all test cases because different Wiki combi-
nations (test cases) require different filters. The BaseMatcher already achieves a
good f-measure which is also in line with previous analyses [9]. When executing
the MachineLearningScikitFilter the precision can be increased for three test
cases and the associated drop in recall is relatively small. It can be further seen
that there is not one single optimal classifier out of the classifiers tested.

6 Conclusion and Outlook

With MELT-ML, we have presented a machine learning extension for the MELT
framework which facilitates feature generation and feature combination. The
latter are included as filters to refine existing matches. MELT also allows for the
evaluation of ML-based matching systems.

In the future, we plan to extend the provided functionality by the Python
wrapper to further facilitate machine learning in matching applications. We fur-
ther plan to extend the number of feature generators. With our contribution we
hope to encourage OAEI participants to apply and evaluate supervised matching
techniques. In addition, we intend to further study different strategies and ratios
for the generation of negative examples.

We further would like to emphasize that a special machine learning track
with dedicated training and testing alignments might benefit the community,
would increase the transparency in terms of matching system performance, and
might further increase the number of participants since researchers use OAEI
datasets for supervised learning but there is no official channel to participate if
parts of the reference alignment are required.

15 https://github.com/dwslab/melt/tree/master/examples/

supervisedKGTrackMatcher
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Abstract. Reference alignments are the standard approach for ontology
alignment evaluation. However, building a reference alignment is time-
consuming and usually depends on expert availability. Several strategies
have been proposed to mitigate this issue, ranging from exploring exter-
nal resources, building simulated alignment tasks, or even crowdsourcing.
A simple approach is to take a consensus alignment built from the out-
puts of several ontology matching systems results.
We present a preliminary investigation that focuses on the generalization
of machine learning models trained on the output alignments of multi-
ple systems for a task where a reference alignment is available to other
alignment tasks.
Results show that while the consensus alignment works well for alignment
tasks where several systems achieve a high performance and produce
similar alignments, trained reference models are able to improve on the
consensus both within and across domains.

Keywords: Ontology matching · Machine Learning · Reference align-
ment · OAEI

1 Introduction

The evaluation of ontology alignments typically relies on reference alignments
which are automatically compared to the outputs of the alignment systems. Ref-
erence alignments are commonly either manually-curated by domain experts or
automatically generated. The first kind can be created manually from scratch
or manually validated given a set of automatically generated candidates[10]. Al-
though very reliable, they are difficult to obtain as they are very time-consuming
and require domain expertise. To decrease the effort and associated cost, both
automated strategies and crowdsourcing have been used. Automated strategies,
usually work with simulated data [5] or by exploring external resources [9].

? Copyright c© 2020 for this paper by its authors. Use permitted under Creative
Commons License Attribution 4.0 International (CC BY 4.0).
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2 B. Lima et al.

Crowdsourcing has been successfully employed, however producing references
for complex domains is more difficult to achieve due to the lack of expertise
of crowdsourced workers[2]. When the above options are not available, an easy
solution to evaluate competing systems is based on a consensus alignment. This
strategy is employed by the Disease and Phenotype track at the Ontology Align-
ment Evaluation Initiative [7] with a consensus alignment built on three votes
(i.e., if a mapping is found by 3 different systems it is considered correct). The
consensus is considered to be a partial reference alignment and mappings that
are generated by a single system are then manually evaluated.

Motivated by the difficulties in generating a reference alignment and inspired
by the consensus alignment strategy, we hypothesise that a machine learning
model trained on the output alignments of multiple systems for a task where a
reference alignment is available, can be used to evaluate other alignment tasks.

2 Methodology

The alignments produced by the ontology matching (OM) tools that participated
in the Anatomy, Large BioMed and Conference tracks of OAEI 20194 were used
as data sources. In our proposed models, each instance corresponds to a mapping
in a given alignment task. The features translate in whether the given mapping
was present or absent in the output of each of the participating OM tools, taking
as values 1 or 0. The reference alignment was used to produce the target class,
and support supervised learning. Thus, the model is learning to classify whether
a mapping between two ontologies is correct, based on the pattern of outputs of
the OM tools while using the reliable reference alignment as ground-truth.

The Anatomy track consists of matching Adult Mouse Anatomy[8] and the
portion covering human anatomy of the National Cancer Institute Thesaurus
(NCI)[6], and it is supported by a manually-curated reference alignment. Several
OM systems achieve a high performance in this track [4]. The Large BioMed track
comprises three ontologies, the Foundational Model of Anatomy (FMA)[11],
SNOMED CT[3], and NCI. These ontologies are matched pairwise, generat-
ing three possible alignments: FMA-NCI, FMA-SNOMED and NCI-SNOMED,
which will be further addressed as LB1, LB2 and LB3, respectively, for abbrevi-
ation. LB1 and LB2 cover the anatomical domain, whereas LB3 does not. The
reference alignment was extracted from an external resource [9]. The Conference
track[13] provides 16 ontologies from the conference organisation domain. Since
only 7 ontologies are contained in the existing reference alignment, we end up
with 21 result alignments, which corresponds to the complete alignment space be-
tween these ontologies. We randomly generated 3 different datasets (CF1, CF2,
CF3), each of which containing 18 alignments for training and 3 alignments
for testing. The alignments used for testing were cmt-ekaw, cmt-conference and
iasted-sigkdd in CF1; conference-confof, edas-sigkdd and iasted-sigkdd in CF2;
confof-edas, cmt-ekaw and ekaw-sigkdd in CF3.

4 http://oaei.ontologymatching.org/2019/
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Learning reference alignments within and across domains 3

A reference alignment only contains true positive mappings. Assuming its
completeness, every potential mapping that is not a part of the reference is
a false mapping. A traditional option to generate negative examples would be
a random sampling of entity pairs from each ontology that are not present in
the reference alignment. However, this would result in mostly instances with all
zero features, and thus uninformative, since most systems produce alignments
of cardinality near one. Instead, we take as negative examples all mappings that
at least one of the OM tools finds but which are not a part of the reference
alignment. To tackle the imbalance caused by this approach, we investigated
two different sampling strategies: SMOTE oversampling[1] and undersampling
with TomekLinks[12].

Three types of experiments were performed for each domain to verify differ-
ent properties. In Experiment 1, which worked as a baseline, we investigated
how well a model can be learned within a given alignment task. We performed
10-fold cross-validation, with a grid search for hyperparameter tuning over a
set of 8 machine learning approaches5. In Experiment 2, we investigated if a
model trained in one/more tasks would generalize well to other tasks within the
same domain. To support this, features were extracted from the OM tools which
participated in both training and test tasks. Experiment 3 aims to verify how
well the method generalises for ontologies in completely different domains. We
train on LargeBio data and test on Conference, and vice-versa, again using the
intersection of OM tools that participated in both tracks. For all experiments,
we also computed the majority vote and the consensus with vote=3 results.

3 Results and Discussion

Table 1 presents the results obtained for all three experiments, using the best
sampling strategy (oversampling) and machine learning approaches 6. In the
Biomedical domain, all cross-validation experiments achieved good performance
(0.8 to 0.915 average F1-score), however, in the Anatomy task, the Three votes
approach achieved the best result. In the second experiment, the model learned
in Anatomy achieved at best an F1-score of 0.697 in LargeBio, whereas the
model trained on LargeBio reached 0.938 in Anatomy. Nevertheless, the Three
votes consensus approach achieved a higher score in these two cases. However,
within the LB track, the ML models outperformed the consensus approach in
LB1 and LB2 trained models. These results indicate that system strategies likely
differ between the Anatomy and LargeBio tracks. The greater complexity and
coverage of LB (which includes both anatomical and non-anatomical tasks) can
help explain these results. In the Conference domain, the first experiment re-
sults were overall high, with ML approaches improving over the consensus. The
second experiment revealed that the ML approaches were able to outperform

5 Random Forest, K-Nearest Neighbors, Decision Tree, Multi-Layer Perceptron, Naive
Bayes, Gradient Boosting, Logistic Regression and Adaboost

6 The full table of results along with hyperparameter information can be found here:
https://github.com/liseda-lab/ML4ReferenceAlignment
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the consensus in only one test case. As for the cross-domain experiments, we
can observe that, even though the LB dataset is much bigger than CF, models
trained in CF were able to generalise well to LB and vice-versa, and in both
cases surpass the consensus. One relevant aspect that may help explain these
results is the agreement degree between OM systems. In the Anatomy task, the
average agreement 7 between systems is 0.75, whereas in LB1, LB2, and LB3
it is 0.35, 0.26 and 0.40, respectively. In Conference the agreement ranges be-
tween 0.51 and 0.86 with most tasks falling below 0.65. This indicates that when
systems have a high agreement, the consensus provides a good evaluation, but
when systems differ in their outputs, the ML approaches work best.

Exp. Train Test
Gradient

Boosting
AdaBoost

Logistic

Regression

Decision

Tree

Majority

Vote

Three

votes

Biomedical

1

Anatomy 0.915 0.897 0.902 0.909 0.907 0.945

LB1 0.933 0.935 0.934 0.923 0.856 0.815

LB2 0.885 0.806 0.822 0.881 0.384 0.689

LB3 0.905 0.901 0.898 0.889 0.771 0.794

2

Anatomy LB 0.376 0.697 0.629 0.380 0.712 0.772

LB Anatomy 0.937 0.860 0.147 0.938 0.907 0.945

LB1 LB2+3 0.794 0.773 0.775 0.771 0.765 0.688

LB2 LB1+3 0.848 0.807 0.834 0.836 0.786 0.798

LB3 LB1+2 0.709 0.707 0.711 0.713 0.587 0.734

Conference

1 CF 0.803 0.767 0.770 0.766 0.616 0.668

2

CF1 0.682 0.789 0.771 0.651 0.585 0.510

CF2 0.696 0.689 0.698 0.587 0.677 0.720

CF3 0.571 0.634 0.634 0.609 0.643 0.635

Cross-domain

3
LB CF 0.677 0.678 0.670 0.674 0.603 0.603

CF LB 0.783 0.787 0.790 0.788 0.720 0.720

Table 1. F1-scores using oversampling strategy and best classifiers. The values in bold
are the best scoring classifiers for each experiment (row).

Our preliminary results highlight an opportunity to address the challenge
of incomplete reference alignments by training models with a partial reference.
Furthermore, they also showcase that in tasks where systems output dissimilar

7 computed as the average pairwise jaccard similarity between OM systems outputs
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alignments, a model trained in other alignment tasks, even from a different
domain, can provide a more complete evaluation than a consensus alignment.
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Abstract. System of systems (SoS) are interconnected systems that bring value
to different domains like health, emergency and crisis management systems. The
integration of these SoS creates opportunities to change, validate the information,
and add more value to information systems. SoS may have ontologies in their
background to support knowledge description and semantic integration. Conse-
quently, the integration of SoSs may benefit from the integration of the network
of ontologies behind. However, the task of integrating networks of ontologies,
especially the ones describing real-world SoS can be infeasible due to the size
of the networks. In this work, we propose an approach, SubInterNM, based on
algebraic operations that reduces the number of comparisons needed to match the
networks behind the SoSs. We validated our approach using networks of ontolo-
gies created from the OAEI ontologies. The SubInterNM combined with Alin and
LogMap can overcome these matchers, when running alone in some cases. ∗

1 Introduction

A System-of-Systems (SoS) is defined as a set of independent systems, providing func-
tionalities derived from the interoperability among them [2]. Examples of SoS scenar-
ios are smart cities, health, and emergency response systems, and crisis management
systems [5]. Current SoS are increasingly supported by networks of ontologies, which
provide a semantic backbone for modeling and reasoning over data.

A network of ontologies (NO) is a set of two or more aligned ontologies. The net-
work can represent a set of domains of their compound ontologies. Each ontology de-
scribes the knowledge of a domain of interest [9]. Many ontologies networks may be
created inside organizations as a response to the demand for a semantic interoperability
layer among their information systems (IS).

In current scenarios demanding data integration and systems interoperability (such
as company acquisitions) within the same business domain, different SoS must be in-
tegrated. Because of the intrinsically multiple possible relationships inside the SoS that
includes IS from distinct companies, the integration can be challenging and may be
viewed as a matching of ontologies networks, requiring mapping concepts between
both SoSs. This research addresses how to match a network of ontologies.

∗Copyright c© 2020 for this paper by its authors. Use permitted under Creative Commons
License Attribution 4.0 International (CC BY 4.0).
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This study proposes an approach to optimize internetwork matching in the context
of networks of ontologies, by systematically examining the characteristics of the NO
and avoiding computing all possible matchings between entities. More specifically, we
implement the subsumed internetwork matching (SubInterNM) [8], which reduces the
number of pairs to be evaluated in the matching process. We evaluated the proposed
approach in a preliminary experiment using an OAEI dataset.

This work addresses the following research question: ”Is it possible to align two
ontology networks without computing all the possible alignments, with viable computa-
tional effort, time and precision, recall and f-measure?”. To answer this question, this
paper contributes by proposing an approach to match network of ontologies and its im-
plementation into a prototype tool, as well as an empirical study showing the viability
of the approach and its performance gains over state-of-the-art matching tools.

This work is organized as follows: in section 2, we summarize background. Evalu-
ation results and a discussion are presented in section 3. Section 4 describes the limita-
tions, and finally, section 5 concludes and points to future work.

2 Background

Current approaches for ontology matching include pairwise matching [9] and holistic
matching [7]. Both may be adapted to match Networks of Ontologies; however, they
perform an exhaustive checking of every single possible pair of entities for each ontol-
ogy that composes the networks. They also have limited scalability, since the required
number of steps for computing all the alignments grows exponentially to the number
and sizes of the ontologies composing each network. Indeed, both pairwise or holistic
approaches are not prepared to match Networks of Ontologies [8] since they do not take
into account the structure of the networks and cannot limit the number of comparisons.

The ontology matching problem is not new and has been researched for a decade.
However, to our knowledge, the matching of Network of Ontologies has not received
the same attention. Although there are few studies dealing with networks of ontologies
and, consequently, matching networks, there are still open challenges [1].

3 Results and Discussion

To assess SubInterNM we conducted an experiment using ontologies from the OAEI
conference domain, so as to limit the size and help checking the results manually.

We selected Alin [4] and LogMap [6] as the matchers for the experiment. Alin
obtained one of the best metrics in the OAEI initiative, and LogMap is one of the best
to handle large ontologies. The SubInterNM approach uses the definitions in [3] and is
available online b. For the sake of reprodutibility, the results are also available online c.

We first selected ontologies to compose two networks of ontologies. Since LogMap
and Alin are not able to natively process networks, the baseline submitted as input to

bhttps://github.com/fabiojavamarcos/interNetworkOntologyMatching
czenodo.org (10.5281/zenodo.3977855)
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Table 1. Precision Recall and F-Measure subInterNM+LogMap(1) subInterNM+Alin(2)
LogMap(3) Alin(4) - *Did not calculate the metrics

Exp P(1) R(1) F(1) P(2) R(2) F(2) P(3) R(3) F(3) P(4) R(4) F(4)
2x2 0.818 0.600 0.692 0.90 0.667 0.769 0.842 0.432 0.571 0.348 0.405 0.375
4x4 0.818 0.600 0.692 0.90 0.667 0.769 0.750 0.141 0.237 0.197 0.192 0.195
5x5 0.818 0.600 0.692 0.90 0.667 0.769 0.583 0.126 0.207 0.096 0.102 0.099
5x1 0.690 0.233 0.348 0.904 0.221 0.355 0.778 0.244 0.371 0.0* 0.0* 0.0*
5x2 0.655 0.268 0.380 0.888 0.225 0.359 0.388 0.164 0.265 0.537 0.132 0.212
5x3 0.833 0.435 0.572 0.882 0.326 0.476 0.674 0.179 0.283 0.3 0.162 0.21

these matchers consisted of the union of all ontologies from each network. The alterna-
tive scenario to be compared consisted of executing SubInterNM and then submitting
its partial results to the LogMap and Alin matchers. Following, each possible pair of
ontologies was submitted to LogMap and Alin alone, with duplication and without du-
plication (when pairs of the same ontologies were manually eliminated, i.e. Edas x
Ekaw and Ekaw x Edas; Edas x Edas). For each scenario we collected the following
metrics: processing time, average precision, average recall, and average f-measure.

– 2x2: Ω = {sigkdd, confof} and Ω′ = {conference, confof};
– 4x4:Ω = {sigkdd, confof, ekaw, edas } andΩ′ = {conference, confof, ekaw, edas};
– 5x5:Ω = {sigkdd, confof, ekaw, edas, iasted } andΩ′ = {conference, confof, ekaw,

edas, iasted};
– 5x1: Ω = {sigkdd, confof, ekaw, edas, iasted} and Ω′ = {conference};
– 5x2: Ω = {sigkdd, confof, ekaw, edas, iasted } and Ω′ = {conference, confof};
– 5x3:Ω = {sigkdd, confof, ekaw, edas, iasted} andΩ′ = {conference, confof, ekaw};

The results show higher precision, recall, and f-measure using the SubInterNM
combined with the Alin compared with the matcher alone and when combined with
LogMap (Table 1). LogMap combined with SubInterNM or alone was faster than SubIn-
terNm+Alin or Alin alone, even when the network size grew (Table 2).

The metrics (Table 1) showed a decrease in the values of the Alin and LogMap ap-
proach as the network grew. It can be explained by the lack of flexibility of the solutions
in understanding a reference alignment that contains concepts coming from different
ontologies. It occurs because when finishing the union operation, the resulting tempo-
rary ontology is composed of the union of concepts from all the ontologies together.
LogMap handled better than complexity and loosed significantly less precision than
Alin. The experiments using the matcher alone started aligning the structure after the
union to standardize the input for all approaches.

In Table 3, we ran the matcher in all possible combinations, Oi x Oj , (column
”All”) or without duplications (column ”Time”). We computed the sum of processing
time and the average of the quality metrics. Alin obtained higher quality metrics again,
while LogMap continued to be faster. Looking at the 5x5 and 5x1 cases, we observe
that Alin used significantly more time than when combined with the SubInterNM, but
delivered better quality metrics. LogMap outperformed all the options wrt processing
time and obtained similar metrics in the 5x5 case and better ones in the 5x1 case.
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Table 2. Processing Time (seg)

Experimemt subInterNM+LogMap subInterNM+Alin LogMap Alin
2x2 4.345 8.587 3.766 8.71
4x4 29.736 34.931 20.541 22.516
5x5 65.65 71.494 19.999 32.137
5x1 16.548 21.442 11.668 20.537
5x2 20.041 25.151 11.4 15.989
5x3 23.496 29.445 11.784 19.445

Examining the column ”All” (Table 3), we observe that LogMap processing times
were comparable to SubInterNM + LogMap, but the latter approach produced a result
without duplicated alignments. Alin alone had better results than SubInterNM + Alin
but used significantly more time and delivered solutions with duplications and may cost
moreO(nlogn) effort and more time. In networks with many isomorphisms, the SubIn-
terNM + Alin delivered more balanced results combining metrics and time processing.
On the other hand, classic pairwise approaches have better outcomes when the networks
had few isomorphisms.

Finally, it is possible to avoid the Cartesian product and keep processing time and
resulting metrics depending on the characteristics of the networks being aligned.

Table 3. Time (seg) and average (Precision, Recall and F-Measure) - Pairwise Individually

Exp Alin Time Alin All P R F LogMap Time LogMap All P R F
2x2 18.581 24.292 0.950 0.889 0.918 8.323 10.274 0.897 0.727 0.801
4x4 63.892 88.148 0.942 0.756 0.836 25.447 33.615 0.809 0.604 0.688
5x5 96.768 163.343 0.979 0.721 0.823 38.521 63.556 0.853 0.592 0.674
5x1 32.570 32.570 0.934 0.74 0.820 15.256 15.256 0,753 0.595 0.660
5x2 57.076 62.787 0.972 0.768 0.853 24.076 26.027 0.891 0.596 0.707
5x3 82.548 94.621 0.959 0.711 0.815 33.368 37.238 0.845 0.631 0.719

4 Limitations

When pruning the Network of Ontologies to reduce the posterior matcher computa-
tions, some entities can be missing. This may impact on how the similarity algorithms
find the alignments, which may lead to different results. The use of a dataset from the
same domain is not a real scenario, as discussed in Section 1. Yet, this enabled us to
manually verify the algebraic operations and the computed metrics, since we needed
many customized reference alignments.

Because of the many possibilities in the experiments, we needed to create some
new reference alignments based on the existing from OAEI. These were validated by
the research group but are not error-proof.
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Finally, the intrinsic characteristics of the ontologies considered in the experiment
generated sparse graphs, which may have helped the algebraic algorithms. In scenarios
with more dense ontologies (i.e., with more connections among their concepts), we
could have strongly connected graphs and, consequently, worse time processing when
using our proposed SubInterNM.

5 Future Work and Conclusion

This paper contributes by presenting a novel concept of a Network of Ontologies Matcher
approach.The proposal was implemented in a prototype to show its feasibility and con-
firm (our research question) that it is possible to align two ontology networks without
computing all the possible alignments, with viable computational effort, time and pre-
cision, recall and f-measure. As predicted, the experiment results confirmed that SubIn-
terNM computed the matching among distinct networks of ontologies more efficiently
than using the traditional pairwise approach in specific cases, due to avoiding unneces-
sary comparisons without losing information.

For future work, we aim to run experiments with larger ontologies and networks,
discover the optimal point where the SubInterNM can be used and add a strategy to
retracting/forgetting axioms/entities [10] while preserving entailment.
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Abstract. We give an overview of the OpenRefine reconciliation API, a
web protocol for tabular data matching. We suggest that such a protocol
could be useful to the ontology matching community to evaluate systems
more easily, following the success of the NIF ontology in natural language
processing. This would make it easier for linked open data practitioners
to build on the systems developed for evaluation campaigns. The OAEI
task formats suggest some changes to the protocol specifications.

Keywords: record linkage · entity matching · reconciliation service ·
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1 Introduction

Integrating data from sources which do not share common unique identifiers
often requires matching (or reconciling, merging) records which refer to the same
entities. This problem has been extensively studied and many heuristics have
been proposed to tackle it [1]. The Ontology Alignment Evaluation Initiative
runs a yearly competition on this topic, offering a variety of task formats.

The OpenRefine reconciliation API1 is a web protocol designed for this task.
While most software packages for record linkage assume that the entire data is
available locally and can be indexed and queried at will, this protocol proposes
a workflow for the case where one of the data souces to be matched is held
in an online database. By implementing such an interface, the online database
lets users match their own datasets to the identifiers it holds. The W3C Entity
Reconciliation Community Group2, has been formed to improve and promote
this protocol.

In this article, we survey the existing uses of the protocol and propose an
architecture based on it to run evaluation campaigns in ontology matching.

Copyright c© 2020 for this paper by its authors. Use permitted under Creative Com-
mons License Attribution 4.0 International (CC BY 4.0).

1 https://reconciliation-api.github.io/specs/latest/
2 https://www.w3.org/community/reconciliation/
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{
"query": "Cesaria Evora",
"type": "DifferentiatedPerson",
"properties": [

{
"pid": "dateOfBirth",
"v": "1941-08-27"

}
]

}

(a) A reconciliation query

[
{
"id": "121291081",
"name": "Évora, Cesária",
"score": 92.627655,
"match": true,
"type":[

{"id": "AuthorityResource"},
{"id": "DifferentiatedPerson"}]

},
...

]

(b) Response with candidates entities

Fig. 1: Example of a reconciliation workflow

2 Overview of the reconciliation protocol

The reconciliation API is essentially a search protocol tailored to the reconcil-
iation problem. This protocol is implemented by many servers3 and clients4.
Consider the query in Figure 1. It contains the following components:

– The name of the entity to search for;
– An optional type to which the search should be restricted. The possible types

are defined by the reconciliation service itself;
– An optional array of property values to refine the matching. The ontology is

also defined by the reconciliation service.

We can submit this query to the reconciliation endpoint https://lobid.
org/gnd/reconcile, which exposes the authority file of the German National
Library (GND). As a response, we get a list of candidates ranked by score and
a matching decision, predicting whether the entity matches the query.

The canonical client for this API is OpenRefine5 [4], a data cleaning tool
which can be used to transform raw tabular data into linked data. The tool
proposes a semi-automatic approach to reconciliation, making it possible for
the user to review the quality of the reconciliation candidates returned by the
service. To that end, the reconcilation API lets services expose auto-complete
endpoints and HTML previews for the entities they store, easing integration in
the user interface of the client.
3 A list of publicly available endpoints can be found at https://reconciliation-api.
github.io/testbench/

4 https://reconciliation-api.github.io/census/clients/
5 http://openrefine.org/
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3 Potential use in OAEI evaluation campaigns

In this section we turn our attention to the Ontology Alignment Evaluation
Initiative, whose tasks cover among others the alignment of tabular data to
knowledge bases. In these campaigns, reconciliation heuristics are evaluated on
datasets covering various topics. Participants submit their systems which are
run by evaluation platforms on test datasets, and their results are compared to
reference alignments provided by the organizers. We argue that a web-based API
such as the reconciliation API would be useful in OAEI campaigns, for multiple
reasons.

The evaluation of candidate systems in OAEI events is carried out using
various platforms. SEALS [8] is a Java-based tool to evaluate matching systems
which has been used in OAEI campaigns for about 10 years. To be compatible
with SEALS, matching systems must implement a Java interface which offers
an API for ontology alignment. Participants who want to develop their systems
in other programming languages have to write a Java wrapper around them,
in order to be compatible with the evaluator. More recently, the HOBBIT [6]
platform proposed a similar approach, where systems are submitted as Docker
images and communicate with the evaluator in a similar way. Finally, the MELT
platform [3] was proposed this year as a Java framework to develop systems com-
patible with both HOBBIT and SEALS. The newly launched SemTab challenge
has been using the AIcrowd6 platform so far. This platform does not evalu-
ate systems directly, as participants submit the alignments produced by their
systems on their own.

The complexity of this ecosystem is daunting for new participants. It also un-
likely that systems packaged for the OAEI challenges are reused as such outside
academia, for instance by an investigative journalist who would like to match
company names to records in company registers or by a linked data enthusiast
who would like to import a dataset in Wikidata.

We argue here that the communication between the evaluator and partici-
pating systems could be done via a web protocol such as the reconciliation API.
This architecture is already been used in other domains. For instance, in natural
language processing, it is used for entity linking (annotating text with men-
tions of named entities aligned to a knowledge base). The GERBIL platform [7]
evaluates systems for this task using a web API based on NIF [2], an ontol-
ogy to represent text annotation tasks. Experiments can be configured from a
web interface, letting the user choose systems, datasets and evaluation metrics.
Experiment results are then archived publicly.

The use of a web-based architecture has three main benefits. First, academics
can evaluate their entity linking system simply by submitting to GERBIL the
URL of their service. They can easily compare their systems to other services
available online. Debugging services on some input data can be done easily with

6 https://www.aicrowd.com/challenges/semtab-2020-cell-entity-annotation-cea-challenge
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a web browser.7 Second, systems can be used outside academia easily, as users
only need to interact with a simple web API without installing anything. In
turn, this use of the systems by practitioners can help source new datasets for
evaluation campaigns. For instance, the Wikidata reconciliation service serves
millions of queries each month. These queries can be logged, analyzed and turned
into new datasets which match real-world use cases closely.

4 Adapting the protocol to the OAEI tasks

The protocol specifications are actively being discussed and improved with feed-
back from users, service providers and other stakeholders. Therefore, if we iden-
tify aspects of the protocol which do not fit well with the use case sketched
above, it is possible to address them in a new version of the specifications.

In the SemTab challenge, the task is to match table cells to entities of a
knowledge graph, without any information about the relations between columns
or the domain of the dataset: these must be inferred by the service too. In
contrast, reconciliation queries already identify the role of each data field using
the service’s ontology. One could therefore wonder whether the reconciliation
protocol should be adapted not to require this information.

The anonymous reviewers have also been helpful in pointing out points that
we have then forwarded to the Community Group. For instance, in some tasks
a given cell can be matched to multiple entities8. Another useful comment was
made about the absence of multilingual support in the API,9 which had also
been brought up in a different context.

5 Conclusion

We have surveyed a range of services which conform to the reconciliation API.
The use of a web API such as the reconciliation API could well benefit academic
initiatives such as OAEI, especially for the newly-lauched challenge on alignment
of tabular data to knowledge bases [5]. Therefore, we hope to see fruitful interac-
tions between these two communities in the future. We encourage all interested
parties to join the W3C Entity Reconciliation Community Group10.
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Abstract. In this work, we present a novel approach for link discovery under
constraints pertaining to the expected recall of a link discovery task. Given a
link specification, the approach aims to find a subsumed link specification that
achieves a lower run time than the input specification while abiding by a prede-
fined constraint on the expected recall it has to achieve. Our approach, combines
downward refinement operators with monotonicity assumptions to detect such
specifications. Our results suggest that our different implementations can detect
subsumed specifications that abide by expected recall constraints efficiently, thus
leading to significantly shorter overall run times than our baseline.

1 Introduction

Sensor data is used in a plethora of modern Industry-4.0 applications such as condition
monitoring and predictive maintenance. An increasing number of such machines gen-
erate knowledge graphs in the Resource Description Framework (RDF) format. A key
step for learning axioms which generalize well is to learn them across several machines.
However, single machines generate independent data streams. Hence, time-efficient
data integration (in particular link discovery, short LD) approaches must precede the
machine learning approaches to integrate data streams from several machines. Given
that new data batches are available periodically (e.g., every 2 hours), practical applica-
tions of machine learning on RDF streams demand LD solutions which can guarantee
the completion of their computation under constraints such as time (i.e., their total run-
time for a particular integration task) or expected recall (i.e., the estimated fraction of a
given LD task they are guaranteed to complete).

In this paper, we address the problem of LD with partial recall by proposing LIGER,
the first partial-recall LD approach. Given a link specification L that is to be executed,
LIGER aims to compute a portion of the links returned by L efficiently, while achieving
a guaranteed expected recall. LIGER relies on a refinement operator, which allows the
efficient exploration of potential solutions to this problem. The main contributions of
our work are: (1) We present a downward refinement operator that allows the detection
of subsumed LSs with partial recall. (2) We use a monotonicity assumption to improve
the time efficiency of our approach. (3) We evaluate LIGER using benchmark datasets.

Copyright © 2020 for this paper by its authors. Use permitted under Creative Commons Li-
cense Attribution 4.0 International (CC BY 4.0). This work has been supported by the EU
H2020 project KnowGraphs (GA no. 860801) as well as the BMVI projects LIMBO (GA no.
19F2029C) and OPAL (GA no. 19F2028A).
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2 Linking with Guaranteed Expected Recall

A knowledge base K is a set of triples (s, p, o) ∈ (I ∪B)×I× (I ∪B∪L), where I is
the set of all Internationalized Resource Identifiers (IRIs) B is the set of all RDF blank
nodes and L is the set of all literals. Given two sets of RDF resources S and T from two
(not necessarily distinct) knowledge bases as well as a relationR, the main goal of LD is
to discover the mapping µ = {(s, t) ∈ S×T : R(s, t)}. To achieve this goal, declarative
LD frameworks rely on link specifications (LSs), which describe the conditions under
which R(s, t) can be assumed to hold for pairs (s, t) ∈ S × T . Several grammars
have been used for describing a LS in previous works [3]. In general, these grammars
assume that a LS consists of : (i) Similarity measures m (m : S × T × P2 → [0, 1]),
through which property values of resources found in the input datasets S and T can
be compared and (ii) operators op. An Atomic LS is a filter f = (m, τ), where m is a
similarity measure and τ ∈ [0, 1] is a threshold. Operators combine two LSs L1 and L2

to a more complex specification L = (f, τ, op(L1, L2)). For L = (f, τ, op(L1, L2)),
we call op the operator of L. We define the mapping [[L]] ⊆ S × T of the LS L as
the set of links that will be computed by L when applied to S × T . We denote the
size of a mapping [[L]] by |[[L]]|. We define the selectivity of a link specification L as
sel(L) = |[[L]]|/|S × T |. The aim of sel is to encode the predicted value of |[[L]]| as a
fraction of |S × T |. This is akin to the selectivity definition often used in the database
literature. A LS L′ is said to achieve a recall k w.r.t. to L if k×|[[L]]| = |[[L]]∩[[L′]]|. If
[[L′]] ⊆ [[L]], then the recall k of L′ abides by the simpler equation k×|[[L]]| = |[[L′]]|.
A specification L′ with [[L′]] ⊆ [[L]] is said to achieve an expected recall k w.r.t. to L if
k× sel(L) = sel(L′). Formally, given a specification L, the aim of partial-recall LD is
to detect a rapidly executable LS L′ v L with an expected recall of at least k ∈ [0, 1],
i.e. a LS L′ with sel([[L′]]) ≥ k × sel([[L]]), where k ∈ [0, 1] is a minimal expected
recall set by the user.

The LS L′ is subsumed by the LS L (denoted L v L′) when [[L]] ⊆ [[L′]] for any
fixed pair of sets S and T . Note that v is a quasi-ordering (i.e., reflexive and transitive)
on the set of all LS, which we denoteLS . A key observation that underlies our approach
is as follows: ∀θ, θ′ ∈ [0, 1] θ > θ′ → (m, θ) v (m, θ′). This observation can be
extended to LS as follows: (1) L1 v L′1 → (L1 t L2) v (L′1 t L2), (2) L1 v
L′1 → (L1 u L2) v (L′1 u L2), (3) L1 v L′1 → (L1\L2) v (L′1\L2), and (4)
L2 v L′2 → (L1\L′2) v (L1\L2)

We call ρ : LS → 2LS a downward refinement operator if ∀L ∈ LS : L′ ∈
ρ(L) → L′ v L, where (LS,v) is a quasi-ordered space. L′ is called a specialisation
of L. We denote L′ ∈ ρ(L) with L  ρ L′. Given L as input, the idea behind our
approach is to use a refinement operator to compute L′ v L with at least a given
expected recall k w.r.t L. We define the corresponding refinement operator over the
space (2LS ,v) as follows:

ρ(L) =





∅ if L = L∅,
L∅ if L = (m, 1),

(m,next(θ)) if L = (m, θ) ∧ θ < 1,

(ρ(L1) t L2) ∪ (L1 t ρ(L2)) if L = L1 t L2,

(ρ(L1) u L2) ∪ (L1 u ρ(L2)) if L = L1 u L2,

ρ(L1)\L2 if L = L1\L2.

(1)
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Our refinement operator ρ is finite, incomplete, proper and redundant if L, S and T
are finite. ρ being incomplete is not a restriction for our purposes given that we aim to
find Ls that run faster and thus do not want to refine the input LS L to L′ that might
make our implementation of the operator slower. Given that ρ is finite, we can generate
ρ for any chosen node completely in our implementation. ρ being redundant means that
after a refinement, we need to check whether we have already seen the newly generated
LS. Hence, we need to keep a set of seen LS. Finally, ρ being proper means that while
checking for redundancy, there is no need to compare LS with any of their parents.

3 Approach

The basic goal behind LIGER is to find the LS Λ ∈ ρ∗(L0) that achieves the lowest ex-
pected run time while (1) being subsumed by L0 and (2) achieving at least a predefined
excepted recall k ∈ [0, 1]. LIGER is based on ρ as described in Section 2.

The basic implementation of LIGER is dubbed C-RO. Our approach takes as input:
a LS L0, an oracle O which can predict the run times and selectivity of LS, the minimal
expected recall k and a refinement time constraint maxOpt. We begin by asking O to
provide the algorithm with estimations of the selectivity of L0 (selL0

). We define a
refinement tree with L0 as its root. For each refined LS, the set of refined LSs are added
as children nodes to the currently refined LS, and a leaf node is as a LS that can not be
refined any further. We assign L0 as the best subsumed LS Λ and the best run time rtΛ
with L0’s runtime estimation from O. The algorithm computes the desired selectivity
value (seldes) as a fraction of L0’s selectivity. Then, we add L0 to the set Buffer,
that serves as a buffer and includes LSs obtained by refining L0 that have not yet been
refined. All LSs that were generated through the refinement procedure as well as the
input LS L0 are stored in another buffer named Total. By keeping track of these LSs,
we avoid refining a LS more than once and address the redundancy of our refinement
operator. The refinement of L0 stops when the refinement time has exceeded maxOpt,
or if the Buffer is empty or the selectivity of Λ returned by O is equal to seldes.
At each iteration, the algorithm selects the next node for refinement as follows: first,
it retrieves the run time estimation of each LS L that belongs to Buffer using O.
Then, it selects the next LS for refinement as the LS with minimum run time estimation
(Lxt). The algorithm then checks if Lxt receives a better runtime score, and assigns Lxt
as the new value of Λ and updates rtΛ accordingly. Finally, the algorithm refines Lxt
by implementing ρ. For each subsumed LS, the algorithm checks if it already exists
in set Total, to ensure that LIGER does not explore LSs that have already been seen
before. Each remaining subsumed LS is added to Total and the algorithm proceeds in
computing its selectivity. If its selectivity is higher or equal to the desired selectivity,
the algorithm updates Buffer by adding the new LS.

One key observation pertaining to the run time of L′ ∈ ρ∗(L) is that by virtue of
L′ v L, RT (L′) ≤ RT (L) will most probably hold. By virtue of the transitivity of ≤,
L1 ∈ ρ(L) ∧ L2 ∈ ρ(L) ∧RT (L1) ≤ RT (L2)→ ∀L′ ∈ ρ∗(L1): RT (L′) ≤ RT (L2)
also holds. We call this assumption the monotonicity of run times. Since the implemen-
tation of C-RO does not take this monotonicity into consideration, we wanted to know
whether this assumption can potentially improve the run time of our approach. We then
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Table 1: Average execution times of Baseline, C-RO and RO-MA for k = 0.1 and
different values of maxOpt over 100 LS per dataset. All times are in seconds.

Abt-Buy Amazon-GP DBLP-ACM DBLP-Scholar

k
=

0
.1

maxOpt Baseline C-RO RO-MA Baseline C-RO RO-MA Baseline C-RO RO-MA Baseline C-RO RO-MA

0.1 0.66 0.52 0.52 5.71 3.91 3.82 1.08 0.25 0.25 792.81 596.53 598.44
0.2 0.66 0.55 0.54 5.71 3.81 2.89 1.08 0.26 0.26 792.81 545.22 546.01
0.4 0.66 0.45 0.44 5.71 3.04 2.91 1.08 0.26 0.25 792.81 589.72 587.87
0.8 0.66 0.55 0.53 5.71 3.27 3.15 1.08 0.28 0.26 792.81 598.54 599.03
1.6 0.66 0.54 0.51 5.71 3.47 3.18 1.08 0.33 0.28 792.81 554.82 557.06

MOVIES TOWNS VILLAGES

maxOpt Baseline C-RO RO-MA Baseline C-RO RO-MA Baseline C-RO RO-MA

0.1 4.05 1.89 1.89 44.52 31.15 31.20 123.58 15.32 15.26
0.2 4.05 1.75 1.76 44.52 32.23 32.19 123.58 15.65 15.71
0.4 4.05 1.91 1.90 44.52 34.21 34.09 123.58 14.10 14.12
0.8 4.05 1.77 1.76 44.52 34.08 34.10 123.58 14.69 14.52
1.6 4.05 1.93 1.89 44.52 34.38 34.00 123.58 15.65 15.17

implemented an extension of LIGER with the monotonicity assumption (dubbed RO-
MA). RO-MA uses a hierarchical ordering on the set of unrefined nodes. By incorpo-
rating RO-MA as a search strategy, the refinement tree is expanded using a “top-down”
approach until there are no nodes to be further explored in a particular path.

4 Evaluation

We evaluated our approach on seven datasets [4, 2]. All LS used during our experiments
were generated automatically by the unsupervised version of the genetic-programming-
based ML approach EAGLE [5] as implemented in LIMES [6]. Regarding the Oracle
O mentioned in Section 3, LIGER assumes that it can (i) approximate its run time us-
ing a linear model described in [1], and (ii) estimate its selectivity as follows: (1) For
an atomic LS, the selectivity values were computed using |[[L]]|

|S|×|T | , where |[[L]]| is the
size of the mapping returned by the LS L, |S| and |T | are the sizes of the source and
target data. To do so, we pre-computed the real selectivity of atomic LSs that were
based on a set of measures using the methodology presented in [7] for thresholds be-
tween 0.1 and 1. (2) For complex LSs, which are binary combinations of two LSs
L1 (selectivity: sel(L1)) and L2 (selectivity: sel(L2)), the run time approximation
was computed by summing up the individual run times of L1,L2. Therefore, we de-
rived the following selectivities: (I) op(L) = ∩ → sel(L) = 1

2sel(L1)sel(L2), (II)
op(L) = ∪ → sel(L) = 1

2 (1 − (1 − sel(L1))(1 − sel(L2))) and (3) op(L) = \ →
sel(L) = 1

2sel(L1)(1− sel(L2)). The results achieved with L0 were our Baseline.
We first compared the execution time of C-RO and RO-MA (see Table 1) against

the Baseline for all 7 datasets alongside with LIGER. As expected, all variations of
LIGER require less execution time than the Baseline. As a result, LIGER produces more
time-efficient LS, even when maxOpt is set to a high value. LIGER performs best on
VILLAGES for k = 0.1 and maxOpt = 0.4 s, where it can reduce the average runtime
of the 100 LSs we considered by 88%. On the smaller BDLP-ACM dataset, RO-MA
performs best and achieves a time reduction of the run time by 77.5%. Futhermore,
we studied how the strategies C-RO and RO-MA compare to each other (see Table 1).
Our average results suggest that RO-MA outperforms C-RO on average. The statistical
significance of these results is confirmed by a paired t-test on the average run time

90



LIGER – Link Discovery with Partial Recall 5

distributions (significance level = 0.95). Our intuition that the monotonicity of run times
can potentially improve the run time of our approach is supported by the results on three
out of the seven datasets (Abt-Buy, DBLP-ACM and Amazon-GP). On the remaining
four datasets, RO-MA outperforms C-RO on average. Still, when C-RO outperforms
RO-MA, the absolute differences are minute. Additionally, both subsumed LSs received
the same selectivity. Hence, when the available refinement time is limited, RO-MA
should be preferred when aiming to carry out partial-recall LD. The highest absolute
difference between C-RO and RO-MA is achieved on the DBLP-Scholar dataset,
where RO-MA is 1179.59 s faster than C-RO, while the highest relative gain of 776.28%
by C-RO against the Baseline is achieved on VILLAGES (k=10%, maxOpt = 400),
which is the largest dataset of our experiments.

Finally, we wanted to measure the loss of F-measure of a machine-learning ap-
proach when presented with the results of partial-recall LD vs. the F-measure it would
achieve using the full results. We use WOMBAT [8], which is currently the only ap-
proach for learning LSs from positive examples. Our results show that with an expected
partial recall of 50%, WOMBAT achieves at least 76.6% of the F-measure that it achieves
when presented with all the data generated by EAGLE (recall = 100%).

5 Conclusions and Future Work
We presented LIGER, the first partial-recall LD approach. We provided a formal defi-
nition of a downward refinement operator along with its characteristics,which we used
to develop an algorithm for partial-recall LD. We thus evaluated our approach on 7
datasets and showed that by using our refinement operator, we are able to detect LS
with guaranteed expected recall efficiently. Our extension of the LIGER algorithm with
a monotonicity assumption pertaining to the run time of the LS was shown to be slightly
better than the basic LIGER implementation. In future work, we will build upon LIGER
to guarantee the real selectivity and recall of our approaches with a given probability.
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Abstract. The Ontology Alignment Evaluation Initiative (OAEI) aims at com-
paring ontology matching systems on precisely defined test cases. These test
cases can be based on ontologies of different levels of complexity and use differ-
ent evaluation modalities (e.g., blind evaluation, open evaluation, or consensus).
The OAEI 2020 campaign offered 12 tracks with 36 test cases, and was attended
by 19 participants. This paper is an overall presentation of that campaign.

1 Introduction

The Ontology Alignment Evaluation Initiative1 (OAEI) is a coordinated international
initiative, which organizes the evaluation of an increasing number of ontology matching
systems [26, 28], and which has been run for seventeen years by now. The main goal of
the OAEI is to compare systems and algorithms openly and on the same basis, in order
to allow anyone to draw conclusions about the best matching strategies. Furthermore,
the ambition is that, from such evaluations, developers can improve their systems and
offer better tools that answer the evolving application needs.

Two first events were organized in 2004: (i) the Information Interpretation and In-
tegration Conference (I3CON) held at the NIST Performance Metrics for Intelligent
Systems (PerMIS) workshop and (ii) the Ontology Alignment Contest held at the Eval-
uation of Ontology-based Tools (EON) workshop of the annual International Semantic
Web Conference (ISWC) [66]. Then, a unique OAEI campaign occurred in 2005 at the
workshop on Integrating Ontologies held in conjunction with the International Con-
ference on Knowledge Capture (K-Cap) [7]. From 2006 until the present, the OAEI
campaigns were held at the Ontology Matching workshop, collocated with ISWC [5, 4,
1, 2, 11, 18, 15, 3, 24, 23, 22, 10, 25, 27], which this year took place virtually (originally
planned in Athens, Greece)2.

Since 2011, we have been using an environment for automatically processing eval-
uations (Section 2.1) which was developed within the SEALS (Semantic Evaluation At
Large Scale) project3. SEALS provided a software infrastructure for automatically ex-
ecuting evaluations and evaluation campaigns for typical semantic web tools, including
ontology matching. Since OAEI 2017, a novel evaluation environment, called HOB-
BIT (Section 2.1), was adopted for the HOBBIT Link Discovery track, and later ex-
tended to enable the evaluation of other tracks. Some tracks are run exclusively through
SEALS and others through HOBBIT, but several allow participants to choose the plat-
form they prefer. This year, the MELT framework [36] was adopted in order to facilitate
the SEALS and HOBBIT wrapping and evaluation.

This paper synthesizes the 2020 evaluation campaign and introduces the results
provided in the papers of the participants. The remainder of the paper is organized as
follows: in Section 2, we present the overall evaluation methodology; in Section 3 we
present the tracks and datasets; in Section 4 we present and discuss the results; and
finally, Section 5 discusses the lessons learned.
? Copyright © 2020 for this paper by its authors. Use permitted under Creative Commons Li-

cense Attribution 4.0 International (CC BY 4.0).
1 http://oaei.ontologymatching.org
2 http://om2020.ontologymatching.org
3 http://www.seals-project.eu
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2 Methodology

2.1 Evaluation platforms

The OAEI evaluation was carried out in one of two alternative platforms: the SEALS
client or the HOBBIT platform. Both have the goal of ensuring reproducibility and
comparability of the results across matching systems.

The SEALS client was developed in 2011. It is a Java-based command line inter-
face for ontology matching evaluation, which requires system developers to implement
a simple interface and to wrap their tools in a predefined way including all required
libraries and resources. A tutorial for tool wrapping is provided to the participants, de-
scribing how to wrap a tool and how to run a full evaluation locally.

The HOBBIT platform4 was introduced in 2017. It is a web interface for linked
data and ontology matching evaluation, which requires systems to be wrapped inside
docker containers and includes a SystemAdapter class, then being uploaded into the
HOBBIT platform [44].

Both platforms compute the standard evaluation metrics against the reference align-
ments: precision, recall and F-measure. In test cases where different evaluation modali-
ties are required, evaluation was carried out a posteriori, using the alignments produced
by the matching systems.

The MELT framework5 [36] was introduced in 2019 and is under active develop-
ment. It allows to develop, evaluate, and package matching systems for arbitrary eval-
uation interfaces like SEALS or HOBBIT. It further enables developers to use Python
in their matching systems. In terms of evaluation, MELT offers a correspondence level
analysis for multiple matching systems which can even implement different interfaces.
It is, therefore, suitable for track organisers as well as system developers.

2.2 OAEI campaign phases

As in previous years, the OAEI 2020 campaign was divided into three phases: prepara-
tory, execution, and evaluation.

In the preparatory phase, the test cases were provided to participants in an initial
assessment period between June 15th and July 15th, 2020. The goal of this phase is to
ensure that the test cases make sense to participants, and give them the opportunity to
provide feedback to organizers on the test case as well as potentially report errors. At
the end of this phase, the final test base was frozen and released.

During the ensuing execution phase, participants test and potentially develop their
matching systems to automatically match the test cases. Participants can self-evaluate
their results either by comparing their output with the reference alignments or by using
either of the evaluation platforms. They can tune their systems with respect to the non-
blind evaluation as long as they respect the rules of the OAEI. Participants were required
to register their systems and make a preliminary evaluation by July 31st. The execution
phase was terminated on October 15th, 2020, at which date participants had to submit
the (near) final versions of their systems (SEALS-wrapped and/or HOBBIT-wrapped).

4 https://project-hobbit.eu/outcomes/hobbit-platform/
5 https://github.com/dwslab/melt
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During the evaluation phase, systems were evaluated by all track organizers. In
case minor problems were found during the initial stages of this phase, they were re-
ported to the developers, who were given the opportunity to fix and resubmit their sys-
tems. Initial results were provided directly to the participants, whereas final results for
most tracks were published on the respective OAEI web pages by October 24th, 2020.

3 Tracks and test cases

This year’s OAEI campaign consisted of 12 tracks gathering 36 test cases, all of which
included OWL ontologies to align.6 They can be grouped into:

– Schema matching tracks, which have as objective matching ontology classes and/or
properties.

– Instance Matching tracks, which have as objective matching ontology instances.
– Instance and Schema Matching tracks, which involve both of the above.
– Complex Matching tracks, which have as objective finding complex correspon-

dences between ontology entities.
– Interactive tracks, which simulate user interaction to enable the benchmarking of

interactive matching algorithms.

The tracks are summarized in Table 1.

3.1 Anatomy

The anatomy track comprises a single test case consisting of matching two fragments
of biomedical ontologies which describe the human anatomy7 (3304 classes) and the
anatomy of the mouse8 (2744 classes). The evaluation is based on a manually curated
reference alignment. This dataset has been used since 2007 with some improvements
over the years [20].

Systems are evaluated with the standard parameters of precision, recall, F-measure.
Additionally, recall+ is computed by excluding trivial correspondences (i.e., correspon-
dences that have the same normalized label). Alignments are also checked for coher-
ence using the Pellet reasoner. The evaluation was carried out on a server with a 6
core CPU @ 3.46 GHz with 8GB allocated RAM, using the SEALS client. For some
system requires more RAM, the evaluation was carried out on a Windows 10 (64-bit)
desktop with an Intel Core i7-6700 CPU @ 3.40GHz x 8 with 16GB RAM allocated.
However, the evaluation parameters were computed a posteriori, after removing from
the alignments produced by the systems, correspondences expressing relations other
than equivalence, as well as trivial correspondences in the oboInOwl namespace (e.g.,
oboInOwl#Synonym = oboInOwl#Synonym). The results obtained with the SEALS
client vary in some cases by 0.5% compared to the results presented below.

6 The Biodiversity and Ecology track also included SKOS thesauri.
7 www.cancer.gov/cancertopics/cancerlibrary/terminologyresources
8 http://www.informatics.jax.org/searches/AMA_form.shtml
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Table 1. Characteristics of the OAEI tracks.

Track
Test Cases

Relations Confidence Evaluation Languages Platform
(Tasks)

Schema Matching
Anatomy 1 = [0 1] open EN SEALS

Biodiversity
4 = [0 1] open EN SEALS

& Ecology
Conference 1 (21) =, <= [0 1] open+blind EN SEALS
Disease &

2 =, <= [0 1] open+blind EN SEALS
Phenotype

Large Biomedical
6 = [0 1] open EN both

ontologies

Multifarm 2 (2445) = [0 1] open+blind

AR, CZ, CN,

SEALS
DE, EN, ES,
FR, IT, NL,

RU, PT

Instance Matching
Link Discovery 2 (9) = [0 1] open EN HOBBIT
SPIMBENCH 2 = [0 1] open+blind EN HOBBIT
Geolink Cruise 4 = [0 1] open EN SEALS

Instance and Schema Matching
Knowledge Graph 5 = [0 1] open+blind EN SEALS

Interactive Matching
Interactive 2 (22) =, <= [0 1] open EN SEALS

Complex Matching
Complex 7 =, <=, >= [0 1] open+blind EN, ES SEALS

Open evaluation is made with already published reference alignments and blind evaluation is
made by organizers, either from reference alignments unknown to the participants or manually.

3.2 Biodiversity and Ecology

The biodiversity and ecology (biodiv) track has been originally motivated by
two projects, namely GFBio9 (The German Federation for Biological Data) and
AquaDiva10, which aim at providing semantically enriched data management solutions
for data capture, annotation, indexing and search [46, 48]. This year, the third edition
of the biodiv track features the two matching tasks present in former editions, namely:
matching the Environment Ontology (ENVO) [9] to the Semantic Web for Earth and
Environment Technology Ontology (SWEET) [58], and matching the Flora Pheno-
type Ontology (FLOPO) [38] to Plant Trait Ontology (PTO) [14]. In this edition, we
partnered with the D2KAB project11 (Data to Knowledge in Agronomy and Biodiver-
sity) which develops the AgroPortal12 vocabulary and ontology repository, to include

9 www.gfbio.org
10 www.aquadiva.uni-jena.de
11 www.d2kab.org
12 agroportal.lirmm.fr
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two new matching tasks involving important thesauri (originally developed in SKOS)
in agronomy and environmental sciences: finding alignments between the AGROVOC
thesaurus [59] and the US National Agricultural Library Thesaurus (NALT)13 and be-
tween the General Multilingual Environmental Thesaurus (GEMET)14 and the Analysis
and Experimentation on Ecosystems thesaurus (ANAEETHES)[13]. These ontologies
and thesauri are particularly useful for biodiversity and ecology research and are be-
ing used in various projects. They have been developed in parallel and are significantly
overlapping. They are semantically rich and contain tens of thousands of concepts. By
providing semantic resources developed in SKOS, our objective is also to encourage the
ontology alignment community to develop tools that can natively handle SKOS which
is an important standard to encode terminologies (particularly thesauri and taxonomies)
and for which alignment is also very important.

Table 2 presents detailed information about the ontologies and thesauri used in the
evaluation, such as the ontology format, version, number of classes as well as the num-
ber of instances15.

Table 2. Version, format and number of classes of the Biodiversity and Ecology track ontologies
and thesauri.

Ontology/Thesaurus Format Version Classes Instances

ENVO OWL 2020-03-08 9053 -
SWEET OWL 2019-10-12 4533 -
FLOPO OWL 2016-06-03 28965 -

PTO OWL 2017-09-11 1504 -
AGROVOC SKOS 2020-10-02 46 706803

NALT SKOS 2020-28-01 2 74158
GEMET SKOS 2020-13-02 7 5907

ANAEETHES SKOS 2017-22-03 2 3323

For the ontologies ENVO, SWEET, FLOPO and PTO, we created the reference
alignments for the tasks following the same procedure as in former editions. Reference
files were produced using a hybrid approach consisting of (1) a consensus alignment
based on matching systems output, then (2) manually validating a subset of unique map-
pings produced by each system (and adding them to the consensus if considered cor-
rect), and finally (3) adding a set of manually generated correspondences. The matching
systems used to generate the consensus alignments were those participating to this track
in 2018 [4], namely: AML, Lily, the LogMap family, POMAP and XMAP.

13 agclass.nal.usda.gov
14 www.eionet.europa.eu/gemet
15 Note that SKOS thesauri conceptualize by means of instances of skos:Concept and not
owl:Class. Still, the biodiv track is different from instance matching tracks, as in both
cases concepts or classes are used to define the structure (or schema) of a semantic resource.
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For the thesauri AGROVOC, NALT, GEMET and ANEETHES, we created the ref-
erence alignments using the Ontology Mapping Harvesting Tool (OMHT).16 OMHT
was developed as a standalone Java program that works with one semantic resource file
pulled out from AgroPortal or BioPortal17. OMHT automatically extracts all declared
mappings by developers inside an ontology or a thesauri source files. We used for the
reference alignments only the mappings with a skos:exactMatch property.

The evaluation was carried out on a Windows 10 (64-bit) desktop with an Intel Core
i7-4770 CPU @ 3.40GHz x 4 with 16 GB RAM allocated, using the SEALS client.
Systems were evaluated using the standard metrics.

3.3 Conference

The conference track features a single test case that is a suite of 21 matching tasks corre-
sponding to the pairwise combination of 7 moderately expressive ontologies describing
the domain of organizing conferences. The dataset and its usage are described in [70].

The track uses several reference alignments for evaluation: the old (and not fully
complete) manually curated open reference alignment, ra1; an extended, also manu-
ally curated version of this alignment, ra2; a version of the latter corrected to resolve
violations of conservativity, rar2; and an uncertain version of ra1 produced through
crowd-sourcing, where the score of each correspondence is the fraction of people in
the evaluation group that agree with the correspondence. The latter reference was used
in two evaluation modalities: discrete and continuous evaluation. In the former, corre-
spondences in the uncertain reference alignment with a score of at least 0.5 are treated
as correct whereas those with lower score are treated as incorrect, and standard evalu-
ation parameters are used to evaluated systems. In the latter, weighted precision, recall
and F-measure values are computed by taking into consideration the actual scores of
the uncertain reference, as well as the scores generated by the matching system. For the
sharp reference alignments (ra1, ra2 and rar2), the evaluation is based on the standard
parameters, as well the F0.5-measure and F2-measure and on conservativity and consis-
tency violations. Whereas F1 is the harmonic mean of precision and recall where both
receive equal weight, F2 gives higher weight to recall than precision and F0.5 gives
higher weight to precision higher than recall. The track also includes an analysis of
False Positives.

Two baseline matchers are used to benchmark the systems: edna string edit distance
matcher; and StringEquiv string equivalence matcher as in the anatomy test case.

The evaluation was carried out on a Windows 10 (64-bit) desktop with an Intel
Core i7–8550U (1,8 GHz, TB 4 GHz) x 4 with 16 GB RAM allocated using the SEALS
client. Systems were evaluated using the standard metrics.

3.4 Disease and Phenotype

The Disease and Phenotype is organized by the Pistoia Alliance Ontologies Mapping
project team18. It comprises 2 test cases that involve 4 biomedical ontologies cov-
16 https://github.com/agroportal/ontology_mapping_harvester
17 https://bioportal.bioontology.org
18 http://www.pistoiaalliance.org/projects/ontologies-mapping/
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ering the disease and phenotype domains: Human Phenotype Ontology (HP) versus
Mammalian Phenotype Ontology (MP) and Human Disease Ontology (DOID) versus
Orphanet and Rare Diseases Ontology (ORDO). Currently, correspondences between
these ontologies are mostly curated by bioinformatics and disease experts who would
benefit from automation of their workflows supported by implementation of ontol-
ogy matching algorithms. More details about the Pistoia Alliance Ontologies Mapping
project and the OAEI evaluation are available in [31]. Table 3 summarizes the versions
of the ontologies used in OAEI 2020.

Table 3. Disease and Phenotype ontology versions and sources.

Ontology Version Source
HP 2017-06-30 OBO Foundry
MP 2017-06-29 OBO Foundry

DOID 2017-06-13 OBO Foundry
ORDO v2.4 ORPHADATA

The reference alignments used in this track are silver standard consensus align-
ments automatically built by merging/voting the outputs of the participating systems
in the OAEI campaigns 2016-2020 (with vote=3). Note that systems participating with
different variants and in different years only contributed once in the voting, that is, the
voting was done by family of systems/variants rather than by individual systems. The
HP-MP silver standard thus contains 2,504 correspondences, whereas the DOID-ORDO
one contains 3,909 correspondences.

Systems were evaluated using the standard parameters as well as the (approximate)
number of unsatisfiable classes computed using the OWL 2 EL reasoner ELK [47]. The
evaluation was carried out in a Ubuntu 18 Laptop with an Intel Core i5-6300HQ CPU
@ 2.30GHz x 4 and allocating 15 Gb of RAM.

3.5 Large Biomedical Ontologies

The large biomedical ontologies (largebio) track aims at finding alignments between
the large and semantically rich biomedical ontologies FMA, SNOMED-CT, and NCI,
which contain 78,989, 306,591 and 66,724 classes, respectively. The track consists of
six test cases corresponding to three matching problems (FMA-NCI, FMA-SNOMED
and SNOMED-NCI) in two modalities: small overlapping fragments and whole ontolo-
gies (FMA and NCI) or large fragments (SNOMED-CT).

The reference alignments used in this track are derived directly from the UMLS
Metathesaurus [8] as detailed in [42], then automatically repaired to ensure logical
coherence. However, rather than use a standard repair procedure of removing prob-
lem causing correspondences, we set the relation of such correspondences to “?” (un-
known). These “?” correspondences are neither considered positive nor negative when
evaluating matching systems, but are simply ignored. This way, systems that do not per-
form alignment repair are not penalized for finding correspondences that (despite caus-
ing incoherences) may or may not be correct, and systems that do perform alignment
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repair are not penalized for removing such correspondences. To avoid any bias, corre-
spondences were considered problem causing if they were selected for removal by any
of the three established repair algorithms: Alcomo [52], LogMap [41], or AML [60].
The reference alignments are summarized in Table 4.

Table 4. Number of correspondences in the reference alignments of the large biomedical ontolo-
gies tasks.

Reference alignment “=” corresp. “?” corresp.

FMA-NCI 2,686 338
FMA-SNOMED 6,026 2,982
SNOMED-NCI 17,210 1,634

The evaluation was carried out in a Ubuntu 18 Laptop with an Intel Core i5-6300HQ
CPU @ 2.30GHz x 4 and allocating 15 Gb of RAM. Evaluation was based on the
standard parameters (modified to account for the “?” relations) as well as the number
of unsatisfiable classes and the ratio of unsatisfiable classes with respect to the size of
the union of the input ontologies. Unsatisfiable classes were computed using the OWL
2 reasoner HermiT [54], or, in the cases in which HermiT could not cope with the
input ontologies and the alignments (in less than 2 hours) a lower bound on the number
of unsatisfiable classes (indicated by ≥) was computed using the OWL2 EL reasoner
ELK [47].

3.6 Multifarm

The multifarm track [53] aims at evaluating the ability of matching systems to deal with
ontologies in different natural languages. This dataset results from the translation of 7
ontologies from the conference track (cmt, conference, confOf, iasted, sigkdd, ekaw and
edas) into 10 languages: Arabic (ar), Chinese (cn), Czech (cz), Dutch (nl), French (fr),
German (de), Italian (it), Portuguese (pt), Russian (ru), and Spanish (es). The dataset
is composed of 55 pairs of languages, with 49 matching tasks for each of them, taking
into account the alignment direction (e.g. cmten →edasde and cmtde →edasen are dis-
tinct matching tasks). While part of the dataset is openly available, all matching tasks
involving the edas and ekaw ontologies (resulting in 55 × 24 matching tasks) are used
for blind evaluation.

We consider two test cases: i) those tasks where two different ontologies
(cmt→edas, for instance) have been translated into two different languages; and ii)
those tasks where the same ontology (cmt→cmt) has been translated into two differ-
ent languages. For the tasks of type ii), good results are not only related to the use of
specific techniques for dealing with cross-lingual ontologies, but also on the ability to
exploit the identical structure of the ontologies.

The reference alignments used in this track derive directly from the manually cu-
rated Conference ra1 reference alignments. The systems have been executed on a
Ubuntu Linux machine configured with 8GB of RAM running under a Intel Core CPU
2.00GHz x4 processors, using the SEALS client.
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3.7 Link Discovery

The Link Discovery track features two test cases, Linking and Spatial, that deal with
link discovery for spatial data represented as trajectories i.e., sequences of longi-
tude, latitude pairs. The track is based on two datasets generated from TomTom19 and
Spaten [17].

The Linking test case aims at testing the performance of instance matching tools
that implement mostly string-based approaches for identifying matching entities. It
can be used not only by instance matching tools, but also by SPARQL engines that
deal with query answering over geospatial data. The test case was based on SPIM-
BENCH [62], but since the ontologies used to represent trajectories are fairly simple
and do not consider complex RDF or OWL schema constructs already supported by
SPIMBENCH, only a subset of the transformations implemented by SPIMBENCH was
used. The transformations implemented in the test case were (i) string-based with differ-
ent (a) levels, (b) types of spatial object representations and (c) types of date representa-
tions, and (ii) schema-based, i.e., addition and deletion of ontology (schema) properties.
These transformations were implemented in the TomTom dataset. In a nutshell, instance
matching systems are expected to determine whether two traces with their points anno-
tated with place names designate the same trajectory. In order to evaluate the systems
a ground truth was built that contains the set of expected links where an instance s1 in
the source dataset is associated with an instance t1 in the target dataset that has been
generated as a modified description of s1.

The Spatial test case aims at testing the performance of systems that deal with
topological relations proposed in the state of the art DE-9IM (Dimensionally Extended
nine-Intersection Model) model [65]. The benchmark generator behind this test case
implements all topological relations of DE-9IM between trajectories in the two dimen-
sional space. To the best of our knowledge such a generic benchmark, that takes as
input trajectories and checks the performance of linking systems for spatial data does
not exist. The focus for the design was (a) on the correct implementation of all the topo-
logical relations of the DE-9IM topological model and (b) on producing datasets large
enough to stress the systems under test. The supported relations are: Equals, Disjoint,
Touches, Contains/Within, Covers/CoveredBy, Intersects, Crosses, Overlaps. The test
case comprises tasks for all the DE-9IM relations and for LineString/LineString and
LineString/Polygon cases, for both TomTom and Spaten datasets, ranging from 200 to
2K instances. We did not exceed 64 KB per instance due to a limitation of the Silk
system20, in order to enable a fair comparison of the systems participating in this track.

The evaluation for both test cases was carried out using the HOBBIT platform.

3.8 SPIMBENCH

The SPIMBENCH track consists of matching instances that are found to refer to the
same real-world entity corresponding to a creative work (that can be a news item,

19 https://www.tomtom.com/en_gr/
20 https://github.com/silk-framework/silk/issues/57
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blog post or programme). The datasets were generated and transformed using SPIM-
BENCH [62] by altering a set of original linked data through value-based, structure-
based, and semantics-aware transformations (simple combination of transformations).
They share almost the same ontology (with some differences in property level, due
to the structure-based transformations), which describes instances using 22 classes, 31
data properties, and 85 object properties. Participants are requested to produce a set of
correspondences between the pairs of matching instances from the source and target
datasets that are found to refer to the same real-world entity. An instance in the source
dataset can have none or one matching counterpart in the target dataset. The SPIM-
BENCH task uses two sets of datasets21 with different scales (i.e., number of instances
to match):

– Sandbox (380 INSTANCES, 10000 TRIPLES). It contains two datasets called
source (Tbox1) and target (Tbox2) as well as the set of expected correspondences
(i.e., reference alignment).

– Mainbox (1800 CWs, 50000 TRIPLES). It contains two datasets called source
(Tbox1) and target (Tbox2). This test case is blind, meaning that the reference
alignment is not given to the participants.

In both cases, the goal is to discover the correspondences among the instances in the
source dataset (Tbox1) and the instances in the target dataset (Tbox2).

The evaluation was carried out using the HOBBIT platform.

3.9 Geolink Cruise

The Geolink Cruise track consists of matching instances from different ontologies de-
scribing the same cruise in the real-world. The datasets are collected from the Geolink
project,22 which was funded under the U.S. National Science Foundation’s EarthCube
initiative. The datasets and alignments are guaranteed to contain real-world use cases to
solve the instance matching problem in practice. In the GeoLink Cruise dataset, there
are two ontologies which are GeoLink Base Ontology (gbo) and GeoLink Modular
Ontology (gmo). The data providers from different organizations populate their own
data into these two ontologies. In this track, we utilize instances from two different
data providers, Biological and Chemical Oceanography Data Management Office (bco-

21 Although the files are called Tbox1 and Tbox2, they actually contain a Tbox and an Abox.
22 https://www.geolink.org/

Table 5. The Statistics of the Ontologies in the Geolink Cruise.

Ontology #Class #Object Property #Data Property #Individual #Triple

gbo bco-dmo 40 149 49 1061 13055
gbo r2r 40 149 49 5320 27992

gmo bco-dmo 79 79 37 1052 16303
gmo r2r 79 79 37 2025 24798
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dmo)23 and Rolling Deck to Repository (r2r)24 and populate all the triples related to
Cruise into two ontologies. There are 491 Cruise pairs between these two datasets that
are labelled by domain experts as equivalent. Some statistic information of the ontolo-
gies are listed in the Table 5. More details of this benchmark can be found in the paper
[6].

3.10 Knowledge Graph

The Knowledge Graph track was run for the third year. The task of the track is to match
pairs of knowledge graphs, whose schema and instances have to be matched simultane-
ously. The individual knowledge graphs are created by running the DBpedia extraction
framework on eight different Wikis from the Fandom Wiki hosting platform25 in the
course of the DBkWik project [34, 33]. They cover different topics (movies, games,
comics and books) and three Knowledge Graph clusters sharing the same domain e.g.
star trek, as shown in Table 6.

Table 6. Characteristics of the Knowledge Graphs in the Knowledge Graph track, and the sources
they were created from.

Source Hub Topic #Instances #Properties #Classes
Star Wars Wiki Movies Entertainment 145,033 700 269
The Old Republic Wiki Games Gaming 4,180 368 101
Star Wars Galaxies Wiki Games Gaming 9,634 148 67
Marvel Database Comics Comics 210,996 139 186
Marvel Cinematic Universe Movies Entertainment 17,187 147 55
Memory Alpha TV Entertainment 45,828 325 181
Star Trek Expanded Universe TV Entertainment 13,426 202 283
Memory Beta Books Entertainment 51,323 423 240

The evaluation is based on reference correspondences at both schema and instance
levels. While the schema level correspondences were created by experts, the instance
correspondences were extracted from the wiki page itself. Due to the fact that not all
inter wiki links on a page represent the same concept a few restrictions were made: 1)
only links in sections with a header containing “link” are used, 2) all links are removed
where the source page links to more than one concept in another wiki (ensures the
alignments are functional), 3) multiple links which point to the same concept are also
removed (ensures injectivity), 4) links to disambiguation pages were manually checked
and corrected. Since we do not have a correspondence for each instance, class, and
property in the graphs, this gold standard is only a partial gold standard.

The evaluation was executed on a virtual machine (VM) with 32GB of RAM and
16 vCPUs (2.4 GHz), with Debian 9 operating system and Openjdk version 1.8.0 265,

23 https://www.bco-dmo.org/
24 https://www.rvdata.us/
25 https://www.wikia.com/
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using the SEALS client (version 7.0.5). The -o option in SEALS is used to provide
the two knowledge graphs which should be matched. This decreases runtime because
the matching system can load the input from local files rather than downloading it from
HTTP URLs. We could not use the ”-x” option of SEALS because the evaluation routine
needed to be changed for two reasons: first, to differentiate between results for class,
property, and instance correspondences, and second, to deal with the partial nature of
the gold standard.

The alignments were evaluated based on precision, recall, and f-measure for classes,
properties, and instances (each in isolation). The partial gold standard contained 1:1
correspondences and we further assume that in each knowledge graph, only one rep-
resentation of the concept exists. This means that if we have a correspondence in our
gold standard, we count a correspondence to a different concept as a false positive. The
count of false negatives is only increased if we have a 1:1 correspondence and it is not
found by a matcher. The whole source code for generating the evaluation results is also
available.26

Additionally we run the matchers on three hidden test cases where the source wikis
are: Marvel Cinematic Universe, Memory Alpha, and Star Wars Wiki. The target wiki is
for all test cases the same. It is the lyrics wiki with 1,062,920 instances, 270 properties
and 67 classes. The goal is to explore how the matchers behave on matching mostly
unrelated knowledge graphs.

As a baseline, we employed two simple string matching approaches. The source
code for these matchers is publicly available.27

3.11 Interactive Matching

The interactive matching track aims to assess the performance of semi-automated
matching systems by simulating user interaction [56, 19, 50]. The evaluation thus fo-
cuses on how interaction with the user improves the matching results. Currently, this
track does not evaluate the user experience or the user interfaces of the systems [39,
19].

The interactive matching track is based on the datasets from the Anatomy and Con-
ference tracks, which have been previously described. It relies on the SEALS client’s
Oracle class to simulate user interactions. An interactive matching system can present
a collection of correspondences simultaneously to the oracle, which will tell the system
whether that correspondence is correct or not. If a system presents up to three corre-
spondences together and each correspondence presented has a mapped entity (i.e., class
or property) in common with at least one other correspondence presented, the oracle
counts this as a single interaction, under the rationale that this corresponds to a sce-
nario where a user is asked to choose between conflicting candidate correspondences.
To simulate the possibility of user errors, the oracle can be set to reply with a given
error probability (randomly, from a uniform distribution). We evaluated systems with
four different error rates: 0.0 (perfect user), 0.1, 0.2, and 0.3.
26 http://oaei.ontologymatching.org/2020/results/knowledgegraph/
matching-eval-trackspecific.zip

27 http://oaei.ontologymatching.org/2019/results/knowledgegraph/
kgBaselineMatchers.zip
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In addition to the standard evaluation parameters, we also compute the number of
requests made by the system, the total number of distinct correspondences asked, the
number of positive and negative answers from the oracle, the performance of the system
according to the oracle (to assess the impact of the oracle errors on the system) and
finally, the performance of the oracle itself (to assess how erroneous it was).

The evaluation was carried out on a server with 3.46 GHz (6 cores) and 8GB RAM
allocated to the matching systems. For systems requiring more RAM, the evaluation
was carried out on a Windows 10 (64-bit) desktop with an Intel Core i7-6700 CPU
@ 3.40GHz x 8 with 16GB RAM allocated. Each system was run ten times and the
final result of a system for each error rate represents the average of these runs. For
the Conference dataset with the ra1 alignment, precision and recall correspond to the
micro-average over all ontology pairs, whereas the number of interactions is the total
number of interactions for all the pairs.

3.12 Complex Matching

The complex matching track is meant to evaluate the matchers based on their abil-
ity to generate complex alignments. A complex alignment is composed of com-
plex correspondences typically involving more than two ontology entities, such as
o1:AcceptedPaper ≡ o2:Paper u o2:hasDecision.o2:Acceptance. In addition to last
year’s datasets [69], two new datasets have been added: Populated Geolink and Pop-
ulated Enslaved.

The complex conference dataset is composed of three ontologies: cmt, conference
and ekaw from the conference dataset. The reference alignment was created as a con-
sensus between experts. In the evaluation process, the matchers can take the simple
reference alignment ra1 as input. The precision and recall measures are manually cal-
culated over the complex equivalence correspondences only.

The populated complex conference is a populated version of the Conference
dataset. 5 ontologies have been populated with more or less common instances result-
ing in 6 datasets (6 versions on the seals repository: v0, v20, v40, v60, v80 and v100).
The alignments were evaluated based on Competency Questions for Alignment, i.e.,
basic queries that the alignment should be able to cover [67]. The queries are automati-
cally rewritten using 2 systems: that from [68] which covers (1:n) correspondences with
EDOAL expressions; and a system which compares the answers (sets of instances or
sets of pairs of instances) of the source query and the source member of the correspon-
dences and which outputs the target member if both sets are identical. The best rewritten
query scores are kept. A precision score is given by comparing the instances described
by the source and target members of the correspondences.

The Hydrography dataset consists of matching four different source ontologies
(hydro3, hydrOntology-translated, hydrOntology-native, and cree) to a single target on-
tology (SWO) [12]. The evaluation process is based on three subtasks: given an entity
from the source ontology, identify all related entities in the source and target ontology;
given an entity in the source ontology and the set of related entities, identify the logical
relation that holds between them; identify the full complex correspondences. The three
subtasks were evaluated based on relaxed precision and recall [21].
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The GeoLink dataset derives from the homonymous project, funded under the U.S.
National Science Foundation’s EarthCube initiative. It is composed of two ontologies:
the GeoLink Base Ontology (GBO) and the GeoLink Modular Ontology (GMO). The
GeoLink project is a real-world use case of ontologies. The alignment between the two
ontologies was developed in consultation with domain experts from several geoscience
research institutions. More detailed information on this benchmark can be found in [72].
Evaluation was done in the same way as with the Hydrography dataset. The evaluation
platform was a MacBook Pro with a 2.5 GHz Intel Core i7 processor and 16 GB of
1600 MHz DDR3 RAM running mac OS Catalina version 10.15.6.

The Populated GeoLink dataset is designed to allow alignment systems that rely on
the instance data to participate over the Geolink benchmark. The instance data are from
real-worlds and collected from seven data repositories in the Geolink project. More
detailed information on this benchmark can be found in [73]. Evaluation was done in the
same way as with the Hydrography dataset. The evaluation platform was a MacBook
Pro with a 2.5 GHz Intel Core i7 processor and 16 GB of 1600 MHz DDR3 RAM
running mac OS Catalina version 10.15.6.

The Populated Enslaved dataset was derived from the ongoing project entitled
“Enslaved: People of the Historical Slave Trade28 and funded by The Andrew W. Mel-
lon Foundation where the focus is on tracking the movements and details of peoples
in the historical slave trade. It is composed of the Enslaved ontology and the Enslaved
Wikibase repository along with the populated instance data. To the best of our knowl-
edge, it is the first attempt to align a modular ontology to the Wikibase repository. More
detailed information on this benchmark can be found in [71]. Evaluation was done in
the same way as with the Hydrography dataset. The evaluation platform was a Mac-
Book Pro with a 2.5 GHz Intel Core i7 processor and 16 GB of 1600 MHz DDR3 RAM
running mac OS Catalina version 10.15.6.

The Taxon dataset is composed of four knowledge bases containing knowledge
about plant taxonomy: AgronomicTaxon, AGROVOC, TAXREF-LD and DBpedia. The
evaluation is two-fold: first, the precision of the output alignment is manually assessed;
then, a set of source queries are rewritten using the output alignment. The rewritten tar-
get query is then manually classified as correct or incorrect. A source query is consid-
ered successfully rewritten if at least one of the target queries is semantically equivalent
to it. The proportion of source queries successfully rewritten is then calculated (QWR
in the results table). The evaluation over this dataset is open to all matching systems
(simple or complex) but some queries can not be rewritten without complex correspon-
dences. The evaluation was performed with an Ubuntu 16.04 machine configured with
16GB of RAM running under a i7-4790K CPU 4.00GHz x 8 processors.

4 Results and Discussion

4.1 Participation

Following an initial period of growth, the number of OAEI participants has remained
approximately constant since 2012, which is slightly over 20. This year we count with

28 https://enslaved.org/
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19 participating systems. Table 7 lists the participants and the tracks in which they
competed. Some matching systems participated with different variants (AML, LogMap)
whereas others were evaluated with different configurations, as requested by developers
(see test case sections for details).

Table 7. Participants and the status of their submissions.
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Confidence X X X X X X X X X X X X X X X X 16

anatomy    # #   # #      # # # #  11
conference    # #   # #   #  # # # #   10
multifarm # #  # # # # # # G#  #  # # # #   6

complex # # #   # #  # # # # # # # # # # # 3
interactive  #  # # # # # # #  # # # # # # # # 3

largebio # G#  # #  G# # # #    # # # # #  8
phenotype #   # #  # # # #    # # # # #  7

biodiv # G#  # #  # # # #    # # # # # G# 7
spimbench # #  # # # # #    # # # #  # # # 5

link discovery # #  # # # # # # # # # # #  #  # # 3
geolink cruise # # # # # # # # # # # # # # # # # # # 0

knowledge graph #   # #   # # #   G# # # # # #  8

total 3 6 10 1 1 6 4 1 1 4 9 5 7 1 1 1 1 2 7 71

Confidence pertains to the confidence scores returned by the system, with X indicating that they
are non-boolean; # indicates that the system did not participate in the track;  indicates that it
participated fully in the track; andG# indicates that it participated in or completed only part of the
tasks of the track.

A number of participating systems use external sources of background knowledge,
which are especially critical in matching ontologies in the biomedical domain. LogMap-
Bio uses BioPortal as mediating ontology provider, that is, it retrieves from BioPortal
the most suitable top-10 ontologies for each matching task. LogMap uses normaliza-
tions and spelling variants from the general (biomedical) purpose SPECIALIST Lexi-
con. AML has three sources of background knowledge which can be used as mediators
between the input ontologies: the Uber Anatomy Ontology (Uberon), the Human Dis-
ease Ontology (DOID) and the Medical Subject Headings (MeSH). XMAP and Lily
use a dictionary of synonyms (pre)extracted from the UMLS Metathesaurus. In addi-
tion Lily also uses a dictionary of synonyms (pre)extracted from BioPortal.

4.2 Anatomy

The results for the Anatomy track are shown in Table 8. Of the 11 systems participating
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Table 8. Anatomy results, ordered by F-measure. Runtime is measured in seconds; “size” is the
number of correspondences in the generated alignment.

System Runtime Size Precision F-measure Recall Recall+ Coherent

AML 29 1471 0.956 0.941 0.927 0.81
√

Lily 706 1517 0.901 0.901 0.902 0.747 -
LogMapBio 1005 1544 0.885 0.893 0.902 0.74

√
LogMap 7 1397 0.918 0.88 0.846 0.593

√
Wiktionary 65 1194 0.956 0.842 0.753 0.346 -
ALIN 1182 1107 0.986 0.832 0.72 0.382

√
LogMapLite 2 1147 0.962 0.828 0.728 0.288 -
ATBox 192 1030 0.987 0.799 0.671 0.129 -
ALOD2Vec 236 1403 0.83 0.798 0.768 0.386 -
OntoConnect 248 1012 0.996 0.797 0.665 0.136 -
StringEquiv - 946 0.997 0.766 0.622 0.000 -
DESKMatcher 391 2002 0.472 0.537 0.623 0.023 -

in the Anatomy track, 10 achieved an F-measure higher than the StringEquiv baseline.
Three systems were first time participants (ATBox, OntoConnect, and DESKMatcher).
Long-term participating systems showed few changes in comparison with previous
years with respect to alignment quality (precision, recall, F-measure, and recall+), size
and run time. The exceptions were ALIN which increased in precision (from 0.974
to 0.986), recall (from 0.698 to 0.72), recall+ (from 0.365 to 0.382), F-measure (from
0.813 to 0.832), and size (from 1086 to 1107), and Lily that increased in precision (from
0.873 to 0.901), recall (from 0.796 to 0.902), recall+ (from 0.52 to 0.747), F-measure
(from 0.833 to 0.901), and size (from 1381 to 1517). In terms of run time, 4 out of 11
systems computed an alignment in less than 100 seconds, a ratio which is similar to
2019 (5 out of 12). LogMapLite remains the system with the shortest runtime. Regard-
ing quality, AML remains the system with the highest F-measure (0.941) and recall+
(0.81), but 3 other systems obtained an F-measure above 0.88 (Lily, LogMapBio, and
LogMap) which is at least as good as the best systems in OAEI 2007-2010. Like in
previous years, there is no significant correlation between the quality of the generated
alignment and the run time. Four systems produced coherent alignments.

4.3 Biodiversity and Ecology

Four systems participating this year did participate to this track last year as well: AML
and the LogMap family systems (LogMap, LogMapBio and LogMapLT). Three are
new participants: ATBox, ALOD2Vec and Wiktionary. The newcomer ATBox did not
register explicitly to the track but could cope with at least one task so we did include
its results. As in the previous edition, we used precision, recall and F-measure to eval-
uate the performance of the participating systems. The results for the Biodiversity and
Ecology track are shown in Table 9.

In comparison to previous years, we observed a decrease in the number of systems
that succeeded to generate alignments for the ENVO-SWEET and FLOPO-PTO tasks.
Basically, except of AML and the LogMap variants, only ATBox could cope with the
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tasks with fair results. ALOD2Vec and Wiktionary generated a similar, huge set of non
meaningful mappings with a very low F-measure as shown in Table 9.

Table 9. Results for the Biodiversity & Ecology track.

System Time (s) Number of Number of Precision Recall F-measure
mappings unique mappings

FLOPO-PTO task
LogMap 25.30 235 0 0.817 0.787 0.802
LogMapBio 450.71 236 1 0.814 0.787 0.800
AML 53.74 510 54 0.766 0.820 0.792
LogMapLt 17.02 151 0 0.987 0.611 0.755
ATBox 24.78 148 5 0.946 0.574 0.714
Wiktionary 1935 121.632 0 0.001 0.619 0.002
ALOD2Vec 246.37 121.633 1 0.001 0.619 0.002

ENVO-SWEET task
AML 38.83 940 229 0.810 0.927 0.865
LogMapLt 32.70 617 41 0.904 0.680 0.776
ATBox 13.63 544 45 0.871 0.577 0.694
LogMap 35.15 440 0 0.964 0.516 0.672
LogMapBio 50.25 432 1 0.961 0.505 0.662

ANAEETHES-GEMET task
LogMapBio 1243.15 397 0 0.924 0.876 0.899
LogMap 17.30 396 0 0.924 0.874 0.898
AML 4.17 328 24 0.976 0.764 0.857
LogMapLt 10.31 151 8 0.940 0.339 0.498

AGROVOC-NALT task
AML 139.50 17.748 17.748 0.955 0.835 0.890

The results of the participating systems have slightly increased in terms of F-
measure for both first two tasks compared to last year. In terms of run time, Wiktionary,
ALOD2Vec and LogMapBio took the longer time, for the latter due to the loading of
mediating ontologies from BioPortal.

For the FLOPO-PTO task, LogMap and LogMapBio achieved the highest F-
measure. AML generated a large number of mappings (significantly bigger than the
size of the reference alignment), those alignments were mostly subsumption ones. In
order to evaluate the precision in a more significant manner, we had to calculate an
approximation by manually assessing a subset of around 100 mappings, that were not
present in the reference alignment. LogMapLt and ATBox achieved a high precision
but the lowest recall.

Regarding the ENVO-SWEET task, AML ranked first in terms of F-measure, fol-
lowed by LogMapLt and ATBox. The systems with the highest precision (LogMap and
LogMapBio) achieve the lowest recall. Again here, AML generated a bigger set with
a high number of subsumption mappings, it still achieved the best F-Measure for the
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task. It is worth nothing that due the specific structure of the SWEET ontology, a lot of
the false positives come from homonyms [45].

The ANAEETHES-GEMET and AGROVOC-NALT matching tasks have been in-
troduced to the track this year, with the particularity of being resources developed in
SKOS. Only AML could handle the files in their original format. LogMap and its vari-
ants could generate mappings for ANAEETHES-GEMET, based on ontology files after
being transformed automatically into OWL. For the transformation, we made use of
a source code29 that was directly derived from AML ontology parsing module, kindly
provided to us by its developers. LogMap and LogMapBio achieve the best results with
LogMap processing the task in a shorter time. LogMapBio took a much longer time due
to downloading 10 mediating ontologies from BioPortal, still the gain is not significant
in terms of performance. The AGROVOC-NALT task has been managed only by AML.
All other systems failed in generating mappings on both the SKOS and OWL versions
of the thesauri. AML achieves good results and a very high precicion. It generated a
higher number of mappings (around 1000 more) than the curated reference alignment.
We performed a manual assessment of a subset of those mappings to reevaluate the
precision and F-measure.

Overall, in this third evaluation, the results obtained from participating systems for
the two tasks ENVO-SWEET and FLOPO-PTO remained similar with a slight increase
in terms of F-measure compared to last year. The results of the two new tracks demon-
strate systems (beside AML) are not ready to handle SKOS. Sometimes automatically
transforming to OWL helps to avoid the issue, sometimes not. The number of mappings
in the AGROVOC-NALT track is really a challenge and AML does not loose in perfor-
mance which demonstrates that besides being the more tolerant tool in terms of format,
it also scales up to large size thesauri.

4.4 Conference

The conference evaluation results using the sharp reference alignment rar2 are shown
in Table 10. For the sake of brevity, only results with this reference alignment and
considering both classes and properties are shown. For more detailed evaluation results,
please check conference track’s web page.

With regard to two baselines we can group tools according to system’s position:
eight matching systems outperformed both baselines (ALIN, AML, ALOD2Vec, AT-
Box, LogMap, LogMapLt, VeeAlign and Wiktionary); two performed worse than both
baselines (DESKMatcher and Lily). Three matchers (ALIN and Lily) do not match
properties at all. Naturally, this has a negative effect on their overall performance.

The performance of all matching systems regarding their precision, recall and F1-
measure is plotted in Figure 1. Systems are represented as squares or triangles, whereas
the baselines are represented as circles.

With respect to logical coherence [63, 64], as the last year, only three tools (ALIN,
AML and LogMap) have no consistency principle violation.

As the last year we performed analysis of the False Positives, i.e. correspondences
discovered by the tools which were evaluated as incorrect. The list of the False Positives

29 http://oaei.ontologymatching.org/2020/biodiv/code/SKOS2OWL.zip
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Table 10. The highest average F[0.5|1|2]-measure and their corresponding precision and recall for
each matcher with its F1-optimal threshold (ordered by F1-measure). Inc.Align. means number
of incoherent alignments. Conser.V. means total number of all conservativity principle violations.
Consist.V. means total number of all consistency principle violations.

System Prec. F0.5-m. F1-m. F2-m. Rec. Inc.Align. Conser.V. Consist.V.

VeeAlign 0.74 0.72 0.7 0.67 0.66 9 76 83
AML 0.78 0.74 0.69 0.65 0.62 0 39 0

LogMap 0.77 0.72 0.66 0.6 0.57 0 25 0
Wiktionary 0.66 0.63 0.58 0.54 0.52 7 133 27

ATBox 0.58 0.58 0.57 0.56 0.56 10 192 52
LogMapLt 0.68 0.62 0.56 0.5 0.47 5 96 25

ALIN 0.82 0.69 0.56 0.48 0.43 0 2 0
ALOD2Vec 0.64 0.6 0.56 0.51 0.49 10 427 229

edna 0.74 0.66 0.56 0.49 0.45
StringEquiv 0.76 0.65 0.53 0.45 0.41

Lily 0.62 0.57 0.51 0.46 0.43 5 100 43
DESKMatcher 0.1 0.12 0.16 0.27 0.47 13 895 391

is available on the conference track’s web page as well as further details about this
evaluation. Comparing to the previous year we added the comparison of ”why was an
alignment discovered” assigned by us with the explanation for the alignment provided
by the system itself. This year three systems generated explanations with the mappings
ALOD2Vec, DESKMatcher and Wiktionary.

The Conference evaluation results using the uncertain reference alignments are pre-
sented in Table 11. Out of the 10 alignment systems, three (ALIN, DESKMatcher,
LogMapLt) use 1.0 as the confidence value for all matches they identify. The remaining
7 systems (ALOD2Vec, AML, ATBOX, Lily, LogMap, VeeAlign, Wiktionary) have a
wide variation of confidence values.

Table 11. F-measure, precision, and recall of the different matchers when evaluated using the
sharp (ra1), discrete uncertain and continuous uncertain metrics.

Sharp Discrete Continuous
System Prec F-ms Rec Prec F-ms Rec Prec F-ms Rec

ALIN 0.87 0.60 0.46 0.87 0.69 0.57 0.87 0.70 0.60
ALOD2Vec 0.69 0.59 0.52 0.81 0.67 0.58 0.70 0.65 0.60

AML 0.84 0.74 0.66 0.79 0.78 0.77 0.80 0.77 0.74
ATBOX 0.68 0.60 0.53 0.65 0.64 0.64 0.65 0.65 0.66

DESKMacther 0.11 0.18 0.50 0.11 0.18 0.63 0.11 0.18 0.63
Lily 0.67 0.56 0.47 1.00 0.01 0.01 0.64 0.31 0.20

LogMap 0.82 0.69 0.59 0.81 0.70 0.62 0.80 0.67 0.57
LogMapLt 0.73 0.59 0.50 0.73 0.67 0.62 0.72 0.67 0.63
VeeAlign 0.78 0.73 0.69 0.69 0.72 0.76 0.69 0.73 0.76

Wiktionary 0.70 0.61 0.54 0.79 0.55 0.42 0.74 0.60 0.51

111



rec=1.0 rec=.8 rec=.6 pre=1.0pre=.8pre=.6

F1-measure=0.5

F1-measure=0.6

F1-measure=0.7

ALIN

ALOD2Vec

AML

ATBox

DESKMatcher
Lily

LogMap

LogMapLt

VeeAlign

Wiktionary

edna
StringEquiv

Fig. 1. Precision/recall triangular graph for the conference test case. Dotted lines depict level
of precision/recall while values of F1-measure are depicted by areas bordered by corresponding
lines F1-measure=0.[5|6|7].

When comparing the performance of the systems on the uncertain reference align-
ments versus that on the sharp version, we see that in the discrete case all systems except
Lily performed the same or better in terms of F-measure (Lily’s F-measure dropped al-
most to 0). Changes in F-measure of discrete cases ranged from -1 to 15 percent over the
sharp reference alignment. This was predominantly driven by increased recall, which is
a result of the presence of fewer ’controversial’ matches in the uncertain version of the
reference alignment.

The performance of the systems with confidence values always 1.0 is very similar
regardless of whether a discrete or continuous evaluation methodology is used, because
many of the matches they find are the ones that the experts had high agreement about,
while the ones they missed were the more controversial matches. AML produces a
fairly wide range of confidence values and has the highest F-measure under both the
continuous and discrete evaluation methodologies, indicating that this system’s confi-
dence evaluation does a good job of reflecting cohesion among experts on this task. Of
the remaining systems, three (ALOD2Vec, AML, LogMap) have relatively small drops
in F-measure when moving from discrete to continuous evaluation. Lily’s performance
drops drastically under the discrete and continuous evaluation methodologies. This is
because the system assigns low confidence values to some matches in which the la-
bels are equivalent strings, which many crowdsourcers agreed with unless there was a
compelling technical reason not to. This hurts recall significantly.

Overall, in comparison with last year, the F-measures of most returning matching
systems essentially held constant when evaluated against the uncertain reference align-
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ments. The exception was Lily, whose performance in discrete case decreased dramati-
cally. ALOD2Vec, ATBOX, DESKMacther, VeeAlign are four new systems participat-
ing in this year. ALOD2Vec’s performance increases 14 percent in discrete case and 11
percent in continuous case in terms of F-measure over the sharp reference alignment
from 0.59 to 0.67 and 0.65 respectively, which it is mainly driven by increased recall.
It is also interesting that the precision of ALOD2Vec increases 17 percent in discrete
case over the sharp version. It is because ALOD2Vec assigns low confidence values to
those pairs that don’t have identical labels, which might help to remove some false pos-
itives in discrete case. ATBOX performs slightly better in both discrete and continuous
cases compared to the sharp case in term of F-measure, which increases from 0.60 to
0.64 and 0.66 respectively. This is also mostly driven by increased recall. From the re-
sults, DESKMacther achieves low precision among three different versions of reference
alignment in general because it assigns all matches with 1.0 confidence value even the
labels of two entities have low string similarity. Reasonably, it achieves slightly better
recall from sharp to discrete and continuous cases, while the precision and F-measure
remain constant. VeeAlign’s performance stays mostly constant from sharp to discrete
and continuous in term of F-measure.

This year we conducted experiment of matching cross-domain DBpedia ontology
to OntoFarm ontologies. In order to evaluate resulted alignments we prepared reference
alignment of DBpedia to three OntoFarm ontologies (ekaw, sigkdd and confOf) as ex-
plained in [61]. This was not announced beforehand and systems did not specifically
prepare for this. Out of 10 systems five managed to match DBpedia to OntoFarm on-
tologies (there were different problems dealing with parsing of the DBpedia ontology):
AML, DESKMacther, LogMap, LogMapLt and Wiktionary.

We evaluated alignments from the systems and the results are in Table 12. Addition-
ally, we added two baselines: StringEquiv as a string matcher based on string equality
applied on local names of entities which were lowercased and edna as a string editing
distance matcher.

Table 12. Threshold, F-measure, precision, and recall of systems when evaluated using reference
alignment for DBpedia to OntoFarm ontologies

System Thres. Prec. F0.5-m. F1-m. F1-m. Rec.
AML 0.81 0.48 0.51 0.56 0.62 0.67
edna 0.91 0.34 0.38 0.45 0.56 0.67

StringEquiv 0 0.32 0.35 0.42 0.51 0.6
Wiktionary 0.41 0.36 0.38 0.43 0.48 0.53

LogMap 0 0.37 0.39 0.41 0.45 0.47
LogMapLt 0 0.33 0.34 0.36 0.38 0.4

DESKMatcher 0 0 0 0 0 0

We can see the systems perform almost the same as two baselines except AML
which dominates with 0.56 of F1-measure. Low scores of measures show that the cor-
responding test cases are difficult for traditional ontology matching systems since they
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mainly focus on matching of domain ontologies. It is supposed to be announced as new
test cases for the conference track within OAEI 2021.

4.5 Disease and Phenotype Track

In the OAEI 2020 phenotype track 7 systems were able to complete at least one of the
tasks with a 6 hours timeout. Table 13 shows the evaluation results in the HP-MP and
DOID-ORDO matching tasks, respectively.

Table 13. Results for the HP-MP and DOID-ORDO tasks based on the consensus reference
alignment.

System Time (s) # Corresp. # Unique
Scores Incoherence

Prec. F-m. Rec. Unsat. Degree

HP-MP task
LogMap 32 2,128 9 0.90 0.83 0.77 ≥0 ≥0.0%
LogMapBio 1,355 2,198 62 0.88 0.83 0.78 ≥0 ≥0.0%
AML 102 2,029 358 0.91 0.82 0.74 ≥0 ≥0.0%
LogMapLt 7 1,370 0 1.00 0.71 0.55 ≥0 ≥0.0%
ATBox 16 759 10 0.98 0.46 0.30 ≥0 ≥0.0%
ALOD2Vec 2,384 67,943 469 0.02 0.05 0.64 ≥0 ≥0.0%
Wiktionary 854 67,455 4 0.02 0.04 0.63 ≥0 ≥0.0%

DOID-ORDO task
LogMapBio 2,034 2,584 147 0.95 0.75 0.63 ≥0 ≥0.0%
AML 200 4,781 195 0.68 0.75 0.83 ≥0 ≥0.0%
LogMap 25 2,330 0 0.99 0.74 0.59 ≥0 ≥0.0%
Wiktionary 858 7,336 5 0.48 0.63 0.90 ≥3,288 ≥24.1%
LogMapLt 8 1,747 10 0.99 0.61 0.44 ≥0 ≥0.0%
ALOD2Vec 2,809 7,805 457 0.45 0.61 0.91 ≥12,787 ≥93.6%
ATBox 21 1,318 17 0.99 0.50 0.33 ≥0 ≥0.0%

Since the consensus reference alignments only allow us to assess how systems per-
form in comparison with one another, the proposed ranking is only a reference. Note
that some of the correspondences in the consensus alignment may be erroneous (false
positives) because all systems that agreed on it could be wrong (e.g., in erroneous corre-
spondences with equivalent labels, which are not that uncommon in biomedical tasks).
In addition, the consensus alignments will not be complete, because there are likely to
be correct correspondences that no system is able to find, and there are a number of
correspondences found by only one system (and therefore not in the consensus align-
ments) which may be correct. Nevertheless, the results with respect to the consensus
alignments do provide some insights into the performance of the systems.

Overall, LogMap, LogMapBio and AML are the systems that provide the closest
set of correspondences to the consensus (not necessarily the best system) in both tasks.
LogMap has a small set of unique correspondences as most of its correspondences are
also suggested by its variant LogMapBio and vice versa. Wiktionary and ALOD2Vec
suggest a very large number of correspondences in the HP-MP task with respect to the
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Table 14. Results for the whole ontologies matching tasks in the OAEI largebio track.

System Time (s) # Corresp. # Unique
Scores Incoherence

Prec. F-m. Rec. Unsat. Degree

Whole FMA and NCI ontologies (Task 2)
AML 82 3,109 442 0.81 0.84 0.88 2 0.013%
LogMap 9 2,668 33 0.87 0.84 0.81 3 0.019%
LogMapBio 1,447 2,855 88 0.83 0.83 0.83 2 0.013%
LogMapLt 9 3,458 70 0.68 0.74 0.82 5,554 36.1%
Wiktionary 14,136 4,067 507 0.60 0.71 0.86 8,128 52.8%
ATBox 41 2,807 265 0.70 0.69 0.69 9,313 60.5%

Whole FMA ontology with SNOMED large fragment (Task 4)
LogMapBio 7,046 6,470 162 0.83 0.73 0.65 0 0.0%
LogMap 624 6,540 271 0.81 0.72 0.64 0 0.0%
AML 181 8,163 2,818 0.69 0.70 0.71 0 0.0%
Wiktionary 24,379 2,034 227 0.78 0.34 0.22 989 3.0%
LogMapLt 15 1,820 26 0.85 0.33 0.21 974 2.9%
ATBox 54 1,880 124 0.80 0.33 0.21 958 2.9%

Whole NCI ontology with SNOMED large fragment (Task 6)
AML 381 14,196 2,209 0.86 0.77 0.69 ≥535 ≥0.6%
LogMap 719 13,230 105 0.87 0.75 0.65 ≥1 ≥0.001%
LogMapBio 4,069 13,495 929 0.83 0.71 0.63 ≥0 ≥0.0%
LogMapLt 18 12,864 525 0.80 0.66 0.57 ≥72,865 ≥87.1%
Wiktionary 18,361 13,668 1,188 0.77 0.66 0.58 ≥68,466 ≥81.8%
ATBox 75 10,621 245 0.87 0.64 0.51 ≥65,543 ≥78.3%

other systems which suggest that it may also include many subsumption and related
correspondences and not only equivalence. All systems produce coherent alignments
except for Wiktionary and ALOD2Vec in the DOID-ORDO task.

4.6 Large Biomedical Ontologies

In the OAEI 2020 Large Biomedical Ontologies track, 8 systems were able to complete
at least one of the tasks within a 6 hours timeout. Six systems were able to complete all
six tasks.30 The evaluation results for the largest matching tasks are shown in Table 14.

The top-ranked systems by F-measure were respectively: AML and LogMap in Task
2; LogMapBio and LogMap in Task 4; and AML and LogMap in Task 6. Interestingly,
the use of background knowledge led to an improvement in recall from LogMapBio
over LogMap in Tasks 2 and 4, but this came at the cost of precision, resulting in the
two variants of the system having very similar F-measures.

The effectiveness of all systems decreased from small fragments to whole ontolo-
gies tasks.31 One reason for this is that with larger ontologies there are more plausible

30 Check out the supporting scripts to reproduce the evaluation: https://github.com/
ernestojimenezruiz/oaei-evaluation

31 http://www.cs.ox.ac.uk/isg/projects/SEALS/oaei/2020/results/
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correspondence candidates, and thus it is harder to attain both a high precision and a
high recall. In fact, this same pattern is observed moving from the FMA-NCI to the
FMA-SNOMED to the SNOMED-NCI problem, as the size of the task also increases.
Another reason is that the very scale of the problem constrains the matching strategies
that systems can employ: AML for example, forgoes its matching algorithms that are
computationally more complex when handling very large ontologies, due to efficiency
concerns. The size of the whole ontologies tasks proved a problem for a some of the
systems, which were unable to complete them within the allotted time: ALOD2Vec and
DESKMatcher.

With respect to alignment coherence, as in previous OAEI editions, only two dis-
tinct systems have shown alignment repair facilities: AML, LogMap and its LogMapBio
variant. Note that only LogMap and LogMapBio are able to reduce to a minimum the
number of unsatisfiable classes across all tasks, missing 3 unsatisfiable classes in the
worst case (whole FMA-NCI task). As the results tables show, even the most precise
alignment sets may lead to a huge number of unsatisfiable classes. This proves the im-
portance of using techniques to assess the coherence of the generated alignments if they
are to be used in tasks involving reasoning. We encourage ontology matching system
developers to develop their own repair techniques or to use state-of-the-art techniques
such as Alcomo [52], the repair module of LogMap (LogMap-Repair) [41] or the repair
module of AML [60], which have worked well in practice [43, 29].

4.7 Multifarm

This year, 6 systems registered to participate in the MultiFarm track: AML, Lily,
LogMap, LogMapLT, Wiktionary and VeeAlign. This number slightly increases with
respect to the last campaign (5 in 2019, 6 in 2018, 8 in 2017, 7 in 2016, 5 in 2015, 3 in
2014, 7 in 2013, and 7 in 2012). Lily has generated empty alignments so there are no
results to be reported.

The tools heavily rely on the lexical matching approach with the exception of
VeeAlign system which adopts a deep learning approach. VeeAlign uses a supervised
deep learning approach to discover alignments proposing a two-step model with multi-
facted context representation to produce contextualised representations of concepts,
which aids alignment based on semantic and structural properties of an ontology. AML
employs lexical matching techniques using a translation module, with an emphasis on
the use of background knowledge.The tool also includes structural components for both
matching and filtering steps and features a logical repair algorithm. Lily matcher mea-
sures the literal similarity between ontologies on the extracted semantic subgraph and
follows structure-based methods, background knowledge and document matching tech-
nologies. Logmap uses a lexical inverted index to compute the initial set of mappings
which are then supported by logic based extractions with built-in reasoning and repair
diagnosis capabilities. On the other hand LogMapLt (Logmap “lightweight”) essentially
only applies (efficient) string matching techniques for a lightweigh and fast computa-
tion. Wiktionary matcher is based on an online lexical resource, namely Wiktionary but
also utilizes the schema matching and produces an explanation for the discovered cor-
respondence. The reader can refer to the OAEI papers for a detailed description of the
strategies adopted by each system.
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The Multifarm evaluation results based on the blind dataset are presented in Ta-
ble 15. They have been computed using the Alignment API 4.9 and can slightly differ
from those computed with the SEALS client. We haven’t applied any threshold on the
results. We do not report the results of non-specific systems here, as we could observe
in the last campaigns that they can have intermediate results in the “same ontologies”
task (ii) and poor performance in the “different ontologies” task (i). The detailed results
can be investigated on the page of multifarm track results32.

Table 15. MultiFarm aggregated results per matcher, for each type of matching task – different
ontologies (i) and same ontologies (ii). Time is measured in minutes (for completing the 55 ×
24 matching tasks) – ** tool run in a different environment so runtime is not reported; #pairs
indicates the number of pairs of languages for which the tool is able to generate (non-empty)
alignments; size indicates the average of the number of generated correspondences for the tests
where an (non-empty) alignment has been generated. Two kinds of results are reported: those not
distinguishing empty and erroneous (or not generated) alignments and those—indicated between
parenthesis—considering only non-empty generated alignments for a pair of languages.

System Time #pairs
Type (i) – 22 tests per pair Type (ii) – 2 tests per pair

Size Prec. F-m. Rec. Size Prec. F-m. Rec.

AML 170 55 8.25 .72 (.72) .47 (.47) .35 (.35) 33.65 .94 (.96) .28 (.28) .17 (.17)
LogMap 43 55 6.64 .73 (.72) .37 (.37) .25 (.25) 46.62 .95 (.97) .42 (.43) .28 (.28)

LogMapLt 17 23 1.15 .34 (.35) .04 (.09) .02 (.02) 95.17 .02 (.02) .01 (.03) .01 (.01)
VeeAlign ** 54 2.53 .73 (.77) .15 (.15) .09 (.09) 11.98 .91 (.93) .14 (.14) .08 (.08)

Wiktionary 1290 53 4.92 .77 (.80) .32 (.33) .21 (.21) 9.38 .94 (.96) .12 (.13) .07 (.07)

AML outperforms all other systems in terms of F-measure for task i) (same be-
haviour in the last campaigns). In terms of precision, Wiktionary is the system that
generates the most precise alignments, followed by LogMap, VeeAlign and AML. With
respect to the task ii) LogMap has the overall best performance. Comparing the results
from last year, in terms F-measure (cases of type i), AML maintains its overall perfor-
mance (.45 in 2019, .46 in 2018, .46 in 2017, .45 in 2016 and .47 in 2015). The same
could be observed for LogMap (.37 in 2019, .37 in 2018, .36 in 2017, and .37 in 2016).
The performance in terms of F-measure of Wiktionary also remains stable. In terms
of runtime, the results are not really comparable with the ones in the last campaign
considering the fact the SEALS repositories have been moved to another server with a
different configuration.

Overall, the F-measure for blind tests remains relatively stable across campaigns. As
observed in previous campaigns, systems still privilege precision over recall. Further-
more, the overall results in MultiFarm are lower than the ones obtained for the original
English version of the Conference dataset.

32 http://oaei.ontologymatching.org/2020/results/multifarm/index.
html
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4.8 Link Discovery

This year the Link Discovery track counted three participants in the Spatial test case:
AML, Silk and RADON. Those were the exact same systems (and versions) that par-
ticipated on OAEI 2019.

We divided the Spatial test cases into four suites. In the first two suites (SLL and
LLL), the systems were asked to match LineStrings to LineStrings considering a given
relation for 200 and 2K instances for the TomTom and Spaten datasets. In the last two
tasks (SLP, LLP), the systems were asked to match LineStrings to Polygons (or Poly-
gons to LineStrings depending on the relation) again for both datasets. Since the pre-
cision, recall and F-measure results from all systems were equal to 1.0, we are only
presenting results regarding the time performance. The time performance of the match-
ing systems in the SLL, LLL, SLP and LLP suites are shown in Figures 2-3. The results
can also be found in HOBBIT git (https://hobbit-project.github.io/
OAEI_2020.html).

In the SLL suite, RADON has the best performance in most cases except for the
Touches and Intersects relations, followed by AML. Silk seems to need the most time,
particularly for Touches and Intersects relations in the TomTom dataset and Overlaps
in both datasets.

In the LLL suite we have a more clear view of the capabilities of the systems with
the increase in the number of instances. In this case, RADON and Silk have similar be-
havior as in the small dataset, but it is more clear that the systems need much more time
to match instances from the TomTom dataset. RADON has still the best performance in
most cases. AML has the next best performance and is able to handle some cases better
than other systems (e.g. Touches and Intersects), however, it also hits the platform time
limit in the case of Disjoint.

In the SLP suite, in contrast to the first two suites, RADON has the best performance
for all relations. AML and Silk have minor time differences and, depending on the case,
one is slightly better than the other. All the systems need more time for the TomTom
dataset but due to the small size of the instances the time difference is minor.

In the LLP suite, RADON again has the best performance in all cases. AML hits the
platform time limit in Disjoint relations on both datasets and is better than Silk in most
cases except Contains and Within on the TomTom dataset where it needs an excessive
amount of time.

Taking into account the executed test cases we can identify the capabilities of the
tested systems as well as suggest some improvements. All the systems participated in
most of the test cases, with the exception of Silk which did not participate in the Covers
and Covered By test cases.

RADON was the only system that successfully addressed all the tasks, and had the
best performance for the SLP and LLP suites, but it can be improved for the Touches
and Intersects relations for the SLL and LLL suites. AML performs extremely well in
most cases, but can be improved in the cases of Covers/Covered By and Contains/Within
when it comes to LineStrings/Polygons Tasks and especially in Disjoint relations where
it hits the platform time limit. Silk can be improved for the Touches, Intersects and
Overlaps relations and for the SLL and LLL tasks and for the Disjoint relation in SLP
and LLP Tasks.
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Fig. 2. Time performance for TomTom & Spaten SLL (top) and LLL (bottom) suites for AML
(A), Silk (S) and RADON (R).

In general, all systems needed more time to match the TomTom dataset than the
Spaten one, due to the smaller number of points per instance in the latter. Comparing the
LineString/LineString to the LineString/Polygon Tasks we can say that all the systems
needed less time for the first for the Contains, Within, Covers and Covered by relations,
more time for the Touches, Instersects and Crosses relations, and approximately the
same time for the Disjoint relation.
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Fig. 3. Time performance for TomTom & Spaten SLP (top) and LLP (bottom) suites for AML
(A), Silk (S) and RADON (R).
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4.9 SPIMBENCH

This year, the SPIMBENCH track counted five participants: AML, Lily, LogMap,
FTRLIM and REMiner. REMiner participated for the first time this year while AML,
Lily, LogMap and FTRLIM also participated last year. The evaluation results of the
track are shown in Table 16. The results can also be found in HOBBIT git (https:
//hobbit-project.github.io/OAEI_2020.html).

Table 16. Results for SPIMBENCH task.

Sandbox Dataset ( 380 instances, 10000 triples)
System Fmeasure Precision Recall Time (in ms)
LogMap 0.8413 0.9382 0.7625 7483
AML 0.8645 0.8348 0.8963 6446
Lily 0.9917 0.9835 1 2050
FTRLIM 0.9214 0.8542 1 1525
REMiner 0.9983 1 0.9966 7284
Mainbox Dataset ( 1800 instances, 50000 triples)

System Fmeasure Precision Recall Time (in ms)
LogMap 0.7856 0.8801 0.7094 26782
AML 0.8604 0.8385 0.8835 38772
Lily 0.9953 0.9908 1 3899
FTRLIM 0.9214 0.8558 0.9980 2247
REMiner 0.9976 0.9986 0.9966 33966

Lily and FTRLIM had the best performance overall both in terms of F-measure
and run time. Notably, their run time scaled very well with the increase in the num-
ber of instances. REMiner produces the best results (almost full) for all metrics. Lily,
FTRLIM and AML had a higher recall than precision, while Lily and FTRLIM had a
full recall. By contrast, REMiner and LogMap had a higher precision and lower recall,
while REMiner had a full precision. AML, LogMap and REMiner had a similar run
time performance.

4.10 Geolink Cruise

We evaluated all participants in the OAEI 2020. Unfortunately, none of the current
alignment systems can generate the coreferences between the cruise instances in the
Geolink Cruise benchmark. The state of the art alignment systems work well on finding
the links with a higher string similarity or string synonyms between two objects. How-
ever, in terms of the instances with lower string similarities, or the external information
is not available or very limited to help the aligning task. Another kind of algorithm is
needed, like finding the relation of the instances based on the underlying structure of
the graphs. We hope that system will manage this track in future years.
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4.11 Knowledge Graph

We evaluated all SEALS participants in the OAEI (even those not registered for the
track) on a very small matching task33. This revealed that not all systems were able to
handle the task, and in the end, only the following systems were evaluated: ALOD2Vec,
AML, ATBox, DESKMatcher, LogMapKG, LogMapLt, Wiktionary. We also evaluated
LogMapBio but compared to LogMapKG it does not change the results (meaning that
the external knowledge does not help in these cases which is reasonable). LogMapKG
is the LogMap systems which returns TBox as well as ABox correspondences. In this
year, two systems registered especially for this track but were unable to finally submit
their system in time. This shows that there is a demand for this track and we plan
to provide this track also next year. We hope that the system developers are able to
submit the system next year. In comparison to the previous years, we have new matchers
like ALOD2Vec (which produced an error in 2018), ATBox (new), and DESKMatcher
(new).

What did not change over the years is that some matchers do not return a valid
alignment file. The reason is the xml format of this file together with URIs in the knowl-
edge graph containing special characters e.g. ampersand. These characters should be
encoded, in order that xml parsers can process this file. Thus a post processing step is
executed which tries to create a valid xml file. The resulting alignments are available
for download. 34

Table 17 shows the aggregated results for all systems, including the number of tasks
in which they were able to generate a non-empty alignment (#tasks) and the average
number of generated correspondences in those tasks (size). We report the macro av-
eraged precision, F-measure, and recall results where we do not distinguishing empty
and erroneous (or not generated) alignments. The values between parentheses show the
results when considering only non empty alignments.

All systems were able to generate class correspondences. In terms of F-measure,
AML is still the best one and only DESKMatcher could not beat the baselines. The re-
call values are higher than last year (maximum of 0.77) which shows that some matchers
improved and can find more class correspondences. Nevertheless there is still room for
improvement and some of these class matches looks like they are not easy to find.

In the third year of this track all systems except the LogMap family are able to
return property correspondences. This is a huge improvement (which happens over the
years) because it makes the systems more usable in real case scenarios where a property
might not be classified as owl:ObjectProperty or owl:DatatypeProperty. The systems
ALOD2Vec, ATBox, and Wiktionary could achieve a F-measure of 0.95 or more which
shows that property matching is easier in this track than class or instance matching.

With respect to instance correspondences, two systems (ALOD2Vec and Wiki-
tionary) exceed the best performance of last year with an F-measure of 0.87. The margin
between the baseline and the best systems is now a bit greater but still only 0.03 away.
Again LogMapKG returns a much higher number of instance correspondences (29,190
33 http://oaei.ontologymatching.org/2019/results/knowledgegraph/
small_test.zip

34 http://oaei.ontologymatching.org/2020/results/knowledgegraph/
oaei2020-knowledgegraph-alignments.zip
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Table 17. Knowledge Graph track results, divided into class, property, instance, and overall per-
formance. For matchers that were not capable to complete all tasks, the numbers in parantheses
denote the performance when only averaging across tasks that were completed.

System Time (s) # tasks Size Prec. F-m. Rec.

Class performance
ALOD2Vec 0:13:24 5 20.0 1.00 0.80 0.67
AML 0:50:55 5 23.6 0.98 0.89 0.81
ATBox 0:16:22 5 25.6 0.97 0.87 0.79
baselineAltLabel 0:10:57 5 16.4 1.00 0.74 0.59
baselineLabel 0:10:44 5 16.4 1.00 0.74 0.59
DESKMatcher 0:13:54 5 91.4 0.76 0.71 0.66
LogMapKG 2:47:51 5 24.0 0.95 0.84 0.76
LogMapLt 0:07:19 4 23.0 0.80 (1.00) 0.56 (0.70) 0.43 (0.54)
Wiktionary 0:30:12 5 22.4 1.00 0.80 0.67

Property performance
ALOD2Vec 0:13:24 5 76.8 0.94 0.95 0.97
AML 0:50:55 5 48.4 0.92 0.70 0.57
ATBox 0:16:22 5 78.8 0.97 0.96 0.95
baselineAltLabel 0:10:57 5 47.8 0.99 0.79 0.66
baselineLabel 0:10:44 5 47.8 0.99 0.79 0.66
DESKMatcher 0:13:54 5 0.0 0.00 0.00 0.00
LogMapKG 2:47:51 5 0.0 0.00 0.00 0.00
LogMapLt 0:07:19 4 0.0 0.00 0.00 0.00
Wiktionary 0:30:12 5 80.0 0.94 0.95 0.97

Instance performance
ALOD2Vec 0:13:24 5 4893.8 0.91 0.87 0.83
AML 0:50:55 5 6802.8 0.90 0.85 0.80
ATBox 0:16:22 5 4858.8 0.89 0.84 0.80
baselineAltLabel 0:10:57 5 4674.8 0.89 0.84 0.80
baselineLabel 0:10:44 5 3641.8 0.95 0.81 0.71
DESKMatcher 0:13:54 5 3820.6 0.94 0.82 0.74
LogMapKG 2:47:51 5 29190.4 0.40 0.54 0.86
LogMapLt 0:07:19 4 6653.8 0.73 (0.91) 0.67 (0.84) 0.62 (0.78)
Wiktionary 0:30:12 5 4893.8 0.91 0.87 0.83

Overall performance
ALOD2Vec 0:13:24 5 4990.6 0.91 0.87 0.83
AML 0:50:55 5 6874.8 0.90 0.85 0.80
ATBox 0:16:22 5 4963.2 0.89 0.85 0.81
baselineAltLabel 0:10:57 5 4739.0 0.89 0.84 0.80
baselineLabel 0:10:44 5 3706.0 0.95 0.81 0.71
DESKMatcher 0:13:54 5 3912.0 0.93 0.81 0.72
LogMapKG 2:47:51 5 29214.4 0.40 0.54 0.84
LogMapLt 0:07:19 4 6676.8 0.73 (0.92) 0.66 (0.83) 0.61 (0.76)
Wiktionary 0:30:12 5 4996.2 0.91 0.87 0.83
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in average) than all other participants but the recall is only slighly higher (0.03 to the
next best recall of 0.83).

When analyzing the confidence values of the alignments, it turns out that most
matchers makes use of the range between zero and one. Only DESKMatcher,
LogMapLt, and the baselines return only 1.0. Further analysis can be made by browsing
to the dashboard 35 which is generated with the MELT framework [37].

Regarding runtime, LogMapKG was was the slowest system (2:47:51 for all test
cases), followed by AML (0:50:55). Besides the baseline, four matchers were able to
compute the alignment in under 20 minutes which is a reasonable time for this track.

In this year we also run the matchers in the hidden test cases to see how many
instance correspondences they return. The systems DESKMatcher, LogMapKG, and
AML (in test case starwars-lyrics) run into memory issues. Due to the fact that there is
no partial nor full gold standard available for these test cases, only the number of re-
turned instances correspondences is analyzed. In [35] we run the matchers from OAEI
2019 on these hidden test cases and manually evaluated 1,050 returned correspon-
dences. This results in the number of matches and a approximation of the precision
for each matcher and test case. Based on these values, the estimated number of true
positives for each test case can be calculated. The average and maximum number of
expected instance correspondences is shown in table 18 together with the number of
instance correspondences returned from OAEI 2020 matchers One can see that they re-
turn 1-2 orders of magnitude more correspondences than the number of expected true
positives. Especially LogMapLt returns the highest number of correspondences in the
first two test cases and Wiktionary in the last test case. ATBox and AML return less
correspondences and a higher precision is expected in these test cases.

Table 18. Number of instance correspondences when matching the source wiki to the lyrics wiki.

source wiki average max ALOD2Vec AML ATBox LogMapLt Wiktionary

marvelcinematicuniverse 292.7 584.8 1,175 1,052 987 2,403 1,175
memoryalpha 73.6 285.5 4,546 2,106 2,817 7,195 4,547
starwars 48.5 109.1 5,697 - 3,550 2,725 5,697

4.12 Interactive matching

This year, three systems participated in the Interactive matching track. They are ALIN,
AML, and LogMap. Their results are shown in Table 19 and Figure 4 for both Anatomy
and Conference datasets.

The table includes the following information (column names within parentheses):

– The performance of the system: Precision (Prec.), Recall (Rec.) and F-measure (F-
m.) with respect to the fixed reference alignment, as well as Recall+ (Rec.+) for the

35 http://oaei.ontologymatching.org/2020/results/knowledgegraph/
knowledge_graph_dashboard.html
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Table 19. Interactive matching results for the Anatomy and Conference datasets.

Tool Error Prec. Rec. F-m. Rec.+
Prec.
oracle

Rec.
oracle

F-m.
oracle

Tot.
Reqs.

Dist.
Mapps

Pos.
Prec.

Neg.
Prec.

Anatomy Dataset

ALIN

NI 0.986 0.72 0.832 0.382 – – – – – – –
0.0 0.988 0.856 0.917 0.623 0.988 0.856 0.917 360 953 1.0 1.0
0.1 0.937 0.841 0.887 0.596 0.988 0.86 0.919 342 885 0.727 0.966
0.2 0.895 0.827 0.86 0.57 0.989 0.862 0.921 337 872 0.553 0.929
0.3 0.854 0.812 0.832 0.546 0.989 0.864 0.922 333 854 0.419 0.883

AML

NI 0.956 0.927 0.941 0.81 – – – – – – –
0.0 0.972 0.933 0.952 0.822 0.972 0.933 0.952 189 189 1.0 1.0
0.1 0.962 0.929 0.945 0.813 0.972 0.932 0.952 192 190 0.72 0.967
0.2 0.951 0.928 0.939 0.809 0.972 0.935 0.954 212 210 0.529 0.933
0.3 0.942 0.924 0.933 0.805 0.973 0.935 0.954 218 212 0.473 0.878

LogMap

NI 0.916 0.846 0.88 0.593 – – – – – – –
0.0 0.988 0.846 0.912 0.595 0.988 0.846 0.912 388 1164 1.0 1.0
0.1 0.967 0.831 0.894 0.567 0.971 0.803 0.879 388 1164 0.748 0.966
0.2 0.95 0.82 0.881 0.549 0.952 0.765 0.848 388 1164 0.574 0.925
0.3 0.938 0.818 0.874 0.543 0.927 0.723 0.812 388 1164 0.429 0.876

Conference Dataset

ALIN

NI 0.874 0.456 0.599 – – – – – – – –
0.0 0.915 0.705 0.796 – 0.915 0.705 0.796 233 608 1.0 1.0
0.1 0.75 0.679 0.713 – 0.928 0.736 0.821 232 597 0.581 0.988
0.2 0.612 0.648 0.629 – 0.938 0.763 0.842 230 590 0.356 0.969
0.3 0.516 0.617 0.562 – 0.945 0.783 0.856 227 579 0.239 0.946

AML

NI 0.841 0.659 0.739 – – – – – – – –
0.0 0.91 0.698 0.79 – 0.91 0.698 0.79 221 220 1.0 1.0
0.1 0.843 0.682 0.754 – 0.916 0.714 0.803 242 237 0.714 0.965
0.2 0.777 0.677 0.723 – 0.925 0.735 0.819 267 255 0.567 0.945
0.3 0.721 0.65 0.684 – 0.929 0.742 0.825 270 253 0.452 0.879

LogMap

NI 0.818 0.59 0.686 – – – – – – – –
0.0 0.886 0.61 0.723 – 0.886 0.61 0.723 82 246 1.0 1.0
0.1 0.851 0.6 0.703 – 0.858 0.574 0.688 82 246 0.703 0.983
0.2 0.821 0.59 0.686 – 0.832 0.547 0.66 82 246 0.506 0.946
0.3 0.804 0.585 0.677 – 0.817 0.522 0.637 82 246 0.385 0.909

NI stands for non-interactive, and refers to the results obtained by the matching system in the
original track.
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Anatomy task. To facilitate the assessment of the impact of user interactions, we
also provide the performance results from the original tracks, without interaction
(line with Error NI).

– To ascertain the impact of the oracle errors, we provide the performance of the
system with respect to the oracle (i.e., the reference alignment as modified by the
errors introduced by the oracle: Precision oracle (Prec. oracle), Recall oracle (Rec.
oracle) and F-measure oracle (F-m. oracle). For a perfect oracle these values match
the actual performance of the system.

– Total requests (Tot Reqs.) represents the number of distinct user interactions with
the tool, where each interaction can contain one to three conflicting correspon-
dences, that could be analysed simultaneously by a user.

– Distinct correspondences (Dist. Mapps) counts the total number of correspondences
for which the oracle gave feedback to the user (regardless of whether they were
submitted simultaneously, or separately).

– Finally, the performance of the oracle itself with respect to the errors it introduced
can be gauged through the positive precision (Pos. Prec.) and negative precision
(Neg. Prec.), which measure respectively the fraction of positive and negative an-
swers given by the oracle that are correct. For a perfect oracle these values are equal
to 1 (or 0, if no questions were asked).

The figure shows the time intervals between the questions to the user/oracle for the
different systems and error rates. Different runs are depicted with different colors.

The matching systems that participated in this track employ different user-
interaction strategies. While LogMap, and AML make use of user interactions exclu-
sively in the post-matching steps to filter their candidate correspondences, ALIN can
also add new candidate correspondences to its initial set. LogMap and AML both re-
quest feedback on only selected correspondences candidates (based on their similarity
patterns or their involvement in unsatisfiabilities) and AML presents one correspon-
dence at a time to the user. ALIN and LogMap can both ask the oracle to analyze
several conflicting correspondences simultaneously.

The performance of the systems usually improves when interacting with a perfect
oracle in comparison with no interaction. ALIN is the system that improves the most,
because its high number of oracle requests and its non-interactive performance was the
lowest of the interactive systems, and thus the easiest to improve.

Although system performance deteriorates when the error rate increases, there are
still benefits from the user interaction—some of the systems’ measures stay above their
non-interactive values even for the larger error rates. Naturally, the more a system relies
on the oracle, the more its performance tends to be affected by the oracle’s errors.

The impact of the oracle’s errors is linear for ALIN, and AML in most tasks, as
the F-measure according to the oracle remains approximately constant across all error
rates. It is supra-linear for LogMap in all datasets.

Another aspect that was assessed, was the response time of systems, i.e., the time
between requests. Two models for system response times are frequently used in the liter-
ature [16]: Shneiderman and Seow take different approaches to categorize the response
times taking a task-centered view and a user-centered view respectively. According to
task complexity, Shneiderman defines response time in four categories: typing, mouse
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Fig. 4. Time intervals between requests to the user/oracle for the Anatomy (top 4 plots) and Con-
ference (bottom 4 plots) datasets. Whiskers: Q1-1,5IQR, Q3+1,5IQR, IQR=Q3-Q1. The labels
under the system names show the average number of requests and the mean time between the
requests for the ten runs.
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movement (50-150 ms), simple frequent tasks (1 s), common tasks (2-4 s) and complex
tasks (8-12 s). While Seow’s definition of response time is based on the user expec-
tations towards the execution of a task: instantaneous (100-200 ms), immediate (0.5-1
s), continuous (2-5 s), captive (7-10 s). Ontology alignment is a cognitively demanding
task and can fall into the third or fourth categories in both models. In this regard the
response times (request intervals as we call them above) observed in all datasets fall
into the tolerable and acceptable response times, and even into the first categories, in
both models. The request intervals for AML, LogMap and ALIN stay at a few millisec-
onds for most datasets. It could be the case, however, that a user would not be able to
take advantage of these low response times because the task complexity may result in
higher user response time (i.e., the time the user needs to respond to the system after
the system is ready).

4.13 Complex Matching

Table 20. Results of the Complex Track in OAEI 2020. Populated datasets (Pop.) using the met-
rics: precision (Prec.), coverage (Cov.), relaxed precision (R P), relaxed recall (R R) and relaxed
f-measure (R F).

Pop. Conference Hydrography GeoLink Pop. GeoLink Pop. Enslaved Taxon
Matcher

Prec. Cov. R P R F R R R P R F R R R P R F R R R P R F R R Prec. Cov.
ALIN .68-.98 .20-.28 - - - - - - - - - - - - - -
ALOD2Vec .39-.78 .24-.33 - - - - - - - - - - - - .79-.96 .08-.14
AML .59-.93 .31-.37 - - - - - - - - - - - - - -
AMLC .23-.51 .26-.31 .45 .10 .05 .50 .23 .23 .50 .32 .23 .73 .40 .28 .19-.40 0
AROA - - - - - - - - .87 .60 .46 .80 .51 .38 - -
ATBox .39-.81 .27-.36 - - - - - - - - - - - - .56-.71 .06-.11
CANARD .25-.88 .40-.50 - - - - - - .89 .54 .39 .42 .19 .13 .16-.57 .17-.36
LogMap .56-.96 .26-.33 .67 .10 .05 .85 .29 .18 .85 .29 .18 - - - .54-.77 .08-.14
LogMapBio - - .70 .10 .05 - - - - - - - - - .50-.73 .06-.08
LogMapKG .56-.96 .26-.33 .67 .10 .05 .85 .29 .18 .85 .29 .18 - - - .54-.77 .08-.11
LogMapLt .50-.87 .23-.31 .66 .10 .06 .69 .36 .25 .69 .36 .25 - - - .25-.35 .08-.11
Wiktionary .49-.88 .26-.35 - - - - - - - - - - - - .89-.96 .08-.11

Three systems were able to generate complex correspondences: AMLC, AROA, and
CANARD. The results for the other systems are reported in terms of simple alignments.
The results of the systems on the five test cases are summarized in Table 20.

With respect to the Hydrography test cases, only AMLC can generate two correct
complex correspondences which are stating that a class in the source ontology is equiv-
alent to the union of two classes in the target ontology. Most of the systems achieved
fair results in terms of precision, but the low recall reflects that the current ontology
alignment systems still need to be improved to find more complex relations.

In terms of Geolink and populated GeoLink test cases, the real-world instance data
from GeoLink Project is also populated into the ontology in order to enable the systems
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that depend on instance-based matching algorithms to evaluate their performance. There
are three alignment systems that generate complex alignments in GeoLink Benchmark,
which are AMLC, AROA, and CANARD. AMLC didn’t find any correct complex
alignment, while AROA and CANARD achieved relatively good performance. One of
the reasons may be that these two systems are instance-based systems, which rely on the
shared instances between ontologies. In other words, the shared instance data between
two ontologies would be helpful to the matching process.

In the populated Enslaved test case, only AMLC, AROA, and CANARD can pro-
duce complex alignments. The relaxed precision of AMLC and AROA look relatively
fair, while CANARD reports a lower relaxed precision. AROA found the largest num-
ber of the complex correspondences among three systems, while the AMLC outputs the
largest number of the simple correspondences.

With respect to the Conference test cases the track has the same participant, AMLC,
as the last year. Based on the evaluation the alignments from AMLC now conforms to
the EDOAL syntax but otherwise the content of the alignment is the same.

In the Populated Conference test case, AMLC’s results precision and coverage
scores are lower than last year, probably because it did not take a simple reference
alignment as input. CANARD’s results are close to last year’s. ALIN obtains the best
precision score.

In the Taxon dataset, CANARD obtains the best coverage score but its precision has
decreased significantly. This year, AMLC could be evaluated on this dataset ; however,
the output correspondences did not cover the evaluation queries. The simple matcher
obtains approximatively the same coverage score.

A more detailed discussion of the results of each task can be found in the OAEI page
for this track. For a third edition of complex matching in an OAEI campaign, and given
the inherent difficulty of the task, the results and participation are promising albeit still
modest.

5 Conclusions and Lessons Learned

In 2020, we witnessed a slight decrease in the number of participants in comparison
with previous years, but with a healthy mix of new and returning systems. However,
like last year, the distribution of participants by tracks was uneven. In future editions we
should facilitate the participation of non-Java systems (the use of the MELT framework
[36] was a step forward this year) and Machine Learning based system by providing
partial alignment sets for supervised learning. Furthermore, new systems might use
deep learning technology which requires specific hardware like GPUs and the like. An
option would be a simple HTTP interface to allow the deployment and evaluation on
different machines. The MELT framework can be easily extended with such an interface
while at the same time compatibility with SEALS and HOBBIT can be retained.

The schema matching tracks saw abundant participation, but, as has been the trend
of the recent years, little substantial progress in terms of quality of the results or run
time of top matching systems, judging from the long-standing tracks. On the one hand,
this may be a sign of a performance plateau being reached by existing strategies and
algorithms, which would suggest that new technology is needed to obtain significant
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improvements. On the other hand, it is also true that established matching systems tend
to focus more on new tracks and datasets than on improving their performance in long-
standing tracks, whereas new systems typically struggle to compete with established
ones.

The number of matching systems capable of handling very large ontologies has in-
creased slightly over the last years, but is still relatively modest, judging from the Large
Biomedical Ontologies track. We will aim at facilitating participation in future editions
of this track by providing techniques to divide the matching tasks in manageable sub-
tasks (e.g., [40]).

According to the Conference track there is still need for an improvement with re-
gard to the ability of matching systems to match properties. To assist system developers
in tackling this aspect we provided a more detailed evaluation in terms of the analy-
sis of the false positives per matching system (available on the Conference track web
page). This year this has been extended by the inspection of the explanation of the corre-
spondences provided by the systems. As already pointed out last year, less encouraging
is the low number of systems concerned with the logical coherence of the alignments
they produce, an aspect which is critical for several semantic web applications. Perhaps
a more direct approach is needed to promote this topic, such as providing a more in-
depth analysis of the causes of incoherence in the evaluation or even organizing a future
track focusing on logical coherence alone. It is, however, clear that this is not an easy
task. When naively computing coherent alignments correct correspondences may be re-
moved and incorrect ones are kept, and therefore a domain expert should be involved
in the validation of different logical solutions [57, 49]. Finally, this year it was shown
that matching domain ontology to cross-domain ontology is difficult task for general
matching systems. While this has been done as an experiment without announcing be-
forehand, we suppose to announce this as new test cases within the track for next year.

With respect to the cross-lingual version of Conference, the MultiFarm track still
attracts a few number of participants implementing specific strategies to deal with on-
tologies having a terminological layer in different natural languages. Despite this fact,
this year new participants came with alternative strategies (i.e, deep learning) with re-
spect to the last campaigns.

The consensus-based evaluation in the Disease and Phenotype track offers limited
insights into performance, as several matching systems produce a number of unique
correspondences which may or may not be correct. In the absence of a true reference
alignment, future evaluation should seek to determine whether the unique correspon-
dences contain indicators of correctness, such as semantic similarity, or appear to be
noise. Comparison of the task results with embedded mappings of equivalence in the
MONDO disease ontology can also be investigated in future evaluation [55].

Despite the quite promising results obtained by matching systems for the Biodiver-
sity and Ecology track, the most important observation is that none of the systems has
been able to detect mappings established by domain experts. Detecting such correspon-
dences requires the use of domain-specific core knowledge that captures biodiversity
concepts. In addition this year, we put the light on the quasi total incapacity of systems
to handle SKOS as input format for semantic resources to align.
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The interactive matching track also witnessed a small number of participants.
Three systems participated this year. This is puzzling considering that this track is based
on the Anatomy and Conference test cases, and those tracks had 13 participants. The
process of programmatically querying the Oracle class used to simulate user interac-
tions is simple enough that it should not be a deterrent for participation, but perhaps
we should look at facilitating the process further in future OAEI editions by providing
implementation examples.

The complex matching track opens new perspectives in the field of ontology
matching. Tackling complex matching automatically is extremely challenging, likely
requiring profound adaptations from matching systems, so the fact that there were three
participants that were able to generate complex correspondences in this track should
be seen as a positive sign of progress to the state of the art in ontology matching. This
year automatic evaluation has been introduced following an instance-based comparison
approach.

In the instance matching tracks participation increased this year for SPIMBENCH
as systems became more familiar with the HOBBIT platform and had more time to do
the migration. Regarding Spatial benchmark, the systems didn’t have newer versions
and the number of participants remained the same. Thus, the benchmark and the systems
were the exact same as last year. Participation might increase next year as the systems
are still updating their versions and new systems are under development. Automatic
instance-matching benchmark generation algorithms have been gaining popularity, as
evidenced by the fact that they are used in all three instance matching tracks of this
OAEI edition. One aspect that has not been addressed in such algorithms is that, if the
transformation is too extreme, the correspondence may be unrealistic and impossible to
detect even by humans. As such, we argue that human-in-the-loop techniques can be
exploited to do a preventive quality-checking of generated correspondences, and refine
the set of correspondences included in the final reference alignment.

In the knowledge graph track, more matchers are able to match rdf:Properties and
are thus better suited for real matching cases. In the third year of this track we saw a
small improvement in instance alignments but the margin to the baselines is still small.
In this year two new systems focused on the KG track but could not submit their systems
in time. We thus expect more systems in the upcoming year.

Like in previous OAEI editions, most participants provided a description of their
systems and their experience in the evaluation, in the form of OAEI system papers.
These papers, like the present one, have not been peer reviewed. However, they are full
contributions to this evaluation exercise, reflecting the effort and insight of matching
systems developers, and providing details about those systems and the algorithms they
implement.

As each year, fruitful discussions at the Ontology Matching point out different di-
rections for future improvements in OAEI. In particular, in terms of new use cases, one
potential new track involves matching ontologies of units of measure (OM and QUDT)
[51], in order to improve the ability of a digital twin platform to harmonise, integrate and
process quantity values. Another track to be included in the next campaign is about the
chemical/biological laboratory domain with strong interest from pharmaceutical com-
panies [30, 32].
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The Ontology Alignment Evaluation Initiative will strive to remain a reference to
the ontology matching community by improving both the test cases and the testing
methodology to better reflect actual needs, as well as to promote progress in this field.
More information can be found at: http://oaei.ontologymatching.org.
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7. Benhamin Ashpole, Marc Ehrig, Jérôme Euzenat, and Heiner Stuckenschmidt, editors. Proc.
K-Cap Workshop on Integrating Ontologies, Banff (Canada), 2005.

8. Olivier Bodenreider. The unified medical language system (UMLS): integrating biomedical
terminology. Nucleic Acids Research, 32:267–270, 2004.

9. Pier Luigi Buttigieg, Norman Morrison, Barry Smith, Christopher J. Mungall, and
Suzanna E. Lewis. The environment ontology: contextualising biological and biomedical
entities. Biomedical Semantics, 4(1):43, December 2013.
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Valentina Ivanova, Ernesto Jiménez-Ruiz, Andreas Oskar Kempf, Patrick Lambrix, Ste-
fano Montanelli, Heiko Paulheim, Dominique Ritze, Pavel Shvaiko, Alessandro Solimando,
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and Catia Pesquita. User validation in ontology alignment. In Proceedings of the 15th
International Semantic Web Conference, Kobe (JP), pages 200–217, 2016.

20. Zlatan Dragisic, Valentina Ivanova, Huanyu Li, and Patrick Lambrix. Experiences from
the anatomy track in the ontology alignment evaluation initiative. Journal of Biomedical
Semantics, 8:56:1–56:28, 2017.
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29. Daniel Faria, Ernesto Jiménez-Ruiz, Catia Pesquita, Emanuel Santos, and Francisco M.

Couto. Towards Annotating Potential Incoherences in BioPortal Mappings. In Proceedings
of the 13th International Semantic Web Conference, volume 8797, pages 17–32, 2014.

30. I. Harrow et al. Ontology mapping for semantically enabled applications. Drug Discovery
Today, 2019.

135
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Abstract. 4

Alin is a system for interactive ontology matching. The ALIN version
participating in OAEI 2020 applies natural language processing tech-
niques (NLP) to standardize the concept names of the ontologies that
participate in the matching process. As Alin selects through semantic
and lexical metrics many of the mappings that the domain expert evalu-
ates, we hope that the standardization of the concept names will improve
the selection of the mappings and thus the generated alignment. This ar-
ticle describes the participation of Alin at OAEI 2020 and discusses its
results.

Keywords: ontology matching, Wordnet, interactive ontology match-
ing, ontology alignment, interactive ontology alignment, natural language
processing

1 Presentation of the system

Due to the advances in information and communication technologies, a large
amount of data repositories became available. Those repositories, however, are
highly semantically heterogeneous, which hinders their integration. Ontology
Matching has been successfully applied to solve this problem, by discovering
mappings between two distinct ontologies which, in turn, conceptually define the
data stored in each repository. The Ontology Matching process seeks to discover
correspondences (mappings) between entities of different ontologies, and this
may be performed manually, semi-automatically or automatically [1]. Among all
semi-automatic approaches, the ones that follow an interactive strategy stand
out, considering the knowledge of domain experts through their participation
during the matching process [2]. The use of a domain expert is not always possible
since it is an expensive, scarce and time-consuming resource; when available,

4 Copyright © 2020 for this paper by its authors. Use permitted under Creative
Commons License Attribution 4.0 International (CC BY 4.0).
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however, this strategy has achieved results that are superior to automatic (non-
interactive) strategies. Nevertheless, there is still room for improvements [2], as
evidenced by the most recent results from the evaluation of interactive tools in
the OAEI5 (Ontology Alignment Evaluation Initiative). Alin [3] is a system for
interactive ontology matching which has been participating in all OAEI editions
since 2016, with increasingly improved results.

1.1 State, Purpose and General statement

Interactive ontology matching systems select mappings for domain expert eval-
uates. Alin selects many of these mappings through semantic and lexical met-
rics. As the concept names of the ontologies are not standardized, these metrics
may return lower values than would be the case if they were standardized. This
smaller metric may cause Alin not to select these mappings for evaluation by the
domain expert. In its 2020 version, Alin proposes Natural Language Process-
ing (NLP) techniques such as the development of regular grammars (in reality
its equivalent regular expressions) and context free grammars along with their
respective lexical analyzers (scanners) and syntax analyzers (parsers), for the
concept names of the ontologies to be matched. The use of these NLP resources
(scanners and parsers) makes it possible to translate different patterns used in
the two ontologies into a unique one. This standardization allows Alin to select
better mappings for the domain expert to evaluate.

To do the standardization, Alin will have a new phase before the execution
of the program. In this phase, an NLP expert develops, manually, grammars to
the concept names of the ontologies and their respective scanners and parsers.
Alin uses these scanners and parsers during the execution of the program. This
new phase is possible in an interactive ontology matching system because:

1. We know before the program runs which ontologies it will match, as we need
to look for experts in the domain of ontologies to interact with the program;

2. The process of searching, meeting, and scheduling a day available for the
expert to participate in the process can take a long time, probably a few
days.

We can use this time of a few days until the execution of the program to
develop the necessary grammars, scanners, and parsers for the ontologies. In this
version of Alin, the authors of this paper played the role of the NLP expert.

1.2 Specific techniques used

During its matching process, Alin handles three sets of mappings: (i) Accepted,
which is a set of mappings definitely to be retained in the alignment; (ii) Selected,
which is a set of mappings where each is yet to be decided if it will be included
in the alignment; and (iii) Suspended, which is a set of mappings that have

5 Available at http://oaei.ontologymatching.org/2020/results/interactive/index.html,
last accessed on Oct, 23, 2020.
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been previously selected, but (temporarily or permanently) filtered out of the
alignment.

Given the previous definitions, Alin procedure follows 5 Steps, described as
follows:

1. Select mappings: select the first mappings and automatically accepts some
of them. We explain the selection and acceptance process below;

2. Filter mappings: suspend some selected mappings, using lexical criteria for
that;

3. Ask domain expert: accepts or rejects selected mappings, according to do-
main expert feedback

4. Propagate: select new mappings, reject some selected mappings or unsuspend
some suspended mappings (depending on newly accepted mappings)

5. Go back to 3 as long as there are undecided selected mappings

All versions of Alin (since its very first OAEI participation) follow this
general procedure. In this 2020 version, Alin includes a new step where an
NLP expert develops grammars, and their respective scanners, and parsers to
the concept names of the ontologies. Alin uses these scanners and parsers to
standardize the concept names of the ontologies and thus improve the generated
alignment. The new step can lead to, for example, correcting spelling errors and
unifying different spellings for the same concept name. More detailed examples
of possible standardization of concept names are presented in [4]. Alin uses the
developed scanners and parsers in step 1 of the program.

Alin applies the following techniques:

– Step 1. Alin runs the scanners and the parsers for each concept name of the
ontologies, modifying it and standardizing it. Alin uses a blocking strategy
where it discards all data properties and object properties of the ontolo-
gies. So, in this step, Alin selects only concept mappings, using linguistic
similarities between the concept names. Alin automatically accepts concept
mappings whose names are synonyms. Alin uses the Wordnet and domain-
specific ontologies (the FMA Ontology in the Anatomy track) to find syn-
onyms between entities.

– Step 2. Alin suspends the selected mappings whose entities have low lexical
similarity. We use the Jaccard, Jaro-Wrinkler, and n-gram lexical metrics
to calculate the lexical similarity of the selected mappings. We based the
process of choosing the similarity metrics used by ALIN on the result of
these metrics in assessments [5]. It is relevant to know that these suspended
mappings can be further unsuspended later, as proposed in [6].

– Step 3. At this point, the domain expert interaction begins. Alin sorts the
selected mappings in a descending order according to the sum of similarity
metric values. The sorted selected mappings are submitted to the domain
expert.

– Step 4. Initially, the set of selected mappings contains only concept map-
pings. At each interaction with the domain expert, if s/he accepts the map-
ping, Alin (i) removes from the set of selected mappings all the mappings
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that compose an instantiation of a mapping anti-pattern [7][8] (we explain
mapping anti-patterns below) with the accepted mappings; (ii) selects data
property (like [9]) and object property mappings related to the accepted
concept mappings; (iii) unsuspends all concept mappings whose both en-
tities are subconcepts of the concept of an accepted mapping, following a
similar technique proposed in our previous work [6].

– Step 5. The interaction phase continues until there are no selected mappings.

There are logical constraints which should apply to several ontologies. For
example, an ontology may have construction constraints, such as a concept can-
not be equivalent to its superconcept. An alignment may have other constraints
like, for example, an entity of ontology O cannot be equivalent to two enti-
ties of the ontology O′. A mapping anti-pattern is a combination of mappings
that generates a problematic alignment, i.e., a logical inconsistency or a violated
constraint.

1.3 Link to the system and parameters file

To this version, Alin used the scanners and the parsers we developed for the
ontologies of the conference and anatomy tracks.

Alin is available 6 as a package to be run through the SEALS client.

2 Results

Interactive ontology matching is the focus of the Alin system. If you compare
the participation of Alin in 2020 and 2019 (Table 4), you will see an improve-
ment in the quality of the generated alignment, showing the effectiveness of the
techniques used.

2.1 Comments on the participation of ALIN in non-interactive
tracks

The use of NLP techniques led to an increase in the F-Measure of non-interactively
generated alignments in the Anatomy track but stability on the Conference track
(Table 1).

2.2 Comments on the participation of ALIN in interactive tracks

In the Anatomy track, Alin was better than LogMap in both quality (F-Measure)
and total requests, but worse in both aspects than AML (Table 2). In the Con-
ference track, Alin was first in quality and third in total requests (Table 3).

6 https : //drive.google.com/file/d/1ZM3g0aOgUha −
9V ptUbqk9nmnkFCl7L/view?usp = sharing
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Table 1. Participation of ALIN in Anatomy Non-Interactive Track - 2019[10]/2020[11]
and Conference Non-Interactive Track - 2019[10]/2020[12]

Year Precision Recall F-measure

Anatomy track 2019 0.974 0.698 0.813
2020 0.986 0.72 0.832

Year Precision Recall F-measure

Conference track 2019 0.82 0.43 0.56
2020 0.82 0.43 0.56

Table 2. Participation of ALIN in Anatomy Interactive Track - Error Rate 0.0[13]

Tool Precision Recall F-measure Total Requests

ALIN 0.988 0.856 0.917 360
AML 0.972 0.933 0.952 189

LogMap 0.988 0.846 0.912 388

Table 3. Participation of ALIN in Conference Interactive Track - Error Rate 0.0[13]

Tool Precision Recall F-measure Total Requests

ALIN 0.915 0.705 0.796 233
AML 0.91 0.698 0.79 221

LogMap 0.886 0.61 0.723 82

Interactive Anatomy Track In this track, Alin had a decrease in the number
of interactions with the domain expert and an increase in the quality of the
generated alignment, showing that the use of the NLP techniques are effective
for this track (Table 4).

Interactive Conference Track In this track, Alin had an increase in the
quality of the generated alignment but an increase in the number of domain
expert interactions (Table 5).

2.3 Comparison of the participation of ALIN in OAEI 2020 with its
participation in OAEI 2019

The quality of the alignment generated by Alin depends on the correct feedback
from the domain expert, as Alin uses this feedback to select new mappings.
When Alin selects wrong mappings, the quality of the generated alignment
tends to decrease. If we compare this year’s quality decline with last year’s, we
see that this fall is more sharp (Table 6).

The run time of Alin this year was shorter than last year (Table 7). In an
Intel I5 with 10Gb reserved to Alin, Alin has run 20% faster this year than last
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year. The execution in OAEI had a reduction in the run time, but other systems
also had this reduction. So this difference may be due both to modifications
made in Alin and to changes in the computational environment.

Table 4. Participation of ALIN in Anatomy Interactive Track - OAEI
2016[14]/2017[15]/2018[16]/2019[10]/2020[13] - Error Rate 0.0

Year Precision Recall F-measure Total Requests

2016 0.993 0.749 0.854 803
2017 0.993 0.794 0.882 939
2018 0.994 0.826 0.902 602
2019 0.979 0.85 0.91 365
2020 0.988 0.856 0.917 360

Table 5. Participation of ALIN in Conference Interactive Track - OAEI
2016[14]/2017[15]/2018[16]/2019[10]/2020[13] - Error Rate 0.0

Year Precision Recall F-measure Total Requests

2016 0.957 0.735 0.831 326
2017 0.957 0.731 0.829 329
2018 0.921 0.721 0.809 276
2019 0.914 0.695 0.79 228
2020 0.915 0.705 0.796 233

Table 6. F-Measure of ALIN in Anatomy Interactive Track - OAEI /2019[10]/2020[13]
and in Conference Interactive Track - OAEI /2019[10]/2020[13] - with Different Error
Rates

Year Error rate 0.0 Error rate 0.1

Anatomy 2019 0.91 0.889
2020 0.917 0.887

Year Error rate 0.0 Error rate 0.1

Conference 2019 0.79 0.725
2020 0.796 0.713
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Table 7. Run Time (sec) in Anatomy Interactive Track - OAEI /2019[10]/2020[13]
and in Conference interactive track - OAEI /2019[10]/2020[13]

Tool 2019 2020

Anatomy ALIN 2132 1152
AML 82 37,3

LogMap 29 7,6

Tool 2019 2020

Conference ALIN 397 136,9
AML 34 30.1

LogMap 37 37.96

3 General comments

Evaluating the OAEI 2020 results, Alin has improved the quality of the gener-
ated alignment in the interactive track. However, an increase in the user error
rate led to a slight worse alignment. Finally, the number of interactions with
the expert was relatively stable since last year, with a slight increase (from 228
to 233 requests) in the Conference track and a slight decrease (from 365 to 360
requests) in the Anatomy track.

Another consideration is that this version of Alin generates the need for a
new expert involved in the process, to develop artifacts (scanner, parser) required
for scanning and parsing the name of the concepts. This NLP expert may not
always be available, but if he is, the results have shown that his work can improve
the quality of the generated alignment.

3.1 Conclusions

Alin 2020 used NLP techniques to improve the standardization of the concept
names of the ontologies to be matched. They have been effective in increasing the
quality of the generated alignment while being relatively stable with regard to
the number of requests to the user. Alin had a decrease in run time but a more
sharp fall in the alignment quality when the domain expert makes mistakes. An
assumption that Alin now assumes with the inclusion of NLP techniques is the
need of a scanner and a parser for the ontologies involved in the matching.
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Abstract. This paper presents the results of the ALOD2Vec Matcher in
the Ontology Alignment Evaluation Initiative (OAEI) 2020. The match-
ing system exploits a Web-scale dataset, i.e. WebIsALOD, as background
knowledge source. In order to make use of the dataset, the RDF2Vec ap-
proach is applied to derive embeddings for each concept available in the
dataset. ALOD2Vec Matcher participated in the OAEI 2018 campaign
before. This is the system’s second participation. The matching system
has been extended, improved, and achieves better results this year.3

Keywords: Ontology Matching · Ontology Alignment · External Re-
sources · Background Knowledge ·Knowledge Graph Embeddings · RDF2Vec

1 Presentation of the System

1.1 State, Purpose, General Statement

The ALOD2Vec Matcher is an element-level, label-based matcher which uses
a large-scale Web-crawled RDF dataset of hypernymy relations as general pur-
pose background knowledge. The dataset contains many tail-entities as well as
instance data such as persons or places which cannot be found in common the-
sauri. In order to exploit the external dataset, a neural language model approach
is used to obtain a vector for each concept contained in the dataset. This match-
ing system system was initially introduced at the OAEI 2018 [14] and has been
completely re-implemented. The implementation is now based on the Matching
EvaLuation Toolkit [5,11] as well as the KGvec2go [12] REST API. A contribu-
tion of this paper is also an extension to the MELT framework in the form of a
KGvec2go Java client available in the MELT-ML module [6] of MELT 2.6.

1.2 Specific Techniques Used

After the basic concepts of this matcher are introduced (Foundations), the spe-
cific techniques applied are presented.

3 Copyright c© 2020 for this paper by its authors. Use permitted under Creative Com-
mons License Attribution 4.0 International (CC BY 4.0).
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Foundations

WebIsALOD Dataset A frequent problem that occurs when working with exter-
nal background knowledge is the fact that less common entities are not contained
within a knowledge base. The WebIsA [17] database is an attempt to tackle this
problem by providing a dataset which is not based on a single source of knowl-
edge – like DBpedia [8] – but instead on the whole Web: The dataset consists
of hypernymy relations extracted from the Common Crawl4, a freely download-
able crawl of a significant portion of the Web. A sample triple from the dataset
is european union skos:broader international organization5. The dataset is also
available via a Linked Open Data (LOD) endpoint6 under the name WebIsA-
LOD [4]. In the LOD dataset, a machine-learned confidence score c ∈ [0, 1] is
assigned to every hypernymy triple indicating the assumed degree of truth of
the statement.

RDF2Vec The background dataset can be viewed as a very large knowledge
graph; in order to obtain a similarity score for nodes and edges in that graph,
the RDF2Vec [16] approach is used. It applies the word2vec [9,10] model to
RDF data: Random walks are performed for each node and are interpreted as
sentences. After the walk generation, the sentences are used as input for the
word2vec algorithm. As a result, one obtains a vector for each word, i.e., a
concept in the RDF graph. Multiple flavors of RDF2Vec have been developed in
the past such as biased walks [1] or RDF2Vec Light [13].7

KGvec2go Training embeddings on large knowledge graphs can be computa-
tionally very expensive. Moreover, the resulting embedding models can be very
large since a multidimensional vector needs to be persisted for every node in the
knowledge graph. However, most downstream applications require only a small
subset of node vectors. The KGvec2go project [12] addresses these problems by
providing a free REST API8 for pre-trained RDF2Vec models on various large
knowledge graphs (among which WebIsALOD is also available).

Monolingual Matching ALOD2Vec Matcher is a monolingual matching sys-
tem. For the alignment process, the system retrieves the labels of all elements
of the ontologies to be matched. A filter adds all simple string matches to the
final alignment in order to increase the performance. The remaining labels are
linked to concepts in the background dataset, are compared, and the best solu-
tion is added to the final alignment. A high-level view of the matching system
is provided in Figure 1.

4 see http://commoncrawl.org/
5 see http://webisa.webdatacommons.org/concept/european_union_
6 see http://webisa.webdatacommons.org/
7 For a good overview of the RDF2Vec approach and its applications, refer to
http://www.rdf2vec.org/

8 see http://kgvec2go.org/api.html
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ALOD2Vec Matcher 3

Fig. 1. High-level view of the ALOD2Vec matching process. KG1 and KG2 represent
the input ontologies and optionally instances. The final alignment is referred to as A.

The first step is to link the obtained labels from the ontology to concepts in
the WebIsALOD dataset. Therefore, string operations are performed on the label
and it is checked whether the label is available in WebIsALOD. If it cannot be
found, a token-lookup is performed. Given two entities e1 and e2, the matcher
uses their textual labels to link them to concepts e′1 and e′2 in the external
dataset. Afterwards, the embedding vectors ve′1 and ve′2 of the linked concepts
(e′1 and e′2) are retrieved via a Web request and the cosine similarity between
those is calculated. Hence: sim(e1, e2) = simcosine(ve′1 , ve′2). If sim(e1, e2) > t
where t is a threshold in the range of 0 and 1, a correspondence is added to a
temporary alignment. In a last step, a one-to-one arity is enforced by applying
a Maximum Weight Bipartite [2] filter on the temporary alignment.

In order to consume the vectors in Java, a client has been implemented and
contributed to the MELT-ML module. The KGvec2go REST API can now be
accessed though class KGvec2goClient. Even though this matcher only uses the
WebIsALOD dataset, the implementation supports all datasets accessible on
KGvec2go. The extension is available by default in MELT 2.6.

Instance Matching For the 2020 version of the matching system, an in-
stance matching module has been added. After classes and properties have been
matched, instances are matched using a string index. The confidence score as-
signed to instances belonging to matched classes is higher than that of matches
between instances belonging to non-matched classes.

Explainability ALOD2Vec Matcher provices an explanation for every corre-
spondence that is added to the final alignment. Therefore, the extension capa-
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bilities of the alignment format [3] are used. Two concrete examples from the
Anatomy track for explanations of the matching system are: “Label ’aqueous
humour’ of ontology 1 and label ’Aqueous Humor’ of ontology 2 have a very
similar writing.” or “The following two label sets have a cosine above the given
threshold: |lens|anterior|epithelium| and |anterior|surface|lens|”. In order to ex-
plain a correspondence, the description property9 of the Dublin Core Metadata
Initiative is used.

1.3 Extensions to the Matching System for the 2020 Campaign

The 2020 system has been completely rewritten. Among the significant changes
are an improved handling of string matches, an instance matching module for
the knowledge graph track [7], explanations on the level of correspondences, a
simplified linking process as well as the usage of a Web endpoint compared to a
local key value database that has been used before. It is important to note that
the 2020 system uses the KGvec2go model for ALOD2Vec which is not equal to
the model trained in 2018. Due to the usage of the KGvec2go API, the SEALS
package is now several magnitudes smaller than before in terms of required disk
space.10 The smaller package cost comes at the price of a slower system runtime
due to API calls. However, this matcher still scored at the exact median of all
matching systems in terms of runtime on the anatomy track this year. The 2020
implementation is publicly available on GitHub.11

2 Results

2.1 Anatomy Track

On the anatomy dataset, the recall could be significantly improved in 2020 com-
pared to the 2018 version of the matching system. Despite a drop in precision,
the new ALOD2Vec Matcher achieves an overall higher F1 score. Due to multi-
ple API calls to KGvec2go, the runtime performance decreased compared to the
2018 version of the matcher.

2.2 Conference Track

On the conference track, the new matcher configuration achieved a better result
than the 2018 one in terms of F1 due to a higher recall (from 0.5 in 2018 to 0.52
in 2020). The overall F1 score on ra1-M3 was 0.59.

9 see http://purl.org/dc/terms/description
10 The 2018 version of the matching system had to be submitted via a download link

due to its large size. The 2020 version was submitted using the default process.
11 see https://github.com/janothan/ALOD2VecMatcher
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2.3 Knowledge Graph Track

This is the first year that ALOD2Vec Matcher participates in the knowledge
graph track. The system could complete all matching tasks in time. Due to the
new instance matching module, this matcher obtains the second best results
achieving almost the same score as the Wiktionary Matcher 2020 [15]. The
overall F1 score was 0.87 on the complete track.

3 Conclusion

In this paper, we presented the newest version of the ALOD2Vec Matcher, a
matcher utilizing an RDF2Vec vector representation of the WebIsALOD dataset,
as well as its results in the 2020 OAEI. The matching system has been improved
compared to its 2018 version. ALOD2Vec Matcher now uses a remote vector API
which makes the matcher package very portable due to its substantially reduced
size. Overall, the results of the matching system could be significantly improved
compared to its last OAEI participation and is the second best performing system
on the knowledge graph track.
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dings as a service. In: Calzolari, N., Béchet, F., Blache, P., Choukri, K., Cieri,
C., Declerck, T., Goggi, S., Isahara, H., Maegaard, B., Mariani, J., Mazo, H.,
Moreno, A., Odijk, J., Piperidis, S. (eds.) Proceedings of The 12th Language Re-
sources and Evaluation Conference, LREC 2020, Marseille, France, May 11-16,
2020. pp. 5641–5647. European Language Resources Association (2020), https:
//www.aclweb.org/anthology/2020.lrec-1.692/

13. Portisch, J., Hladik, M., Paulheim, H.: Rdf2vec light - a lightweight approach for
knowledge graph embeddings. In: Proceedings of the ISWC 2020 Posters Demon-
strations (2020), to appear

14. Portisch, J., Paulheim, H.: Alod2vec matcher. In: OM@ISWC. CEUR Workshop
Proceedings, vol. 2288, pp. 132–137. CEUR-WS.org (2018)

15. Portisch, J., Paulheim, H.: Wiktionary Matcher results for OAEI 2020. In:
OM@ISWC 2020 (2020), to appear

16. Ristoski, P., Rosati, J., Noia, T.D., Leone, R.D., Paulheim, H.: Rdf2vec: RDF
graph embeddings and their applications. Semantic Web 10(4), 721–752 (2019).
https://doi.org/10.3233/SW-180317, https://doi.org/10.3233/SW-180317

17. Seitner, J., Bizer, C., Eckert, K., Faralli, S., Meusel, R., Paulheim, H., Ponzetto,
S.P.: A large database of hypernymy relations extracted from the web. In: Cal-
zolari, N., Choukri, K., Declerck, T., Goggi, S., Grobelnik, M., Maegaard, B.,
Mariani, J., Mazo, H., Moreno, A., Odijk, J., Piperidis, S. (eds.) Proceedings of

152



ALOD2Vec Matcher 7

the Tenth International Conference on Language Resources and Evaluation LREC
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Abstract. AgreementMakerLight (AML) is a scalable and extensible ontology
matching system with an alignment repair functionality and a strong focus on the
use of external knowledge. In OAEI 2020, AML’s development focused mainly
on expanding its range of complex matching algorithms, but there were also im-
provements on its instance matching pipeline and on its ontology parsing algo-
rithm. AML remains the system with the broadest coverage of OAEI tracks, and
among the top performing systems overall.

1 Presentation of the System

1.1 State, Purpose, General Statement

AgreementMakerLight (AML) is an ontology matching system inspired by Agreement-
Maker [1, 2, 10] but designed anew to tackle the matching of very large ontologies ef-
ficiently [7]. It is a general purpose system that is able to successfully tackle problems
across the whole spectrum of ontology matching, irrespective of their domain.
AML is primarily based on lexical matching algorithms [8], but also includes struc-
tural algorithms for both matching and filtering, as well as its own logical repair algo-
rithm [9]. It is capable of using external background knowledge, and even automatically
selecting background knowledge sources for any given ontologies to match [6].
AMLC is a new version of AML developed to tackle complex ontology matching. At
this time, it remains separate from the main AML codebase and OAEI submission, but
we aim to merge the two versions in the near future.
This year, our development focused mainly on the implementation of pattern mining
ontology matching algorithms in AMLC, based on association rules and inspired by the
work of Zhou et al. [11]. As of our OAEI submission, AMLC included only variants
of these algorithms for detecting simple class and property mappings, but we are in the
process of implementing variants for complex mappings.
As has been the case in recent years, we also participated in the SPIMBENCH and Link
Discovery tracks via the HOBBIT platform. In the case of SPIMBENCH, we partic-
ipated with the HOBBIT adaptation of the main AML codebase. In the case of Link
Discovery, we participated with a specialized version of AML, AML-Spatial, due to

Copyright © 2020 for this paper by its authors. Use permitted under Creative Commons Li-
cense Attribution 4.0 International (CC BY 4.0).
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the unique characteristics of the matching tasks in this track and to the unavailability of
the TBox assertions in the HOBBIT datasets.

1.2 Specific Techniques Used

This section describes only the features of AML that are new for OAEI 2020. It also
describes AMLC, a variant of AML tailored to complex matching. For further infor-
mation on AML’s simple matching strategy, please consult AML’s original paper [7] as
well as the AML OAEI results publications of 2016-2018 [4, 3, 5].

Our main development this year was a modular association rule mining framework
for ontology matching, inspired by the work of Zhou et al. [11]. This strategy resem-
bles the common market basket analysis, where we take into account how frequently
two entities of different ontologies are related to common instances, given a populated
dataset. Our framework features a central association rule mining algorithm implemen-
tation that selects patterns (i.e., mappings) based on their confidence and support, and a
suite of algorithms devoted to finding individual types of patterns and computing their
confidence and support from among the set of instances. As of the OAEI submission we
had implemented only algorithms for detecting simple class and property mappings, but
we are in the process of implementing algorithms for each type of complex mapping.

1.3 Adaptations Made for the Evaluation

As has been the case in recent OAEI editions, the Link Discovery submission of AML
is adapted to these particular tasks and datasets, as their specificities (namely the ab-
sence of a Tbox) demand a dedicated submission. The same is also true to some extent
of AML’s Complex Matching submission.
As usual, our submission included precomputed dictionaries with translations, to cir-
cumvent Microsoftr Translator’s query limit.

1.4 Link to the System and Parameters File

AML is an open source ontology matching system and is available through GitHub:
https://github.com/AgreementMakerLight.

2 Results

AML’s OAEI 2020 results are summarized in Table 1 and discussed in the following
subsections.

2.1 Anatomy

AML had a 0.7% increase in precision and a 0.9% decrease in recall, resulting in a
0.2% decrease in F-measure, in comparison with its performance in recent years. These
differences are an unexpected consequence of minor changes in AML’s general config-
uration.
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Table 1: Summary of OAEI 2020 results for AML and AMLC.

Task Precision Recall/
Coverage F-measure Run

time (s) Rank1

—— Anatomy ——
Mouse-Human 0.956 0.927 0.941 29 1

—— Biodiversity & Ecology ——
FLOPO-PTO 0.766 0.820 0.792 53.7 3
ENVO-SWEET 0.810 0.927 0.865 38.8 1
ANAEETHES-GEMET 0.976 0.764 0.857 4.2 3
AGROVOC-NALT 0.955 0.835 0.890 139.5 1a

—— Complex ——
Conference 0.31 0.37 0.34 - 1a

Populated Conference 0.23-0.51 0.26-0.31 N/A - N/A
Hydrography 0.45 0.05 0.10 - 1b

Geolink 0.50 0.23 0.32 - 2
Populated Geolink 0.50 0.23 0.32 - 4
Populated Enslaved 0.73 0.28 0.40 - 1
Taxon 0.19-0.40 0 N/A - N/A

—— Conference ——
OntoFarm (ra1-M3) 0.84 0.66 0.74 - 1
OntoFarm (ra2-M3) 0.82 0.61 0.70 - 1
OntoFarm (rar2-M3) 0.78 0.62 0.69 - 2
OntoFarm (Discrete) 0.79 0.77 0.78 - 1
OntoFarm (Continuous) 0.80 0.74 0.77 - 1
DBpedia-OntoFarm 0.48 0.67 0.56 - 1

—— Disease & Phenotype ——
HP-MP 0.910 0.79 0.816 102 3
DOID-ORDO 0.682 0.834 0.750 200 2

—— Interactive Matching ——
Anatomy (error 0.0) 0.972 0.933 0.952 37.3 1
Anatomy (error 0.1) 0.962 0.929 0.945 37.5 1
Anatomy (error 0.2) 0.951 0.928 0.939 37.4 1
Anatomy (error 0.3) 0.942 0.924 0.933 37.2 1
Conference (error 0.0) 0.91 0.698 0.79 30.1 2
Conference (error 0.1) 0.843 0.682 0.754 30 1
Conference (error 0.2) 0.777 0.677 0.723 30.3 1
Conference (error 0.3) 0.721 0.65 0.684 30.5 1

—— Knowledge Graph ——
Aggregate (class) 0.98 0.81 0.89 – 1
Aggregate (property) 0.92 0.57 0.70 – 6
Aggregate (instance) 0.90 0.80 0.85 – 3b

Aggregate (all) 0.90 0.80 0.85 3055 3b

—— Large Biomedical Ontologies ——
FMA-NCI small 0.958 0.91 0.933 38 1
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FMA-NCI whole 0.806 0.881 0.842 82 1
FMA-SNOMED small 0.923 0.762 0.835 101 1
FMA-SNOMED whole 0.685 0.710 0.697 181 3
SNOMED-NCI small 0.906 0.746 0.818 629 1
SNOMED-NCI whole 0.862 0.687 0.765 381 1

—— Link Discovery ——
Spatial (mainbox) 1.0 1.0 1.0 11172 1b

—— Multifarm ——
Different Ontologies 0.72 0.35 0.47 170 1
Same Ontologies 0.94 0.28 0.17 – 2

—— SPIMBENCH ——
SPIMBENCH (mainbox) 0.839 0.884 0.860 38772 4
1according to F-measure; a only system with results; b tied with other systems

2.2 Biodiversity and Ecology

AML improved its results on both the FLOPO-PTO and the ENVO-SWEET tasks in
comparison with last year. It was surpassed by two versions of LogMap on the FLOPO-
PTO task, but remained the best performing system in the ENVO-SWEET task.
With respect to the new tasks, AML ranked third in the ANAEETHES-GEMET task,
and was the only system able to produce results in the AGROVOC-NALT task.

2.3 Complex Matching

AMLC was one of three tools able to generate complex correspondences, and the only
tool able to produce results in the (non-populated) Conference task, which uses the
simple reference alignment as input. While its performance was among the best in most
tasks, it remains mediocre in comparison with its performance in simple matching tasks,
underpinning the fact that there is much room for improvement in complex ontology
matching.
We unfortunately were unable to finish implementing the suite of pattern mining al-
gorithms for complex ontology matching in time for this OAEI edition, which likely
would have improved AML’s performance substantially in populated complex tasks.

2.4 Conference

AML had the exact same results as in recent years, with F1-measures of 74% according
to the full reference alignment (ra1), 70% according to the extended reference alignment
(ra2), 78% according to the discrete uncertain reference alignment, and 77% according
to the continuous one, ranking first in all four evaluation variants. It ranked second in
the evaluation with the violation free version of the extended reference alignment (rar2),
likely because AML’s repair algorithm deliberately does not address conservativity vi-
olations, as we do not subscribe to conservativity as a guiding principle in ontology
matching.
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AML was one of only five systems able to participate in a new unannounced task con-
sisting in matching the DBpedia to the OntoFarm ontologies, and had the highest F-
measure among those five.

2.5 Disease and Phenotype

AML ranked it third and second in F-measure in the HP-MP and DOID-ORDO tasks,
respectively. However, as has been the trend, AML was one of the systems with the
highest number of unique mappings (i.e., mappings not proposed by any other system).
Since the evaluation in this track is based on a 3-vote consensus alignment, rather than a
true reference alignment, and unique mappings are not otherwise assessed, this severely
affects AML’s evaluation, making its results below average in comparison with other
biomedical matching tasks.

2.6 Interactive Matching

AML had a lower performance than last year in the Anatomy track, undoubtedly tied to
its change in performance in the non-interactive version of the track. Its results in the
Conference track remained the same. Overall it remains the interactive system that is
the least impacted by the oracle errors.

2.7 Large Biomedical Ontologies

AML’s performance in this track was similar to last year’s, but with decimal increases in
F-measure across all tasks, likely due to the same changes that affected its performance
in the Anatomy track. It remains the best performing system in five out of the six tasks.

2.8 Knowledge Graph

Contrarily to last year, AML was able to complete all of the five tasks in a timely
manner, having a global F-measure of 0.85, which ranked it third overall. It had the best
performance in matching classes.

2.9 Link Discovery

As in previous years, AML and all other participants produced a perfect result (100%
F-measure) in the Spatial track. AML had the highest run time among participating sys-
tems, though this was not true in all tasks.

2.10 Multifarm

AML’s results were slightly better than last years’, with a 2% increase in F-measure
in the different ontologies modality and a 1% increase in the same ontologies modal-
ity. These differences are due to correcting a minor configuration problem when using
AML’s word-matching algorithm in a multilingual setting.
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2.11 SPIMBENCH

AML obtained the same results as last year, with an F-measure of 86%, which ranked
it fourth.

3 General Comments on the Results

In 2020, AML was once again the system that tackled the most OAEI tracks and
datasets, and maintained its status as one of best performing and broadest matching
systems competing in the OAEI.
Nonetheless, there is still some work to be done in terms of complex matching, in order
to be able to provide more robust results. We will strive to refine and improve AML’s
complex matching pipeline, particularly by upgrading our association rule based ap-
proach.

4 Conclusions

Like in recent years, AML was the matching system that participated in the most OAEI
tracks and datasets, and it was among the top performing systems in most of them.
AML’s performance was very similar to those of recent years in any of the long-standing
OAEI tracks, as most of our development effort went into tackling new challenges, such
as pattern mining approaches for complex matching.
Complex matching remains one of the biggest challenges in ontology matching, and
will remain the main focus of AML’s development in the near future.
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Abstract. This paper introduces the results of an ontology alignment
system named Association Rule-based Ontology Alignment (AROA) in
the Ontology Alignment Evaluation Initiative (OAEI) 2020 campaign.
This ontology alignment system focuses on producing simple and com-
plex alignment between ontologies that are populated with instance data.
This is the second participation of AROA in the OAEI campaign, and
it produces the best performance in terms of relaxed F-measure on two
benchmarks in complex track, which are populated GeoLink and popu-
lated Enslaved.

1 Presentation of the system

1.1 State, purpose, general statement

AROA (Association Rule-based Ontology Alignment) system aims to automati-
cally generate simple and complex alignment between two and more ontologies.
These ontologies are required to have shared common instance data because
AROA relies on association rule mining and requires these instances as input to
discover interesting relations. After generating a set of association rules, AROA
utilizes the simple and complex correspondence patterns that have been widely
accepted in the Ontology Matching community [4, 5] to further narrow a large
number of rules down to more meaningful ones and finally establishes the align-
ments.

1.2 Specific techniques used

Figure 1 illustrates the overview of AROA alignment system. In this section,
we introduce each step of AROA alignment system along with some concepts
that we frequently use in the AROA system, such as association rule mining,
FP-growth algorithm, and complex alignment generation.

Clean Triple. First, AROA extracts all triples as the format of 〈Subject,
Predicate, Object〉 from the source and target ontologies. Each item in a triple
is expressed as a web URI. After collecting all of the triples, we clean the data
based on the following criteria: we only keep the triples that contain at least one
entity under the source or the target ontology namespace or the triples contain
rdf:type information, as our algorithm relies on this information.

∗Copyright © 2020 for this paper by its authors. Use permitted under Creative
Commons License Attribution 4.0 International (CC BY 4.0).
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Fig. 1. Overview of AROA Alignment System

Generate Transaction Database. After the filtering process, we generate
the transaction database as the input for the FP-growth algorithm. Let I =
{i1, i2, . . . , in} be a set of distinct attributes called items. Let D = {t1, t2, . . . , tm}
be a set of transactions where each transaction in D has a unique transaction
ID and contains a subset of the items in I. Table 1 shows a list of transactions
corresponding to a list of triples. Instance data can be displayed as a set of
triples, each consisting of subject, predicate, and object. Here, subjects represent
the identifiers and the set of corresponding properties with the objects represent
transactions, which are separated by the symbol “|”. I.e., a transaction is a set
T = (s, Z) such that s is a subject, and each member of Z is a pair (p, o) of a
property and an object such that (s, p, o) is an instance triple.

Generate Typed Transaction Database. Then we replace the object
in the triples with its rdf:type1 because we focus on generating schema-level
(rather than instance-level) mapping rules between two ontologies, and the type

1If there are multiple types of the object, it can also combine the subject and
predicate as additional information to determine the correct type, or keep both types
as two triples.

Table 1. Triples and Corresponding Transactions

s1 p1 o1
s1 p2 o2
s1 p4 o4
s2 p1 o1
s2 p2 o2
s2 p3 o3
s2 p4 o4
s3 p1 o1
s3 p2 o2

TID Itemsets

s1 p1|o1, p2|o2, p4|o4
s2 p1|o1, p2|o2, p3|o3, p4|o4
s3 p1|o1, p2|o2
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Table 2. Original Transaction Database

TID Itemsets

x1 gbo:hasAward|y1, gmo:fundedBy|y2
x2 gbo:hasFullName|y3, gmo:hasPersonName|y4
x3 rdf:type|gbo:Cruise, rdf:type|gmo:Cruise

Table 3. Typed Transaction Database

TID Itemsets

x1 gbo:hasAward|gbo:Award, gmo:fundedBy|gmo:FundingAward

x2 gbo:hasFullName|xsd:string, gmo:hasPersonName|gmo:PersonName

x3 rdf:type|gbo:Cruise, rdf:type|gmo:Cruise

information of the object is more meaningful than the original URI. If an object
in a triple has rdf:type of a class in ontology, we replace the URI of the object
with its class. If the object is a data value, the URI of the object is replaced with
the datatype. If the object already is a class in ontology, it remains unchanged.
Tables 2 and 3 show some examples of the conversion.

Generate Association Rules. Our alignment system mainly depends on
a data mining algorithm called association rule mining, which is a rule-based
machine learning method for discovering interesting relations between variables
in large databases [3]. Many algorithms for generating association rules have
been proposed, like Apriori [1] and FP-growth algorithm [2]. In this paper,
we use FP-growth to generate association rules between ontologies, since the
FP-growth algorithm has been proven superior to other algorithms [2]. The FP-
growth algorithm is run on the transaction database in order to determine which
combinations of items co-occur frequently. The algorithm first counts the number
of occurrences of all individual items in the database. Next, it builds an FP-tree
structure by inserting these instances. Items in each instance are sorted by de-
scending order of their frequency in the dataset so that the tree can be processed
quickly. Items in each instance that do not meet the predefined thresholds, such
as minimum support and minimum confidence (see below for these terms), are
discarded. Once all large itemsets have been found, the association rule creation
begins. Every association rule is composed of two sides. The left-hand-side is
called the antecedent, and the right-hand-side is the consequent. These rules
indicate that whenever the antecedent is present, the consequent is likely to be

Table 4. Examples of Association Rules

Antecedent Consequent

p4|o4, p1|o1 p2|o2
p2|o2 p1|o1
p4|o4 p1|o1
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Table 5. The Alignment Pattern Types Covered in AROA System

Pattern Category

Class Equivalence 1:1

Class Subsumption 1:1

Property Equivalence 1:1

Property Subsumption 1:1

Class by Attribute Type 1:n

Class by Attribute Value 1:n

Property Typecasting Equivalence 1:n

Property Typecasting Subsumption 1:n

Typed Property Chain Equivalence m:n

Typed Property Chain Subsumption m:n

as well. Table 4 shows some examples of association rules generated from the
transaction database in Table 1.

Generate Alignment. AROA utilizes some simple and complex correspon-
dences that have been widely accepted in Ontology Matching community to
further filter rules [4, 5] and finally generate the alignments. There are a total
of 10 different types of correspondences that AROA covers this year. Table 5
lists all the simple and complex alignment correspondences and corresponding
categories. Since the association rule mining might generate a large number of
rules, in order to narrow the association rules down to a smaller set, AROA
follows these patterns to generate corresponding alignments. For example, Class
by Attribute Type (CAT) is a classic complex alignment pattern. This type of
pattern was first introduced in [4]. It states that a class in the source ontology
is in some relationship to a complex construction in the target ontology. This
complex construction may comprise an object property and its range. Class C1

is from ontology O1, and object property op1 and its range t1 are from ontology
O2.

Association Rule format: rdf:type|C1 → op1|t1
Example: rdf:type|gbo:PortCall→ gmo:atPort|gmo:Place
Generated Alignment: gbo:PortCall(x)→ gmo:atPort(x, y) ∧ gmo:Place(y)

In this example, this association rule implies that if the subject x is an indi-
vidual of class gbo:PortCall, then x is subsumed by the domain of gmo:atPort with
its range gmo:Place. The equivalence relationship can be generated by combin-
ing another association rule holding the reverse information. Other simple and
complex alignments are also generated by following the same steps.

1.3 Adaptations made for the evaluation

AROA is an instance-based ontology alignment system. Therefore, AROA em-
beds Apache Jena Fuseki server in the system. The ontologies are first down-
loaded from the SEALS repository. And then, AROA uploads and stores the
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Table 6. The Number of Alignments Found on Populated GeoLink Benchmark

Alignment Patterns Category Reference Alignment AROA

- - - # of Correct Entities # of Correct Relation

Class Equiv. 1:1 10 10 10

Class Subsum. 1:1 2 1 0

Property Equiv. 1:1 7 5 5

Property Typecasting Subsum. 1:n 5 3 0

Property Chain Equiv. m:n 26 15 13

Property Chain Subsum. m:n 17 7 0

ontologies in the embedded Fuseki server, which might take some time for this
step to load large-size ontology pairs.

2 Results

This year, AROA alignment system evaluates its performance on the populated
GeoLink benchmark [5, 6] and populated Enslaved benchmark [7]. In the pop-
ulated GeoLink benchmark, there are 19 simple mappings, including 10 class
equivalence, 2 class subsumption, and 7 property equivalence. And there are 48
complex mappings, including 5 property subsumption, 26 property chain equiv-
alence, and 17 property chain subsumption. In the populated Enslaved bench-
mark, 15 simple mappings are all class equivalences. And there are 83 complex
mappings, including 68 property chain equivalence and 15 property chain sub-
sumption. Table 6 and Table 7 list the alignment patterns and categories in
the populated GeoLink and populated Enslaved Benchmark with the results of
AROA system. We list the numbers of identified mappings for each pattern.
There are two dimensions that we can look into the details to understand the
performance. The first dimension is the entity identification, which means, given
an entity in the source ontology, the system should be able to generate related
entities in the target ontology. Another dimension is relationship identification,
in which the system should detect the correct relationship between these en-
tities, such as equivalence and subsumption. Therefore, we list the number of
correct entities and the number of correct relationships in order to understand
the strengths and weaknesses of the system. For example, In the Table 6, AROA
correctly identifies all 1:1 class equivalence including entity and relationship.
AROA also finds one class subsumption alignment, which is the class PortCall
in the GeoLink Base Ontology (GBO) is related to the class Fix in the Ge-
oLink Modular Ontology (GMO). However, it outputs the relationship between

Table 7. The Number of Alignments Found on Populated Enslaved Benchmark

Alignment Patterns Category Reference Alignment AROA

- - - # of Correct Entities # of Correct Relation

Class Equiv. 1:1 15 11 11

Property Chain Equiv. m:n 68 29 29

Property Chain Subsum. m:n 15 3 0
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Table 8. The Performance Comparison on Populated GeoLink and Populated Enslaved
Benchmarks

Matcher Populated GeoLink Populated Enslaved

(1:1) (1:n) m:n Relaxed Precision Relaxed F-measure Relaxed Recall (1:1) (1:n) m:n Relaxed Precision Relaxed F-measure Relaxed Recall

Reference Alignment 19 5 43 - - - 15 0 83 - - -

AMLC 13 0 0 0.50 0.32 0.23 12 0 18 0.73 0.40 0.28

AROA 15 3 22 0.87 0.60 0.46 11 0 32 0.80 0.51 0.38

CANARD 15 2 17 0.89 0.54 0.39 3 0 16 0.42 0.19 0.13

PortCall and Fix as equivalence, which it should be subsumption. Therefore,
we count the number of correct entities as 1 and the number of correct relations
as 0. This criterion is also applied to other patterns. In the Table 7, AROA de-
tects 73% (11 out of 15) of the simple class equivalences and 38% (32 out of 83)
of the complex mappings in the populated Enslaved benchmark. In addition, we
compare the performance of AROA against other complex alignment systems
in Table 8. AMLC, AROA, and CANARD are only three systems can produce
complex relations on the complex benchmarks. AROA found the highest number
of complex alignments and achieved the best performance in terms of relaxed
recall and relaxed f-measure on both benchmarks.2

3 General comments

From the performance comparison, AMLC, AROA, and CANARD can generate
almost correct complex alignment, which means some alignments found by these
two systems may not be completely correct, but it can be easily improved by
semi-automated fashion. For example, the system can produce correct entities
that should be involved in a complex alignment, but it doesn’t output the cor-
rect relationship. Another possible situation is that the system can detect the
correct relationship but fails to find all the entities. Based on these situations,
we will investigate the incorrect alignments and improve the algorithm to find
the relationship and entities as accurately as possible.

4 Conclusions

This paper introduces the AROA ontology alignment system and its preliminary
results in the OAEI 2020 campaign. This year, AROA evaluates its performance
on populated GeoLink and populated Enslaved benchmarks and achieves the
best performance in terms of relaxed recall and relaxed f-measure among the
three complex alignment systems. We will continue to evaluate AROA on other
benchmarks and improve the algorithm in the near future.
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Abstract. ATBox matcher is a scalable system for instance (Abox) and
schema (Tbox) matching. It uses two pipelines for generating candidates
for the schema and instance matching, and utilizes the schema matches
to further improve the instance correspondences. Using a string blocking
method, ATBox is able to align large ontologies and can run on OAEI
tracks like largebio and knowledge graph. The results look promising,
but further features for better finding correct instance matches can be
developed.

Keywords: Ontology Matching · Knowledge Graph

1 Presentation of the system

Nearly all systems submitted to the Ontology alignment Evaluation Initiative
(OAEI) are able to align ontologies, schemas, or Tboxes, as they are called in de-
scription logics (DL). On the other hand, there are more and more instance tracks
like spimbench, link discovery, geolink cruise, and knowledge graph, matching
instances, or Aboxes, becomes equally important. The matcher presented in this
paper, called ATBox, focuses on both the Abox and Tbox.

Especially the knowledge graph track needs scalable systems which can deal
with hundred of thousands of instances [4]. Thus, the basis of this matcher is
a blocking approach, which focuses on high recall. Its result is succesively fine
tuned to increase the precision. Given this design, ATBox is also able to match
large knowledge graphs like DBpedia [1] or YAGO [6].

1.1 State, purpose, general statement

The overall matching strategy of ATBox is shown in figure 1. The Tbox and
Abox have different processing pipelines but the correspondences are combined
in the end to get the final alignment.

Tbox matching is applied for all classes and properties (owl:ObjectProp-
erty, owl:DatatypeProperty, and rdf:Property). They are retrieved by the
jena1 methods OntModel.listClasses() and OntModel.listAllOntProperties().

0 Copyright c© 2020 for this paper by its authors. Use permitted under Creative Com-
mons License Attribution 4.0 International (CC BY 4.0).

1 https://jena.apache.org
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Fig. 1. Overview of the ATBox matcher strategy.

The Tbox matching (classes and properties) starts with the stopword ex-
traction. In some cases the labels and/or fragments (which we define as the part
after the last hashtag symbol # or slash /) contains tokens which appears very
often like class, infobox etc. If such tokens appears in more than 20 % of all
classes/properties (considered separately), then it is extracted as a corpus spe-
cific stop word. In case there are many such stop words, they are restricted to
the five most occurring ones.

The synonyms (used during string matching) are extracted from the English
Wiktionary to cover many different domains. The extraction is done with DB-
nary [8], a dataset containing Wiktionary as RDF. The extraction process starts
with all resources of type dbnary:Page 2 within the English domain 3. Then we
follow the describes relation and extract all resources connected with property
synonym. Furthermore we follow the relation sense to also find all the given
senses and their synonyms. The lemmas are extracted directly from the URI.

Table 1. String processing steps in ATBox matcher for schema matches.

Processsing Confidence Levenshtein

equality 1.0 no
normalize 0.9 no
normalizeParentheses 0.8 no
defaultStopwords 0.7 no
corpusStopwords 0.6 yes
synonyms 0.5 no

2 http://kaiko.getalp.org/dbnary#Page
3 http://kaiko.getalp.org/dbnary/eng/
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The string matching contains multiple different steps which are shown in ta-
ble 1. All processing applies to rdfs:label and in case it is missing to the URI
fragment. If the extracted text is exactly the same, the generated correspon-
dence has a confidence of 1.0. During the normalization process, a word written
in camel case4 is separated with whitespace (e.g. hasAge to has Age) and after-
wards lowercased. In case some UTF-8 characters are not normalized, we apply
a normalization step for them (e.g. an accented character can be encoded in
multiple different ways in UTF-8). All possible punctuations are furthermore
removed and multiple whitespaces are combined into one. In case the normal-
ized text matches, a confidence of 0.9 is assigned. In the normalizeParentheses
step, all text within parentheses is removed. If the remaining normalized text
(same as in normalize step) is equal, it assigns a confidence of 0.8. The reason
behind is that many articles in KGs define concepts with same names to have the
discriminating term in parentheses e.g. “Harry Potter (character)” and “Harry
Potter (film series)”. DefaultStopwords removes a given set of stopwords while
keeping all other processing steps as before (confidence is 0.7). In the last pro-
cessing step, the corpus specific stopwords, extracted before, are also removed
and additionally allow a levenshtein distance[7] of 1 (but only in case the text is
longer than 6 characters). In case it matches a correspondence with confidence
of 0.6 is generated. If the amount of concepts are less than 10,000 for source
and target, then a synonym step is added with a confidence of 0.5. In this step,
the extracted synonyms are used to replace (possibly multiple) tokens with all
available synonyms.

All string processing steps are executed in order starting with the highest con-
fidence. If a match is found the remaining steps are also executed to find possible
other candidates. As an example, a correspondence like <Harry Potter,harry
potter, =, 0.9> is already found, then the processing continues and also add
<Harry Potter,Harry Potter(Book), =, 0.8> to the resulting alignment.

The instance matching (Abox - shown in the lower part of the figure 1)
starts directly with the string matching component. It reuses the processing
steps described in the previous section without the corpus dependent stopword
removal and synonym replacement. The applied steps are shown in table 2. The
first four steps applies to the rdfs:label and if it is missing to the fragment of
the URI. The confidence is decreasing with a step size of 0.1 starting with 1.0. In
the second part, the additional properties skos:prefLabel and skos:altLabel

are taken into account. If they match, the confidence is set to maximally 0.6
depending in which preprocessing step the match occurs. Once again, we allow
matches which a lower confidence, even when a correspondence with a higher
confidence is found. This increases the recall because it might be the case that
the matched entity with a high confidence is not the best available match.

The string processing step generated an alignment with a high recall. All
following steps try to increase the precision by generating additional confi-
dences for each correspondence. This helps at the end of the processing pipeline
to enforce a one to one alignment and selecting the right correspondence in

4 https://en.wikipedia.org/wiki/Camel_case
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Table 2. Processing steps for generating instance matches.

Processsing Confidence Property

equality 1.0 rdfs:label (or fragment)
normalize 0.9 rdfs:label (or fragment)
normalizeParentheses 0.8 rdfs:label (or fragment)
defaultStopwords 0.7 rdfs:label (or fragment)

equality 0.6 + skos:preflabel, skos:altLabel
normalize 0.5 + skos:preflabel, skos:altLabel
normalizeParentheses 0.4 + skos:preflabel, skos:altLabel
defaultStopwords 0.3 + skos:preflabel, skos:altLabel

case there are multiple target entities for one source entity (or the other way
around). Thus the following filters only add additional confidences (with the
addAdditionalConfidence function of YAAA [5]) and do not yet remove any
correspondences:

– Similar Neighbors Filter

– Cosine Similarity Filter

– Common Properties Filter

– Type Filter

All these filters are explained in the following. The similar neighbors filter
uses the instance alignment (generated by the previous string processing step) to
count for each instance correspondence how many resources or literals are shared
between the two instances. Figure 2 shows an example where two neighbors are
detected for correspondence <one:Harry Potter, two:Harry Potter> because the
literal “blue” and the resource “Gryffindor” is shared. Note that the properties
are not taken into account (which is done later by the common properties filter).
Thus we do not need a mapping of property “eyeColor” to “eye”. We further
exclude the properties rdfs:label and skos:altLabel and all properties which
have the same literal as those. This will not count the literals which just repeats
the name of the resource with a different (maybe not matched) property like
“name”. Two literals are the same when their lowercased lexical value is equal.
The additional confidence is the absolute amount of neighbors.

The cosine similarity filter compares text which is extracted from instances.
It is generated by iterating over all literals and checking if the datatype of it
is xsd:string,rdf:langString or if the literal has a language tag. All lexical
representations of such literals are concatenated to generate a textual represen-
tation. These representations are then compared with a cosine similarity which
is added to the correspondence.

The common properties filter checks for each instance correspondence the
number of shared properties. This heavily relies on already matched schema
because all properties with the same URI are excluded beforehand. Thus we
only check if the instances share some matched properties regardless of their
objects. The number of overlap is then added to the correspondence.
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one:Harry_
Potter

two:Harry_
Potter

one:Gryffindor
two:Gryffindor

(House)

one:Half
-blood

two:James_
Potter

“blue“

KG 1 KG 2
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one:house two:house

one:bloodStatus two:father

Fig. 2. The similar neighbors filter would assign two neighbors for the correspon-
dence <one:Harry Potter, two:Harry Potter> because of literal “blue” and the already
matched entites one:Gryffindor and two:Gryffindor(House).

The type filter is similar to the neighbors filter but only checks if the types
(retrieved by rdf:type) actually overlap. This again requires already matched
classes. The absolute overlap is added as an additional confidence.

The final step during instance matching is to actually filter these correspon-
dences and create a one to one alignment. This instance filter sorts the correspon-
dences by confidence (which is initially set by the string matching) and iterating
over it. If a source or target resource is already matched, then it continues with
the next correspondence. In all other cases it checks if there is a correspondence
in the whole instance alignment which should be used instead. The criteria for
being better is fixed to have greater values in two additional confidences.

As a last step, all correspondences are combined and a final cardinality filter
ensures a one to one alignment by comparing the confidence scores.

1.2 Specific techniques used

We used the following matching components of MELT [5]:

– ScalableStringProcessingMatcher
– StopwordExtraction
– SimilarNeighborsFilter
– CommonPropertiesFilter
– CosineSimilarityConfidenceMatcher
– SimilarTypeFilter
– NaiveDescendingExtractor

1.3 Adaptations made for the evaluation

ATBox matcher is also available as a SEALS package. Due to clashes of depen-
decies of SEALS and ATBox, we decided to use the external SEALS packaging
mechanism of the MELT framework[5]. It generates an intermediate matcher
which executes an external process which runs in its own java virtual machine
(JVM). Thus different versions of dependencies are not a problem.
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1.4 Link to the system and parameters file

ATBox matcher can be downloaded from
https://www.dropbox.com/s/q57rzoec9zeumi2/ATBox.zip?dl=0.

2 Results

This section discusses the results of ATBox for each track of OAEI 2020 where the
matcher is able to produce results. The following tracks are included: anatomy,
conference, largebio, phenotype, and knowledge graph track.

Specific matching strategies and interfaces for the interactive and complex
track are currently not implemented and are thus not described. Due to no multi
language support, the multifarm track is also excluded.

2.1 Anatomy

ATBox could achive a slightly higher F-measure than the baseline (0.799 vs
0.766). Even though a synonym step is included in the matcher, the recall is
only at 0.671 but therefor a high precision of 0.987 could be achieved (third best
value).

Some examples were the matcher could find some non-trivial matches are:

– <cranium, Skull, =, 0.5>
– <lienal vein, Splenic Vein, =, 0.5>
– <inner ear, Internal Ear, =, 0.5>
– <celiac artery, Coeliac Artery, =, 0.6>
– <grey matter, Gray Matter, =, 0.6>

The first three have a confidence of 0.5 and thus the matches are mainly
generated by synonym replacements. The last two contain different spellings like
“grey” and “gray”. They are matched because the levenshtein distance is one
between the two strings.

Some examples where the synonym step yields wrong results are:

– <naris, Nostril, =, 0.5>
– <upper arm, Biceps, =, 0.5>

This shows that not only true positives are generated and it is also the reason
why the correspondence has a low confidence.

2.2 Conference

In the conference track ATBox matcher (0.56) is a bit better in terms of F-
Measure than the baselines edna (0.54) and StringEquiv (0.52) when using the
ra2-M3 evaluation. It covers the class and property alignments (M3) and uses
the ra2 reference alignment which is a transitive closure of the original refer-
ence alignment ra1[9]. Analyzing the precision/recall triangular graph which is
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based on the same evaluation dataset is can easily be seen that ATBox matcher
has the best tradeoff between recall and precision. The reason is mainly the
higher recall and the lower precision which is not easily avoidable. The schema
matching capabilities of ATBox are rather limited and thus only the synonym
expansion helps a lot. The ontology specific stopwords do not help here be-
cause they do not exist in the given dataset. Some examples where the synonym
step help: <Trip, Excursion>, <Participant, Attendee>, <Place, Location>,
and <SubjectArea, Topic>. The levenshtein distance helps finding <Sponsor,
Sponzor> and <Organization, Organisation>. Furthermore ATBox is one of the
seven matching systems which returns a wide variation of confidence values.

2.3 Largebio

ATBox matcher is one of six systems which are able to run on all six test cases
and return meaningful alignments. It was consequently the second fastest system
after LogMapLt. The results are very good in terms of precision but the recall
is to low to compete with the other participants. Only in the FMA-SNOMED
small fragments test cases the presented matcher could perform better than
Wiktionary and LogMapLt.

2.4 Phenotype

In this track the presented matcher only returns 759 correspondences for the first
task HP-MP and 1,318 correspondences for the second task DOID-ORDO. The
evaluation result thus contains a low recall of 0.298 respectively 0.333. Together
with a high precision, a F-measure of 0.457 and 0.498 can be achieved. This is
probably due to the missing background knowledge because LogMapBio uses
BioPortal, LogMap uses spelling variants of SPECIALIST lexicon, and AML
uses three sources (Uberon, DOID, and MeSH). All these systems achieve a
higher recall than ATBox. Nevertheless in task HP-MP we could rank higher
than ALOD2Vec and Wiktionary.

2.5 Biodiv

In the Biodiv track ATBox could only return results in FLOPO-PTO test case.
Once again the F-measure of 0.714 is much better than those of Wiktionary and
ALOD2Vec but less than all LogMap variants and AML.

2.6 Knowledge Graph

ATBox could score int the overall evaluation(which contains classes, proper-
ties, and instances) the second highest F-measure score of 0.85 together with
AML. Only ALOD2Vec and Wiktionary scores 0.01 better. When matching only
classes, the presented matcher is the second best system after AML and for
properties it is the best matcher. The instance matching pipeline is helpful for
finding the correct correspondences but with 0.84 it is a bit below AML (0.85),
ALOD2Vec (0.87), and Wiktionary (0.87).
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3 General comments

3.1 Discussions on the way to improve the proposed system

We would like to increase the number of feature generators. For example, all
texts connected to an instance could be compared not only with cosine simi-
larity but also with a BERT classifier[2]. Another feature would be to compare
images associated with the instances to further distinguish true positive from
false positive correspondences.

Furthermore the schema matches could be improved with the help of all
instance correspondences as already shown in DOME matcher [3].

4 Conclusions

In this paper, we have analyzed the results of ATBox matcher in OAEI 2020.
It shows that the system is very scalable and can generate class, property and
instance alignments. It usually has a high precision but on some tracks like
Largebio, Phenotype, and Biodiv the recall can be increased by utilizing external
knowledge despite the already used synonym lexicon from Wiktionary.

Most of the used matching components are furthermore included in the
MELT framework[5] to allow other system developers to reuse them.
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Abstract. This paper presents the results from the CANARD system
in the OAEI 2020 campaign. CANARD is a system able to generate
complex alignments. It is based on the notion of competency questions
for alignment, as a way of expressing user needs. The system has par-
ticipated in tracks where instances are available (Populated Conference,
Populated Geolink, Populated Enslaved and Taxon datasets). This is the
third participation of CANARD in the OAEI campaigns.

1 Presentation of the system

The CANARD (Complex Alignment Need and A-box based Relation Discovery)
system [3,4] discovers complex correspondences between populated ontologies
based on Competency Questions for Alignment (CQAs). CQAs represent the
knowledge needs of a user and define the scope of the alignment. They are
competency questions that need to be satisfied over two or more ontologies. Our
approach takes as input a set of CQAs translated into SPARQL queries over the
source ontology. The answer to each query is a set of instances retrieved from a
knowledge base described by the source ontology. These instances are matched
with those of a knowledge base described by the target ontology. The generation
of the correspondence is performed by matching the subgraph from the source
CQA to the lexically similar surroundings of the target instances.

The system source code and the configuration files are available at https:

//framagit.org/IRIT_UT2J/ComplexAlignmentGenerator.

1.1 Settings definition

Following the evaluation made in [3], the number of support instances was set
to 2 instead of 10 last year to improve the runtime. The levenshtein similarity
threshold was set to 0.4 like last year.

? Copyright © 2020 for this paper by its authors. Use permitted under Creative Com-
mons License Attribution 4.0 International (CC BY 4.0).
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1.2 Adaptations made for the evaluation

Automatic generation of CQAs OAEI tracks do not cover CQAs i.e., the
CQAs can not be given as input in the evaluation. We extended last year’s query
generator so that it can output binary queries. The query generator now produces
three types of SPARQL queries: Classes, Properties and Property-Value pairs.

Classes For each owl:Class populated with at least one instance, a SPARQL
query is created to retrieve all the instances of this class. If <o1#class1> is a
populated class of the source ontology, the following query is created:
SELECT DISTINCT ?x WHERE {?x a <o1#class1>.}

Properties For each owl:ObjectProperty or owl:Dataproperty with at least one
instantiation in the source knowledge base, a SPARQL query is created to re-
trieve all instantiations of this property. If <o1#property1> is an instantiated
property of the source ontology, the following query is created:
SELECT DISTINCT ?x ?y WHERE {?x <o1#property1> ?y.}

Property-Value pairs Inspired by the approaches of [1,2,5], we create SPARQL
queries of the form

– SELECT DISTINCT ?x WHERE {?x <o1#property1> <o1#Value1>.}
– SELECT DISTINCT ?x WHERE {<o1#Value1> <o1#property1> ?x.}
– SELECT DISTINCT ?x WHERE {?x <o1#property1> "Value".}

These property-value pairs are computed as follow: for each property (object or
data property), the number of distinct object and subject values are retrieved.
If the ratio of these two numbers is over a threshold (arbitrarily set to 30)
and the smallest number is smaller than a threshold (arbitrarily set to 20), a
query is created for each of the less than 20 values. For example, if the property
<o1#property1> has 300 different subject values and 3 different object values
("Value1", "Value2", "Value3"), the ratio |subject|/|object| = 300/3 > 30 and
|object| = 3 < 20. The 3 following queries are created as CQAs:

– SELECT DISTINCT ?x WHERE {?x <o1#property1> "Value1".}
– SELECT DISTINCT ?x WHERE {?x <o1#property1> "Value2".}
– SELECT DISTINCT ?x WHERE {?x <o1#property1> "Value3".}

The threshold on the smallest number ensures that the property-value pairs
represent a category. The threshold on the ratio ensures that properties represent
categories and not properties with few instantiations.

Implementation adaptations In the initial version of the system, Fuseki
server endpoints are given as input. For the SEALS evaluation, we embedded a
Fuseki server inside the matcher. The ontologies are downloaded from the SEALS
repository, then uploaded in the embedded Fuseki server before the matching
process can start. This downloading-uploading phase takes time, in particular
when dealing with large files.
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The CANARD system in the SEALS package is available at http://doi.

org/10.6084/m9.figshare.7159760.v2. The generated alignments over the datasets
in which CANARD performed are available at:

– Populated Conference: http://oaei.ontologymatching.org/2020/results/
complex/popconf/results_conference.zip

– Populated GeoLink: http://oaei.ontologymatching.org/2020/results/
complex/popgeolink/popgeolink_results_2020.zip

– Populated Enslaved: http://oaei.ontologymatching.org/2020/results/
complex/popenslaved/popenslaved_results_2020.zip

– Taxon: http://oaei.ontologymatching.org/2020/results/complex/taxon/
results_taxon.zip

2 Results

Please refer to http://oaei.ontologymatching.org/2020/results/complex

for the results of CANARD in the OAEI 2020 campaign.

2.1 Populated Conference

Two datasets were used in the Populated Conference subtrack, one with more
instances than the other. CANARD could perform all the matching tasks in the
smaller dataset but timed out on 16 out of the 20 oriented pairs. This highlights
one of CANARD’s limitations : scalability.

For this reason, the coverage score is much lower on the large dataset than
on the small one. While merging the results of all matchers by taking their best
run (original, small or large dataset), CANARD obtains the best coverage score.
It is the only evaluated matcher with a Coverage score higher than that of the
reference simple alignment (ra1).

2.2 Populated Geolink

CANARD achieved the best relaxed-precision score (0.89) and the second best
relaxed-recall score (0.54). This score however does not consider the semantics
of the output correspondence. Most systems achieved a high relaxed precision
score. Because of the automatic generation of CQAs, many correspondences of
the form ∃gbo:hasPlatformType.{X} ≡ gmo:Platform, where X is a platform type
were found.

2.3 Populated Enslaved

CANARD performed the lowest in this track out of the three evaluated complex
matchers. On the enslaved-wikidata oriented pair of ontologies, CANARD found
many instance links for each support answer. These links were found with literal
comparison on two instances, a generic method which brings a lot of errors on

178



a dataset with many literal information (such as dates or values). In the case of
binary CQAs, as CANARD tries to find a property path between each aligned
entity, the runtime exploded and had to be stopped. This shows a major flaw in
CANARD that should be fixed.

2.4 Taxon

CANARD has output much more correspondences than last year. A recurring
pattern was found in the correspondences: an object property from Taxref or
Agrovoc is aligned to a chain of agronomicTaxon:hasHigherRank and agronomic-
Taxon:hasLowerRank properties. This lowered the precision score in comparison
with last year’s. This can be explained by:

– Wrong instance linking based on label matching regardless of the language
(e.g., a plant taxon matched to a habitat)

– The computation of all possible links between the two matched instances in
the target knowledge-base

– If a path is found between two matched instances, it gets a default confidence
value of 0.5. If a better path is found (a path with a lexical similarity to the
source property), it gets a higher value and the default path are filtered. In
this case, no better path was found so all correspondences were kept.

The recall score is also lower as last year’s because the system was set to
use only 2 support instances this year. As the instances are not homogeneously
described in each dataset, more support instances mean more chances of finding
one in the target dataset which instantiate the initial knowledge need. However,
CANARD still achieves the best Coverage scores.

3 General comments

CANARD relies on common instances between the ontologies. It works best
with aligned instances as it will try to find lexically similar entities otherwise.
Hence, when such instances are not available, the approach is not able to gen-
erated complex correspondences. Furthermore, CANARD is need-oriented and
requires a set competency questions to guide the matching process. Here, these
“questions” have been automatically generated based on a set of patterns.

CANARD’s runtime is extremely long. It depends (among other things) on
the performance of the SPARQL endpoint it interrogates and the presence (or
not) of equivalent links.

However, even with generated queries (instead of user input CQAs) it obtains
some of the best coverage scores.

4 Conclusions

This paper presented the adapted version of the CANARD system and its prelim-
inary results in the OAEI 2020 campaign. This year, we have been participated
in Populated Conference, Populated GeoLink, Populated Enslaved and Taxon
track, in which ontologies are populated with common instances.
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Abstract. This paper describes DESKMatcher, a label-based ontology
matcher. It utilizes background knowledge from the financial services
and enterprise domain to better find matches in these domains. The
background knowledge utilized for the enterprise domain was in the form
of documentation of terms used in SAP software (textual). Therefore,
Word2Vec and GloVe were used for these corpora. The Financial Indus-
tries Business Ontology (FIBO) was used as more specific background
knowledge for the financial services domain. Vector space embeddings for
this corpus were trained using RDF2Vec and KGloVe. Individual match-
ers utilizing one set of embeddings (generated from a combination of
method and corpus) are pipelined together after a string-based matchers,
searching only for matches between entities that have not been assigned
to a match in a previous step. Results on the OAEI tracks are expected
to be sub-par, because low overlap between corpus and task vocabulary
is expected.3

Keywords: Ontology Matching ·Ontology Alignment ·Domain Specific Back-
ground Knowledge

1 Presentation of the System

1.1 State, Purpose, General Statement

DESKMatcher (Enterprise Domain Specific Knowledge Matcher) is an element-
level, label-based matcher which utilizes vector space embeddings trained by
applying multiple techniques on three background knowledge datasets specific
to the enterprise and financial services domain, namely the Financial Industry
Business Ontology (FIBO), the SAP Glossary, as well as SAP Term. The matcher
was implemented for domain-specific matching in the financial services domain
where classic schema matching problems are common and can be modelled as
ontology matching problems [11].

However, in this paper we evaluate in how far the matcher generalizes to
non-business/other domains. The matcher has not been adapted for other tasks.
3 Copyright © 2020 for this paper by its authors. Use permitted under Creative

Commons License Attribution 4.0 International (CC BY 4.0).
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1.2 Specific Techniques Used

The DESKMatcher system is implemented as a matching pipeline of subsequent
matching steps using multiple domain-specific datasets that were embedded with
RDF2Vec or word2vec depending on their inherent structure. In the following a
quick introduction to the datasets used as well as to RDF2Vec will be given.

External Domain-Specific Datasets Below, we quickly introduce the sources of
background knowledge that have been used:

1. The Financial Services Business Ontology (FIBO) [3] is used as the most
specific source of background knowledge. It is an ontology specific to the
financial services domain maintained by the EDM council, with the possibility
for outside authors to contribute4. The FIBO version used contained roughly
88,000 triples with roughly 12,000 unique URIs.

2. The SAP Glossary is a textual corpus describing terms that are relevant
for SAP’s Enterprise Resource Planning (ERP) software. The resource is
not available as ontology but instead in the form of a losely structured text
corpus. The glossary was last released in 2017. The set contained definitions
for roughly 48,000 terms using roughly 14,000 unique words.

3. The SAP Term is larger than the SAP Glossary but follows the same objective.
It is frequently updated. The resource is not available as ontology but instead
in the form of a losely structured text corpus. For this work we used the
version as of March 2020. The set contained definitions for roughly 62,000
terms using roughly 16,000 unique words.

Embedding Approaches Used In word2vec [8] Mikolov et al. present two vector
space embedding approaches for textual corpora: Skip-Gram (SG) and continuous
bag of words (CBOW). Embeddings are generated by building a neural network
that models randomly drawn context windows given a word (SG) and vice versa
(CBOW). RDF2Vec [15] is an embedding approach for knowledge graphs that
has already been used before in the area of ontology matching [13]. Random
walks are generated starting at each node in the knowledge graph. The set
of generated walks is then regarded as sentences and a word2vec algorithm is
applied. Thereby, a vector is obtained for each node and for each edge (that
appear in the random walks) in the knowledge graph.5 GloVe [9] is another
embedding approach for textual corpora presented 2014 by Pennington et al.
Embeddings are generated based on co-occurence probabilities of words in the
input corpus. KGloVe [2] is an approach to generate embeddings on knowledge
graphs presented by Cochez et al. in 2017. Node “co-occurence probabilities” are
approximated in a first step, by applying a version of the Bookmark Coloring
Algorithm (BCA) [1]. The probabilities are then fed to the standard GloVe
model, which yields embeddings for each node in the graph. Embeddings for
4 see https://github.com/edmcouncil/fibo/blob/master/CONTRIBUTING.md
5 More information about RDF2Vec and its application can be found online: http:

//rdf2vec.org/
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FIBO were trained using the jrdf2Vec6 [12] framework, as well as Cochez et al.’s
implemenation of their own KGloVe [2]. SAP Glossary and SAP Term were
embedded with word2vec (using the gensim7 library [14]) and GloVe as made
available by Penningotn et al8.

Configuration of Embedding approaches Skip-gram was chosen over CBOW. This
was based on Mikolov et al.’s results, that Skip-gram is better in semantic tasks
[8, p. 7], which has also been indicated in [16, p. 4]. Generally, higher dimensions
lead to higher performance, however the gain in performance per added dimension
seems to greatly decrease after 200 dimensions, wherever dimensions are reported.
Therefore the dimensions were fixed at 2009. Based on recommended parameter
settings from previous work, the window-size was fixed to 5, negative sampling
with 15 noise words and a smoothing exponent of 0.75 (as per Mikolov et al.’s
recommendation in the original paper) was used. The Skip-gram embeddings
were generated using the implementation in the gensim library [14].
The walks required for the RDF2Vec model were generated using jRDF2Vec [12],
while the training of the actual embeddings was conducted using gensim’s Skip-
gram implementation (same as for the text corpora). The walk strategy used to
generate walks, is exactly one of the strategies proposed by Ristoski et al. in their
original paper (Breadth-first [15]). 100 walks were generated per entity, using a
depth of 4, which lead to “sentences” with a maximum length of 12.
To generate the GloVe embeddings, the original authors’ C implementation was
used 10. For GloVe three parameters needed to be set: minCount was set to 4 in
accordance to the value used in Skip-gram. windowsize was set to 15. xmax was
set to 10 for this small corpus setting, due to the authors chosing 100 on their
large corpus [9].
The implementation by Cochez et al. 11, was used to generate the shuffled co-
occurrence files needed as input for the final step of GloVe.
Based on their results for best performance, the PageRank weighting scheme
for context generation would have been chosen, which unfortunately did not
execute without fatal errors, even after several attempts to tinker with the code.
Therefore the uniform weighting was chosen, because it was reported to be the
second best approach.
For the BCA, that is used to generate the “co-occurence probabilities”, parame-
ters α (which probability fraction is retained on a node) and ϵ (minimum value of
probability to be distributed, values below being discarded) were chosen identical
to the number Cochez et al. chose (α = 0.1 and ϵ = 0.00001).
The output co-occurence matrix was then put into GloVe using the same param-
eters as above.
6 see https://github.com/dwslab/jrdf2vec
7 see https://radimrehurek.com/gensim/
8 see https://nlp.stanford.edu/projects/glove/
9 In order to add another level of consistency between the approaches, the dimensions

were also fixed to 200 in all of the other embedding generation approaches.
10 available under https://github.com/stanfordnlp/GloVe
11 https://github.com/miselico/globalRDFEmbeddingsISWC
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Six embedding sets were therefore generated in total: two for each of the three
corpora.

Matching Process Only the label and the entity type (class, datatype, property,
object property, or individual) are considered. The entity types are used as a
filter to only be matched against each other so that a homogeneous alignment is
created, which proved to be a valuable heuristic in development. Matches are
mainly determined based on the entity label. In the first step of the pipeline,
simple matches are detected by a string matcher assuming n:m arity. Following
steps try to apply increasingly less specific background knowledge in the form of
embeddings trained on respectively less specific corpora, assuming only 1:1 arity
(by ignoring entities already appearing in predicted matches). The specificity was
assumed from the vocabulary size of a corpus. Per corpus, Word2Vec/RDF2Vec
were applied before GloVe/KGloVe embeddings12. So the embedding sets were
applied in the order FIBO-RDF2Vec, FIBO-KGloVe, SAP Glossary-Word2Vec,
SAP Glossary-Word2Vec, SAP Term-Word2Vec, SAP Term-GloVe.

Implementation The system has been implemented and packaged with the
Matching and Evaluation Toolkit (MELT), a framework for matcher development,
tuning, evaluation, and packaging [4, 10]. As the matcher heavily depends on
the python environment, the ML server module [5] of MELT has been forked
to wrap additional python code. Eventually, the system was packaged with the
framework. MELT greatly facilitated matcher development and also allowed for
an easy inclusion of correspondence-level expanations.

2 Results

2.1 Anatomy

For this track, DESKMatcher was barely able to exceed the StringEquiv baseline
and heavily underperformed on Precision and in turn F1. Because the knowledge
to train the embeddings was not taken from the same domain, these results are
not surprising.

2.2 Conference

The Recall of 0.5 was rather below average compared to other matching systems,
whereas Precision and F1 were far below that of the others. An overlap between
the Conference vocabulary present in the track and Business vocabulary from
the background knowledge might have been expected, which in turn would have
caused DESKMatcher to perform better.
12 The decision whether to apply Word2Vec/RDF2Vec or GloVe/KGloVe embeddings

first was taken arbitrarily. An improvement would be to investigate which embedding
approaches actually are most suited for matching tasks.
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2.3 Knowledge Graph

DESKMatcher was able to perform all test cases of the knowledge graph track [6].
In order to increase the performance, the embeddings are not used for instance
matching. With an F1 of 0.81, the matching system could outperform several sys-
tems on this track such as all 2020 LogMap [7] matching systems. Yet the F-score
is still close to the baselineLabel matcher and below the baselineAltLabel
matcher.

3 General Comments

3.1 Comments on the results (strength and weaknesses)

This system uses very specific domain knowledge from the financial services and
business domains, which are not exactly covered by any of the tracks. Therefore, it
was expected, that it should not be able to perform well. Even though expectations
were set low, the results appear to be even worse. The system’s strength lies in it
being able to improve recall, which causes its greatest weakness: bad precision
that in turn leads to bad F1.

3.2 Discussions on the way to improve the proposed system

The greatest weakpoint of bad precision needs to be removed. Possible solutions
would be a more strict linking process. A very greedy linking approach was
chosen, to be able to find any matches at all. Additionally, the embedding sets
can be pre-evaluated in a different way and discarded or used accordingly; using
multiple embedding sets for one corpus did not show any positive results in the
datasets evaluated here.

4 Conclusions

In this paper, we presented the DESKMatcher, a matching system for the financial
services domain. The inner workings of the systems have been explained and the
performance numbers in the 2020 campaign of the OAEI have been discussed.
The system did not perform competitively in the campaign due to low vocabulary
overlap in the datasets that have been used. We strive to improve the system in
the future.
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Abstract. FTRLIM is a distributed framework that is designed for
large-scale instance matching. The FTRLIM framework leverages the
blocking algorithm to generate candidate instance pairs, and applies the
follow-the-regularized-leader model to determine whether candidate in-
stance pairs are matched. FTRLIM participated in the SPIMBENCH
Track of OAEI 2020, and achieved the fastest matching efficiency both
in SANDBOX and MAINBOX, as well as the competitive matching qual-
ity.

1 Presentation of the system

1.1 State, purpose, general statement

The instance-based matching has gradually become a promising topic recently[1].
Many methods have been proposed to complete the instance matching task. Sev-
eral state-of-the-art instance matching methods evolve from ontology matching
methods such as LogMap[2], AML[3], RiMOM-IM[4], and Lily[5]. As the scale
of the data increases, the efficiency and cost requirements of instance matching
methods become more stringent.

FTRLIM is a distributed instance matching framework that focus more on
the matching efficiency. When matching instances, it first generates indexes for
instances based on their attributes. Instances with the same index are divided
into the same instance block, and instances from different sources under the same
block form the candidate instance pairs. Then FTRLIM figures out the matched
instance pairs leveraging the online-learning model, follow-the-regularized-leader
(FTRL). This is the second time that FTRLIM has participated in the OAEI
evaluation. To participate in the SPIMBENCH Track, FTRLIM is rebuilt using
JAVA with core functionalities as the submitted version. The complete version
of FTRLIM has been developed and deployed on a Spark cluster, which provides
the FTRLIM framework with ability to deal with large-scale data. Compared
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with last year’s version, this year’s FTRLIM has been slightly changed, which
will be introduced later.

1.2 Specific techniques used

This section introduces the refined working flow of FTRLIM. FTRLIM consists
of four major components: Blocker, Comparator, Trainer, and Matcher. The
framework accepts input instances in the OWL format, which are stored in
source dataset and target dataset, respectively. FTRLIM finds matched instances
between the two datasets. The overview of the FTRLIM’s work flow is presented
in Fig. 1.

Fig. 1. Work Flow of FTRLIM OAEI 2020

Blocker Since the scale of instances that need to be matched is usually very
large, it is very time-consuming and space-consuming to compare all the in-
stances with each other to find matched instance pairs. Blocker extracts fea-
tures of textual attributes related to instances to generate indexes for them.
The interactions among different textual information are taken into considera-
tion, which allows instances to be fine-grained divided. It also has the ability to
infer indexes for instances whose textural attributes are in-completed or miss-
ing. FTRLIM supports users to generate indexes for instances via more than
one attribute. Instances with the same index are divided into the same instance
block, and instances from different sources under the same block will form can-
didate instance pairs. Only when a pair of instances is a candidate pair can it be
matched in the following procedures. When there are only two instances from
different data sources in the same block, these two instances will form a unique
instance pair[4], which will be regarded as an matched instance pair directly.

Comparator All candidate pairs will be sent to the comparator to calculate
similarity. The comparator compares two instances from user-specified aspects.
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The edit distance similarity is calculated for textual instance attributes, while
the Jaccard similarity is calculated for instance relationships. The calculation
results will be arranged in order to form the similarity vector. Formally, let the
list of predicates adopted by Comparator be 〈p1, p2, . . . , pn〉, then the similarity
vector of the two instance is

〈s1, s2, . . . , sn〉 , si ∈ [0, 1], (i = 1, 2, . . . , n)

where si is the similarity of the two instances under the i-th predicate.

Trainer FTRLIM treats the instance matching as a regression problem, where
the similarity score between two instances can be regarded as the probability that
the two instances are matched. We innovatively introduce the FTRL model[6] to
solve the problem. FTRL is a widely-used online logistic regression model with
high precision, excellent sparsity, fast training speed and satisfactory streaming
data processing ability. Trainer is designed to train the FTRL model for instance
matching. It first generates train set for the FTRL model. After the preparation
of train set is completed, the FTRL model will be trained with hyperparameters
in configuration files. Benefiting from the FTRL model’s feature, the training
process won’t cost a long time. The Trainer component plays a greater role in
the complete version. It can be used to accept the feedback of users and adjust
the parameters of the FTRL model. Users are allowed to choose a batch of
candidate instance pairs and correct the similarity score, or pick up a certain
pair to correct.

Matcher All candidate pairs will obtain their final similarity scores in this
component. Since FTRLIM produces the similarity scores in the interval [0,1],
candidate pairs whose scores are greater than 0.5 will be regarded as matched
pairs. The matching score s is calculated as follows:

s =
1

1 + e−xTw
(1)

where x is the similarity vector, w is the weight of the FTRL model. In this
year’s submission, all elements of similarity vectors accepted by the FTRL model
are unified from [0, 1] to [-1, 1] to satisfy the symmetry of the equation.

Configurations FTRLIM is easily to be tailored according to user’s require-
ments. We expect that all matching procedures are under user’s control, thus
we allow users to customize their own FTRLIM system using configuration files.
Users are able to set the attributes for index generation, the attributes and re-
lationships for comparison, the hyperparameters for the FTRL model and many
other detailed parameters to get a better result.
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1.3 Adaptions made for the evaluation

To participate in the evaluation, we rebuilt FTRLIM and replaced some manual
operations with automatic strategies.

The train set for training the FTRL model is automatically generated in the
submitted version, while it needs manual scoring in the completed version. The
train set is composed of instance pairs’ similarity vectors as well as their simi-
larity scores. The Trainer regards all unique pairs as matched pairs. Therefore,
it selects all similarity vectors of unique pairs as positive samples, and assigns
them with similarity score 1.0. The mismatched pairs are built by replacing one
instance of each unique pair randomly. These pairs are assigned with similar-
ity score 0.0 and treated as negative samples in the train set. In the completed
version, however, FTRLIM does not regard all unique pairs as matched pairs
directly. It will compute the mean value of similarity vectors’ elements as the
raw score for each instance pairs. Then it will select a batch of instance pairs
that have raw scores higher than a threshold as positive samples, as well as the
same amount of instance pairs whose raw scores are lower than the threshold
as negative samples. Users will determine the similarity score by themselves to
generate the train set. Besides, we excluded the non-core functionalities of FTR-
LIM such as the user-feedback and the load balance mechanism. The ways of
input and output is adapted for the evaluation as well.

1.4 Link to the system and parameters file

The implementation of FTRLIM and relevant System Adapter for HOBBIT
platform can be found at this FTRLIM-HOBBIT’s gitlab page.1

2 Result

In this section, we present the results obtained by FTRLIM in the OAEI 2020
competition. FTRLIM participated in the SPIMBENCH Track, which aims at
determining whether two OWL instances describe the same Creative Work. The
datasets are generated and transformed using SPIMBENCH[7]. Our competitors
includes LogMap[2], AML[3], Lily[5] and REMinder. The first three systems have
participated in this track for many years, while REMinder is a new contestants
in this year. The results are published in this OAEI 2020 result page2.

2.1 SPIMBENCH

The SPIMBENCH task is executed in two datasets, the SANDBOX and the
MAINBOX, of different size. The SANDBOX has about 380 instances and 10000
triplets, while the MAINBOX has about 1800 instances and 50000 triplets. We
summarized the results of the SPIMBENCH Track in Table 1 and Table 2, where
the best results are indicated in bold.
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Table 1. The Results of SANDBOX

LogMap AML Lily FTRLIM REMiner

Fmeasure 0.8413 0.8645 0.9917 0.9214 0.9983
Precision 0.9383 0.8349 0.9836 0.8542 1

Recall 0.7625 0.8963 1 1 0.9967
Time performance 7483 6446 2050 1525 7284

Table 2. The Results of MAINBOX

LogMap AML Lily FTRLIM REMiner

Fmeasure 0.7856 0.8605 0.0.9954 0.9215 0.9977
Precision 0.8801 0.8385 0.9908 0.8558 0.9987

Recall 0.7095 0.8835 1 0.9980 0.9967
Time performance 26782 38772 3899 2247 33966

Compared with all competitors, FTRLIM achieves the best time performance
on both two datasets. The time cost of our framework is reduced by 25.6% than
the second fastest one, Lily, on SANDBOX, while it is reduced by 42.4% than
Lily on MAINBOX. The results on time performance indicate the efficiency of
FTRLIM, which is more essential for large-scale instance matching. The FTR-
LIM also achieves the highest recall on SANDBOX and almost the highest recall
on MAINBOX. The precision of FTRLIM is relatively low on both datasets.
There are two reasons that account for this situation. One reason is that the au-
tomatic strategy we adopted for generating train set is flawed. In the generated
train set, there is almost no similarity between the the sample instance pairs with
low score. Although this kind of samples helps the FTRL model learn to distin-
guish similar instance pairs from dissimilar instance pairs, it does not help the
model distinguish matched instance pairs from similar instance pairs. Then the
model prefers to predict high similarity scores for similar instance pairs, which
improves the recall but reduces the precision. Another reason is that there may
be problems with the way unique pairs are treated. Regarding the unique pairs
as matched pairs directly will also affect the precision of the prediction. But the
overall matching quality of FTRLIM is still competitive.

3 General comments

3.1 Comments on the result

FTRLIM has achieved time performance in both datasets of SPIMBENCH. The
Blocker component makes a significant contribution to achieving the results.
It helps the framework filter out instance pairs with a high possibility to be

1 https://git.project-hobbit.eu/937522035/ftrlimhobbit
2 http://oaei.ontologymatching.org/2020/results
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matched effectively and efficiently. The Comparator component only needs to
compare instances with the same indexes rather than every instance pairs. The
datasets of SPIMBENCH contain a wealth of textual information, and there are
many attributes that can be used to build indexes or to compare the similarity
among instances. The FTRL model trained by Trainer is able to learn a weight
for attributes or relationships and distinguish instance pairs that points to the
same entity in the real world. Compared with other systems, the precision of
FTRLIM is unsatisfactory, which should be improved in feature works.

3.2 Improvements

There are still many aspects to be improved in FTRLIM. The submitted version
of FTRLIM generates flawed train set for training the FTRL model, and consid-
ers unique pairs as matched instances unconditionally. The automatic strategy
adopted by Trainer and Matcher should be optimized to address the problems.
More comparison methods for various data types should be attached to our
frameworks as well. Although FTRLIM is specially designed to solve the in-
stance matching problem, it is also expected to produce meaningful results in
other similar tracks in the future.

4 Conclusion

In this paper, we briefly presented our instance matching framework FTRLIM.
The core functionalities and components of FTRLIM were introduced, and the
evaluation results of FTRLIM were presented and analyzed. FTRLIM achieved
significantly better time performance than other systems on both two datasets of
SPIMBENCH, as well as the competitive matching quality. The results indicated
the effectiveness and high efficiency of our matching strategy, which is important
for matching instances on large-scale datasets.
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Abstract. This paper presents the results of Lily in the ontology align-
ment contest OAEI 2020. As a comprehensive ontology matching system,
Lily is intended to participate in three tracks of the contest: anatomy,
conference, and spimbench. The specific techniques used by Lily will be
introduced briefly. The strengths and weaknesses of Lily will also be
discussed.

1 Presentation of the system

With the use of hybrid matching strategies, Lily, as an ontology matching sys-
tem, is capable of solving some issues related to heterogeneous ontologies. It can
process normal ontologies, weak informative ontologies [1], ontology mapping de-
bugging [2], and ontology matching tunning [3], in both normal and large scales.
In previous OAEI contests [4–11], Lily has achieved preferable performances in
some tasks, which indicated its effectiveness and wideness of availability.

1.1 State, purpose, general statement

The core principle of matching strategies of Lily is utilizing the useful clues
correctly and effectively. Lily combines several effective and efficient matching
techniques to facilitate alignments. There are five main matching strategies: (1)
Generic Ontology Matching (GOM) is used for common matching tasks with
normal size ontologies. (2) Large scale Ontology Matching (LOM) is used for
the matching tasks with large size ontologies. (3) Instance Ontology Matching
(IOM) is used for instance matching tasks. (4) Ontology mapping debugging is
used to verify and improve the alignment results. (5) Ontology matching tuning
is used to enhance overall performance.
? Copyright © 2020 for this paper by its authors. Use permitted under Creative
Commons License Attribution 4.0 International (CC BY 4.0)

?? This work is supported by National Key R&D Program of China (2018YFD1100302)
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The matching process mainly contains three steps: (1) Pre-processing, when
Lily parses ontologies and prepares the necessary information for subsequent
steps. Meanwhile, the ontologies will be generally analyzed, whose characteris-
tics, along with studied datasets, will be utilized to determine parameters and
strategies. (2) Similarity computing, when Lily uses special methods to calculate
the similarities between elements from different ontologies. (3) Post-processing,
when alignments are extracted and refined by mapping debugging.

In this year, some algorithms and matching strategies of Lily have been
modified for higher efficiency.

1.2 Specific techniques used

Lily aims to provide high quality 1:1 concept pair or property pair alignments.
The main specific techniques used by Lily are as follows.

Semantic subgraph An element may have heterogeneous semantic interpre-
tations in different ontologies. Therefore, understanding the real local meanings
of elements is very useful for similarity computation, which are the foundations
for many applications including ontology matching. Therefore, before similarity
computation, Lily first describes the meaning for each entity accurately. However,
since different ontologies have different preferences to describe their elements, ob-
taining the semantic context of an element is an open problem. The semantic
subgraph was proposed to capture the real meanings of ontology elements [12].
To extract the semantic subgraphs, a hybrid ontology graph is used to repre-
sent the semantic relations between elements. An extracting algorithm based on
an electrical circuit model is then used with new conductivity calculation rules
to improve the quality of the semantic subgraphs. It has been shown that the
semantic subgraphs can properly capture the local meanings of elements [12].

Based on the extracted semantic subgraphs, more credible matching clues can
be discovered, which help reduce the negative effects of the matching uncertainty.

Generic ontology matching method The similarity computation is based
on the semantic subgraphs, which means all the information used in the simi-
larity computation comes from the semantic subgraphs. Lily combines the text
matching and structure matching techniques.

Semantic Description Document (SDD) matcher measures the literal simi-
larity between ontologies. A semantic description document of a concept con-
tains the information about class hierarchies, related properties and instances,
and external knowledge sources. A semantic description document of a prop-
erty contains the clues about hierarchies, domains, ranges, restrictions and re-
lated instances. In addition, WordNet [13] and domain-specific ontologies (the
UBERON [14] Ontology for the Anatomy track) are exploited as external re-
sources to find synonyms and cross-references between entities. Indeed, we ex-
plore the property ”hasDbXref”, which is mentioned in almost every class of
Uberon. This property references the classes’URI of some external ontologies
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such as the human and mouse of the Anatomy track. Consequently, we align
every two entities of the Anatomy track in case if they are both referenced in a
single class of Uberon.

For the descriptions from different entities, the similarities of the correspond-
ing parts will be calculated. Finally, all separated similarities will be combined
with the experiential weights.

Matching weak informative ontologies Most existing ontology matching
methods are based on the linguistic information. However, some ontologies may
lack in regular linguistic information such as natural words and comments. Con-
sequently the linguistic-based methods will not work. Structure-based methods
are more practical for such situations. Similarity propagation is a feasible idea
to realize the structure-based matching. But traditional propagation strategies
do not take into consideration the ontology features and will be faced with ef-
fectiveness and performance problems. Having analyzed the classical similarity
propagation algorithm, Similarity Flood, we proposed a new structure-based on-
tology matching method [1]. This method has two features: (1) It has more strict
but reasonable propagation conditions which lead to more efficient matching pro-
cesses and better alignments. (2) A series of propagation strategies are used to
improve the matching quality. We have demonstrated that this method performs
well on the OAEI benchmark dataset [1].

However, the similarity propagation is not always perfect. When more align-
ments are discovered, more incorrect alignments would also be introduced by
the similarity propagation. So Lily also utilizes a strategy to determine when to
use the similarity propagation.

Large scale ontology matching Matching large ontologies is a challenge due
to its significant time complexity. We proposed a new matching method for large
ontologies based on reduction anchors [15]. This method has a distinct advantage
over the divide-and-conquer methods because it does not need to partition large
ontologies. In particular, two kinds of reduction anchors, positive and negative
reduction anchors, are proposed to reduce the time complexity in matching.
Positive reduction anchors use the concept hierarchy to predict the ignorable
similarity calculations. Negative reduction anchors use the locality of matching
to predict the ignorable similarity calculations. Our experimental results on the
real world datasets show that the proposed methods are efficient in matching
large ontologies [15].

Ontology mapping debugging Lily utilizes a technique named ontology map-
ping debugging to improve the alignment results [2]. Different from existing meth-
ods that focus on finding efficient and effective solutions for the ontology mapping
problems, mapping debugging emphasizes on analyzing the mapping results to
detect or diagnose the mapping defects. During debugging, some types of map-
ping errors, such as redundant and inconsistent mappings, can be detected. Some
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warnings, including imprecise mappings or abnormal mappings, are also locked
by analyzing the features of mapping result. More importantly, some errors and
warnings can be repaired automatically or can be presented to users with revising
suggestions.

Ontology matching tuning Lily adopted ontology matching tuning this year.
By performing parameter optimization on training datasets [3], Lily is able to
determine the best parameters for similar tasks. Those data will be stored. When
it comes to real matching tasks, Lily will perform statistical calculations on the
new ontologies to acquire their features that help it find the most suitable con-
figurations, based on previous training data. In this way, the overall performance
can be improved.

Currently, ontology matching tuning is not totally automatic. It is difficult
to find out typical statistical parameters that distinguish each task from oth-
ers. Meanwhile, learning from test datasets can be really time-consuming. Our
experiment is just a beginning.

2 Results

2.1 Anatomy track

The anatomy matching task consists of two real large-scale biological ontologies.
Table 1 shows the performance of Lily in the Anatomy track on a server with
one 3.46 GHz, 6-core CPU and 8GB RAM allocated. The time unit is second
(s).

Table 1. The performance in the Anatomy track

Matcher Runtime Precision Recall Recall+ F-Measure
Lily 706 0.901 0.902 0.747 0.901

Compared with the result in OAEI 2019 [5], there are some improvements in
Precision, Recall and F-Measure. However, as can be seen in the overall result,
there are still some gaps compared with the state-of-art system which indicates
it is still possible to make further progress. The further exploration of external
knowledge will be leveraged in the future for the better results. Additionally, to
futher reduce the time consumption, some key algorithms will be parallelized.

2.2 Conference track

In this track, there are 7 independent ontologies that can be matched with one
another. The 21 subtasks are based on given reference alignments. As a result of
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heterogeneous characters, it is a challenge to generate high-quality alignments
for all ontology pairs in this track.

Lily adopted ontology matching tuning for the Conference track this year.
Table 2 shows its latest performance.

Table 2. The performance in the Conference track

Test Case ID Precision Recall F.5-Measure F1-measure F2-measure
ra1-M1 0.67 0.57 0.65 0.62 0.59
ra1-M3 0.67 0.47 0.62 0.55 0.5
ra2-M1 0.67 0.49 0.62 0.57 0.52
ra2-M3 0.63 0.42 0.63 0.57 0.50
rar2-M1 0.62 0.52 0.6 0.57 0.54
rar2-M3 0.62 0.43 0.57 0.51 0.46
Average 0.65 0.48 0.62 0.57 0.52

Compared with the result in OAEI 2018 [5], there is one very slightly im-
proved its precision but decreased its recall and F1-measure. All the tasks share
the same configurations, so it is possible to generate better alignments by as-
signing the most suitable parameters for each task. The performance of Lily was
even worse than StringEquiv in some tasks. ‘We will further analyze this task
and our system to find out the reason later.

2.3 Spimbench track

This tack is an instance-mactching tack which aims to match instances of cre-
ative works between two boxes. And ontology instances are described through
22 classes, 31 DatatypeProperty and 85 ObjectProperty properties.

There are about 380 instances and 10000 triples in sandbox, and about 1800
CWs and 50000 triples in mainbox.

Table 3. Performance in the spimbench task

Track Matcher Precision Recall F-Measure Time

SANDBOX

AML 0.8349 0.8963 0.8645 6446
FTRLIM 0.8543 1.000 0.9214 1525
LogMap 0.9383 0.7625 0.8413 7483
REMiner 1.0 0.9967 0.9983 7284

Lily 0.9836 1.000 0.9917 2050

MAINBOX

AML 0.8386 0.8835 0.8605 38772
FTRL-IM 0.8558 0.9980 0.9215 2247
LogMap 0.8801 0.7095 0.7856 26782
REMiner 0.9986 0.9966 0.9977 33966

Lily 0.9908 1.000 0.9954 3899
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Lily utilized almost the same startegy to handle these two different size tasks.
We found that creative works in this task was rich in text information such as
titles, descriptions and so on. However, garbled texts and messy codes were mixed
up with normal texts. And Lily relied too much on text similarity calculation
and set a low threshold in this task, which accounted for the low precision.

As is shown in Table 3, Lily outperforms most the others in sandbox and
mainbox. And the results of Lily and REMiner are close, but the running time of
Lily is comparative. Meanwhile, experiments shows that simple ensemble meth-
ods and a low threshold contribute to increase of matching efficiency. Neverthe-
less, compared with FTRL-IM, there is still potential for Lily to speed up in
process of matching.

3 General comments

In this year, some modifications were done to Lily for both effectiveness and effi-
ciency. The performance has been improved as we have expected. The strategies
for new tasks have been proved to be useful.

On the whole, Lily is a comprehensive ontology matching system with the
ability to handle multiple types of ontology matching tasks, of which the results
are generally competitive. However, Lily still lacks in strategies for some newly
developed matching tasks. The relatively high time and memory consumption
also prevent Lily from finishing some challenging tasks.

4 Conclusion

In this paper, we briefly introduced our ontology matching system Lily. The
matching process and the special techniques used by Lily were presented, and
the alignment results were carefully analyzed.

There is still so much to do to make further progress. Lily needs more opti-
mization to handle large ontologies with limited time and memory. Thus, tech-
niques like parallelization will be applied more. Also, we have just tried out
ontology matching tuning. With further research on that, Lily will not only
produce better alignments for tracks it was intended for, but also be able to
participate in the interactive track.
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Abstract. We present the participation of LogMap and its variants in the OAEI
2020 campaign. The LogMap project started in January 2011 with the objective
of developing a scalable and logic-based ontology matching system. This is the
ninth participation in the OAEI and the experience has so far been very positive.
LogMap is one of the few systems that participates in (almost) all OAEI tracks.

1 Presentation of the system

LogMap [7, 9] is a highly scalable ontology matching system that implements the con-
sistency and locality principles [8]. LogMap is one of the few ontology matching sys-
tem that (i) can efficiently match semantically rich ontologies containing tens (and even
hundreds) of thousands of classes, (ii) incorporates sophisticated reasoning and repair
techniques to minimise the number of logical inconsistencies, and (iii) provides support
for user intervention during the matching process.

1.1 LogMap variants in the 2020 campaign

As in previous campaigns, in the OAEI 2020 we have participated with two additional
variants:

LogMapLt is a “lightweight” variant of LogMap, which essentially only applies (effi-
cient) string matching techniques.

LogMapBio includes an extension to use BioPortal [4, 5] as a (dynamic) provider of
mediating ontologies instead of relying on a few preselected ontologies [1].

In previous years we also participated with LogMapC3.

1.2 Link to the system and parameters file

LogMap is open-source and released under GNU Lesser General Public License 3.0.4

LogMap components and source code are available from the LogMap’s GitHub page:
https://github.com/ernestojimenezruiz/logmap-matcher/.
? Copyright c© 2020 for this paper by its authors. Use permitted under Creative Commons Li-

cense Attribution 4.0 International (CC BY 4.0).
3 LogMapC is a variant of LogMap which, in addition to the consistency and locality principles,

also implements the conservativity principle (see details in [11]).
4 http://www.gnu.org/licenses/
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LogMap distributions can be easily customized through a configuration file contain-
ing the matching parameters.

LogMap, including support for interactive ontology matching, can also be used
directly through an AJAX-based Web interface: http://krrwebtools.cs.ox.
ac.uk/. This interface has been very well received by the community since it was
deployed in 2012. More than 4,500 requests coming from a broad range of users have
been processed so far.

1.3 LogMap as a mapping repair system

Only a very few systems participating in the OAEI competition implement repair tech-
niques. As a result, existing matching systems (even those that typically achieve very
high precision scores) compute mappings that lead in many cases to a large number of
unsatisfiable classes.

We believe that these systems could significantly improve their output if they were
to implement repair techniques similar to those available in LogMap. Therefore, with
the goal of providing a useful service to the community, we have made LogMap’s ontol-
ogy repair module (LogMap-Repair) available as a self-contained software component
that can be seamlessly integrated in most existing ontology matching systems [10, 3].

1.4 LogMap as a matching task division system

LogMap also includes a novel module to divide the ontology alignment task into (inde-
pendent) manageable subtasks [6]. This component relies on LogMap’s lexical index, a
neural embedding model [12] and locality-based modules [2]. This module can be inte-
grated in existing ontology alignment systems as a external module. The results in [6]
are encouraging as the division enabled systems to complete some large-scale matching
tasks.

2 General comments and conclusions

Please refer to http://oaei.ontologymatching.org/2020/results/ for
the results of the LogMap family in the OAEI 2020 campaign.

2.1 Comments on the results

As in previous campaigns, LogMap has been one of the top systems and one of the few
systems that participates in (almost) all tracks. Furthermore, it has also been one of the
few systems implementing repair techniques and providing (almost) coherent mappings
in all tracks.

LogMap’s main weakness is that the computation of candidate mappings is based
on the similarities between the vocabularies of the input ontologies; hence, in the cases
where the ontologies are lexically disparate or do not provide enough lexical informa-
tion LogMap is at a disadvantage.
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Abstract. The results of OntoConnect, an Ontology alignment system,
in the Ontology Alignment Evaluation Initiative (OAEI) 2020 campaign
is reported in this paper. OntoConnect is a domain-independent schema
alignment system that combines syntactic similarity and structural sim-
ilarity between classes/concepts to align the classes/concepts from the
source and target ontologies. This paper describes the participation of
OntoConnect at OAEI 2020 and discusses its methodology and results
on the Anatomy dataset.

Keywords: Ontology alignment · Ontology Matching · Unsupervised
Learning · Recursive Neural Network.

1 Presentation of the system

OntoConnect [3] is an ontology alignment system that uses an unsupervised
machine learning technique that can predict similar source and target ontology
classes based on their ontological structure (hierarchy, meta-information, etc.)
and syntactic structure without any background domain knowledge or domain
expert intervention in contrast to existing learning-based approaches. In the
following sections, we present the methodology behind the system and the results
of the system participation in the OAEI initiative.

1.1 State, purpose, general statement

Ontology alignment is a process to integrate multiple knowledge bases to elimi-
nate data heterogeneity. There are many ways to address the ontology alignment
problem such as string-based approach, language-based approach, semantic ap-
proach, extensional approach, etc. Most of the current state-of-the-art ontol-
ogy alignment systems depend on domain knowledge that makes the alignment
process domain-specific, time-consuming, and error-prone to human error. To
overcome this challenge, we developed an ontology alignment approach that is

Copyright © 2020 for this paper by its authors. Use permitted under Creative
Commons License Attribution 4.0 International (CC BY 4.0).

204



2 J. Chakraborty et al.

independent of domain knowledge and does not need the domain expert inter-
vention. In this paper, the OntoConnect ontology alignment system is presented
which employs an unsupervised learning method using a recursive neural network
to align classes between different ontologies.

1.2 Specific techniques used

OntoConnect consists of two main tasks: the first task is unsupervised learning
of the OntoConnect model with source ontology classes/concepts. The second
task is the prediction of similar source classes/concepts for the corresponding
target ontology class/concept using the trained OntoConnect model. Figure 1
represents a workflow of the proposed OntoConnect ontology alignment system.

Fig. 1. Overview of OntoConnect Ontology Alignment system

(i) Data Preparation: In this step, a Java API named OWL API [8] and
HermiT Reasoner [9] are used to extract meta information of a class/concept,
such as IRI, label, restriction, parent, child, equivalent, and disjoint classes of
each class/concept of the source ontology (S ) and the target ontology (T ).

(ii) Data Preprocessing: Several data preprocessing techniques are used
on both source and target class/concept labels. Special characters and common
stop-words in English are removed from the class/concept labels. Apart from
stopword, we have used tokenization, lemmatization, conversion of roman let-
ters to numeric, etc.

(iii) Vector Generation: In this step, a pre-trained embedding model called
fastText [2] developed by Facebook’s AI Research (FAIR) lab is used on the
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source and the target ontology class/concept to generate vectors. It treats each
word as composed of character n-grams. So the vector for a word is made of the
sum of this character n-grams. It helps to get a meaningful vector even when
the dictionary word is not present in the model. The default dimension of the
generated vector is 300.

(iv) Model Learning: Next, the vector generated for each source ontology
class/concept is fed to an unsupervised recursive neural network [4]. The recur-
sive neural network is an extension of a recurrent neural network [5]. The input
to the recursive neural network is the meta-information of a source ontology
class and the output is the source ontology class itself. The intuition behind this
learning process is that during prediction if any target class has meta informa-
tion similar to a source ontology class meta information then the model will be
able to predict the same/similar vector to the source ontology class. Figure 2
shows the general architecture of the recursive neural network in OntoConnect.
In the figure, pc1...pcm denote the parent classes of a class/concept. Similarly,
cc1...ccn, ec1, dc1, rc′1...rc

′
s...rc

′′
1 ...rc

′′
t are child classes, equivalent class, disjoint

class, and restriction classes of a class/concept. X(pc1) is the vector represen-
tation of pc1 obtained from pre-trained fastText model. c(pc1) is the cell state
and h(pc1) is the hidden state of the long short term memory (LSTM) cell [7]
for parent meta information. At the output level, the model generates a vector
with the same dimension as that of the input vector.

(v) Model Prediction: The word similarity is calculated by the cosine sim-
ilarity between the source and target class/concept vectors. Next, the meta-
information of the target ontology class is fed to the trained ontology alignment
model which predicts a vector similar to one of the source classes. We use the
cosine similarity to measure the meta similarity as well. A combined similarity
i.e., the average of the word similarity and meta similarity, is used for the final
prediction of similar class/concept.

1.3 Adaptations made for the evaluation

OntoConnect consists of two components. The first one is the java component
and the second one is the python component. Figure 3 shows a high-level system
architecture of OntoConnect. It follows a microservices architecture, consisting
of different components that work together. The main motivation behind using
microservices was to isolate different tasks and use some of the existing modules
within our project. This allowed the use of different programming languages for
different purposes based on their applicability. Each microservice was dockerized,
making it modular, portable, as well as isolating the environments so as to run
on any operating system.

We have tried to test the OntoConnect system on Semantic Evaluation At
Large Scale (SEALS) [11] platform, however, were not able to run the system as
SEALS only provides a wrapper for java-specific tools only. Other frameworks
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Fig. 2. Recursive Neural Network (dynamic array tree-LSTM model) of Ontology
Alignment System
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such as MELT [6] was also tried for the evaluation of the OntoConnect Sys-
tem, however, MELT provides an evaluation wrapper for either java-only tools
or python-only tools. It does not support tools that have both java and python
components in one. OntoConnect system uses both the java and python compo-
nents. Hobbit platform [10] permits dockerized tool which is independent of the
type of the programming language of the tool. For this reason, the dockerized
approach is used to build the OntoConnect System and we could successfully
test and evaluate it on the Hobbit platform.

Fig. 3. OntoConnect system architecture

1.4 Link to the system and parameters file

The OntoConnect code is available on GitHub: https://github.com/dbpedia/
linking

1.5 Link to the set of provided alignments

The OntoConnect result is published on http://oaei.ontologymatching.org/

2020/results/anatomy/index.html . The result is also available on GitHub:
https://github.com/dbpedia/linking/wiki/Result

2 Results

We have tested OntoConnect on the Anatomy [1] data set published by OAEI
with different parameters such as input vector dimension and similarity thresh-
old. Three different files are provided in the OAEI System: source ontology,
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target ontology, and result or alignment file. Standard evaluation metrics, i.e.,
precision, recall, and F-measure are used. The OntoConnect system yields sat-
isfactory results with a precision of 99.6%, recall of 66.5%, and F-measure of
79.7% for a similarity threshold of 0.99 with the 100-dimension input vector.
Table 1 gives a summary of the result of OntoConnect on the Anatomy data set.

Table 1. OntoConnect performance in the Anatomy track

Matcher Runtime Precision Recall Recall++ F-Measure

OntoConnect 248 0.996 0.665 0.136 0.797

3 General comments

The main goal of the OntoConnect is to address questions such as, (i) can on-
tology alignment be done independently of domain information? (ii) Can ontol-
ogy alignment be achieved by using only the meta-information and structural
information of ontologies? (iii) Can ontology alignment be achieved using unsu-
pervised machine learning instead of the traditional rule-based approaches? The
OntoConnect tool is able to address all the above questions and moreover, it per-
forms well compared to some of the state-of-the-art systems in OAEI 2020. The
main strength of the tool is that a domain-independent approach is performed
by achieving the mentioned goals.

Besides the strengths of the tool, there is a number of potential improvements
to be realized for OntoConnect. The main weakness of the OntoConnect tool is
the complex architecture of the system, as it has two different components of
different languages i.e. java and python. It was difficult to incorporate any OAEI
evaluation wrapper because of the complex architecture of the tool. We have used
Docker to execute the system on the HOBBIT platform but there is still room
for improving the system architecture so that the tool can be easily executed.
The second problem is the size of the project. We have used the pre-trained
model fastText in the system and the default dimension of the fastText output
vector is 300. The high dimension of the vector causes an increase in the size of
the tool. In future work, we would like to explore different procedures such as
autoencoder approach to reduce the dimension to minimize the size of the tool.

4 Conclusion

In this study, OntoConnect tool is presented with a generic and domain-independent
approach to align multiple ontologies that eliminate cumbersome and error-prone
manual work. A non-linear neural network is used for feature extraction from the
source ontology and is independent of the domain knowledge. Participating in
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this campaign for the first time allowed us to see how the OntoConnect system
was performing compared to the other tools. It was seen that our tool had a high
precision among the tools without any domain knowledge and without depend-
ing on any vocabularies. But both recall and F1 have room to improve. Even
though OntoConnect has a reasonable runtime, we would like to decrease the
execution time for better performance. We have seen that our tool is comparable
to the current state-of-the-art domain-specific approaches and we would like to
participate in other tracks next year to see the results in different domains.
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Abstract. This paper presents the RE-miner results for data linking in the ontol-
ogy alignment contest OAEI 2020, Spimbench track. RE-miner discovers all min-
imal and diverse referring expressions of all instances of a given source knowl-
edge graph. In a second step, it exploits these referring expressions to find the
possible links to a target knowledge graph. This is the first participation of RE-
miner in the OAEI campaign and produces the best result in terms of F-measure
on the Spimbench dataset.

1 Presentation of the system

As the Web of Data continues to grow, more and more knowledge graphs (KGs) that
cover a wide range of topics are emerging in the Linked Open Data (LOD) Cloud.
As knowledge graphs are usually built independently from one another, inevitably, the
same Internationalized Resource Identifier (IRI) is not necessarily reused for a given
individual. Thus, it is essential to have systems capable of data linking, i.e., to produce a
set of mapping between the individuals of two knowledge graphs representing the same
real-world object. RE-miner for data linking is one such system that, given a subset of
class and property mappings between the source and target knowledge graphs, identifies
possible sameAs links between the instances of the two KGs.

1.1 State, purpose, general statement

RE-miner for data linking consists of 2 main steps. The algorithm has been thoroughly
presented in [4]. Here, we will miss out on the details and present the major steps
taken in this campaign. First, discovering referring expressions for all instances of the
source knowledge graph. A referring expression (RE) is a description that identifies an
instance unambiguously in a class of a knowledge graph—instantiating the keys of a
class yields numerous REs itself. However, many more referring expressions can po-
tentially be found. To reduce the search space, RE-miner focuses on non-key properties.
Both keys and maximal non-keys are obtained using SAKey [5]. Second, all the REs

? Copyright © 2020 for this paper by its authors. Use permitted under Creative Commons Li-
cense Attribution 4.0 International (CC BY 4.0).
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discovered on a class of source knowledge graph are taken into account to link to in-
stances of a target KG. The idea behind using REs for linking is that if an instance x in
the target knowledge graph satisfies a description that uniquely identifies the instance u
in the source knowledge graph, it is probable that the two instances are the same. Us-
ing different referring expressions, an instance u might be linked to different target KG
instances. A voting strategy is employed to choose the most confident link whenever
possible.

1.2 Specific techniques used

This system focuses on the instance matching problem between the instances of a given
class of the source dataset, on which the REs have been discovered, and a target dataset
having a non-empty set of mapped properties to the source. In other words, this ap-
proach assumes the schemas to have previously been aligned.

Create the source dataset. We first create the dataset on the source KG for the given
class C, for which we aim to find the alignments. The dataset is created by keeping
all instances that are of type C, and all sub-classes of C if the graph’s schema is not
saturated. For instance, in the Spimbench track, the instances of Creative Works class
are to be linked. The dataset, contains all instanced belonging to this class and its 3
sub-classes namely NewsItem, BlogPost, and Programme.

Referring Expressions. We discover all minimal and diverse referring expressions of
depth 1 on the source knowledge graph [4]. These REs do not contain the existen-
tial quantifier and are conjunctions of atoms (e.g., album(x) ∧ createdBy(x,Beatles) ∧
releasedOn(x, “1966 − 05 − 2”) holds as a referring expression when x is instantiated
with Yellow Submarine). We enrich this set, with the set of referring expressions that
are obtained through instantiating each set of key properties for class C obtained using
SAKey. Being a referring expression, each of these descriptions, holds only for one in-
stance in the class C of the source KG.

Linking and Voting Strategy. These REs are then used to find possible links in the
target dataset. For finding the possible candidate links, mapped properties and strict
equality are used between the atoms of a RE and triples of the target knowledge graph.
Moreover, first consider an instance u of type C in the source dataset and imagine
that k different referring expressions {RE1(u), ..., REk(u)} have been associated to
it. Each of these REs can be linked to zero, one, or more instances of the target, using
the bottom-up approach explained in [4]. We consider the properties mapped if they are
strictly equal in source and target.
The confidence of each RE is inverse proportional to the number of links it suggests.
However, if the unique name assumption (UNA) is fulfilled, only one sameAs link can
be found between u and an instance x belonging to the target KG. Thus we propose a
voting strategy that assigns a weight to each distinct link. The weight is the sum of the
confidence degree of the REs proposing that link. Moreover, the weights are normalized
such that they have a value between 0 and 1. Finally, the instance x in the target knowl-
edge graph being linked to u with the highest weight is selected. For the Spimbench
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dataset, we have set a very strict criterion. We only match two instances if and only if
the link with the highest weight has a weight equal to one. This way, we imply that we
only link two instances if we are really sure about it.

MELT. Matching EvaLuation Toolkit (MELT) is a framework optimized for OAEI
campaigns, facilitating submissions to the SEALS and HOBBIT evaluation platforms
[2]. The Spimbench track, on which we evaluate our performance, is available on the
HOBBIT, Holistic Benchmarking of Big Linked Data, platform1. We used MELT to
wrap it as a HOBBIT package, and as our implementation is in Python, we used MELT’s
External Matching. Thankfully, MELT has eased the submission process; however, we
assume that it causes some run-time overhead.

2 Results

2.1 Spimbench track

Spimbench is an instance matching track and the only track we have done evaluations
on, in this first year of participation. It consists of two datasets of different sizes: the
SANDBOX dataset with about 380 instances and 10000 triplets, and the MAINBOX
dataset with about 1800 instances and 50000 triplets. We have compared our results
with AML [1], Lily [7], FTRL IM [6], and LogMap [3] in Table 2.1. All these systems
had participated in the past year(s) of the competition.

Table 1. Comparison of Performance in Spimbench track. The time performance is reported in
ms.

Precision Recall F-measure Time

SANDBOX

AML 0.8348 0.8963 0.8645 6446
Lily 0.9835 1.0 0.9917 2050
FTRL-IM 0.8542 1.0 0.9214 1525
LogMap 0.9382 0.7625 0.8413 7483
RE-miner 1.0 0.9966 0.9983 7284

MAINBOX

AML 0.8385 0.8835 0.8604 38772
Lily 0.9908 1.0 0.9953 3899
FTRL-IM 0.8558 0.9980 0.9214 2247
LogMap 0.8801 0.7094 0.7856 26782
RE-miner 0.9986 0.9966 0.9976 33966

The same strategy explained in Section 1.1 is used on both datasets for RE-miner. In
total, for the Sandbox dataset, 6920 REs are created. Whereas for the Mainbox dataset,
there are a total of 39892 REs among which 14085 are from key instantiation. We can
observe that we outperform the other systems in terms of Precision, and F-measure
on both datasets, showing a slight better performance than Lily. However, we come

1 http://project-hobbit.eu/
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short when comparing the time-performance. This is mainly due to the fact that our
system must first compute the keys and non-keys of a given class using a Java-based
application, and then find the REs. Indeed more optimization can be done to decrease
the run-time.

3 General Comments

RE-miner for data linking has shown satisfactory results in the Spimbench instance
matching track. Although the source and target KGs shared almost the same ontology,
there were still some properties that would not be mapped together using strict similar-
ity. However, this did not hamper the performance of our system. This is because of the
fact that RE-miner usually discovers not just one but many more REs for each instance.
This will allow the system to choose the target instance most of the REs pointing to
agree on. Moreover, for this dataset, we have been fastidious, only outputting links we
really deem correct. As future work, we aim to do modifications, allowing us to par-
ticipate in more tracks for the next years and focus more on enhancing our system’s
run-time.

4 Conclusion

In this paper, we briefly presented the main components of our instance matching sys-
tem RE-miner for data linking. The evaluation of results on the Spimbench track was
presented, and we showed a better Precision and F-measure than other systems taking
part in the campaign this year. However, in terms of run-time, more improvement and
optimization are to be done.
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2019. In: Shvaiko, P., Euzenat, J., Jiménez-Ruiz, E., Hassanzadeh, O., Trojahn, C. (eds.)
Proceedings of the 14th International Workshop on Ontology Matching co-located with the
18th International Semantic Web Conference (ISWC 2019), Auckland, New Zealand, Octo-
ber 26, 2019. CEUR Workshop Proceedings, vol. 2536, pp. 146–152. CEUR-WS.org (2019),
http://ceur-ws.org/Vol-2536/oaei19\_paper9.pdf

7. Wu, J., Pan, Z., Zhang, C., Wang, P.: Lily results for OAEI 2019. In: Shvaiko, P., Euzenat,
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Abstract. 3While deep learning approaches have shown promising re-
sults in Natural Language Processing and Computer Vision domains,
they have not yet been able to achieve impressive results in Ontol-
ogy Alignment, and have typically performed worse than rule-based ap-
proaches. Some of the major reasons for this are: a) poor modelling of
context, b) overfitting of standard DL models, and c) dataset sparsity,
caused by class imbalance of positive alignment pairs wrt negative pairs.
To mitigate these limitations, we propose a dual-attention based ap-
proach that uses a multi-faceted context representation to compute con-
textualized representations of concepts, which is then used to discover
semantically equivalent concepts.

Keywords: Ontology Alignment · Deep Learning.

1 Presentation of the System

The task of ontology alignment aims to determine correspondences between
semantically related concepts - classes and properties- across two ontologies.
OAEI [3] has been conducting ontology alignment challenges since 2004 where
multiple datasets belonging to different domains are released along with a public
evaluation platform to evaluate different matching systems. Matching systems
that have been proposed can broadly be classified into two types: rule based
systems [4, 7] and statistical based systems [5, 8, 9, 11]

Rule based system uses handcrafted rules with manually assigned weights,
coupled with various string similarity algorithms to discover concept alignments,
often utilizing domain-specific knowledge as well. This kind of approach, while
easy to implement, has some obvious limitations: a) Using string similarity al-
gorithms with minimal focus on context does not address either semantic or
contextual relatedness. b) For every pair of ontologies, a new set of rules and
weights may need to be defined, which is often a laborious and time consuming
process, thus adversely affecting scalability.

? This work was done while Vivek Iyer was an intern at IBM Research, India
3 Copyright © 2020 for this paper by its authors. Use permitted under Creative

Commons License Attribution 4.0 International (CC BY 4.0).
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Deep Learning models proposed so far [11] have used external informa-
tion to enrich entities, such as synonyms from the ontology, definitions from
Wikipedia and context from background knowledge sources. Along similar lines,
DeepAlign[9] uses external information, such as synonyms and antonyms ex-
tracted from WordNet and PPDB, for refining word vectors, which are then
used for alignment. Despite the uniqueness of the proposed approaches, Deep
Learning models have typically been unable to thrive in the task of Ontology
Alignment, and have performed worse than rule-based models. Some of the ma-
jor reasons for this are: a) lack of focus on ontological structure, and thus poor
modelling of context, b) overfitting of standard DL models, and c) dataset spar-
sity, caused by class imbalance of positive alignment pairs wrt negative pairs.
This occurs because the number of positive alignments is typically several orders
smaller than the number of negative alignments.

1.1 State, Purpose and General Statement

In an effort to mitigate the above-mentioned challenges, we propose VeeAlign[6],
an ontology alignment system that aligns classes and properties based on not
just semantic, but also structural similarity which is driven by its context. Our
method thus incorporates a novel way of modelling context, where it is split
into multiple facets based on the type of neighborhood. Based on their rela-
tive importance, some of these facets include only neighbouring one-hop nodes,
while others also include the paths from the root to these nodes. To address
this challenge, we use a novel dual attention mechanism that comprises of path
level attention followed by node level attention. The former helps find the most
important path among all the available paths, while the latter finds the node
with the greatest influence on the alignment of the central concept.

1.2 Specific Techniques Used

VeeAlign[6] is a supervised Deep Learning based ontology alignment system,
that computes a contextualized representation of concepts as a function of not
just its label but also its multi-faceted neighbouring concepts surrounding it.
In other words, the context is divided into multiple facets based on the rela-
tionship between the concept and its neighbours, and then a contextual vector
is computed using a dual attention mechanism. This contextual vector is later
concatenated with semantic distribution of the concept label, thus computing
a contextualised concept representation which is later used to discover align-
ments. Figure 1 shows the architecture diagram of the proposed system. Thus,
the key significance of the proposed approach is that VeeAlign exploits not just
the semantic aspect, like previous approaches, but also the syntactical structure
of ontologies and uses that alone to achieve state-of-the-art results, without any
requirement for background knowledge.

Context Representation In VeeAlign, in the case of concepts, its neighboring
concepts form its context. Each neighboring concept has a role and exerts a
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Fig. 1: VeeAlign Architecture
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separate influence on the concept alignment, therefore we categorize neighboring
concepts into four facets: ancestor nodes, child nodes, nodes connected through
a datatype property and nodes connected through an object property. Here, we
define parent and child nodes as those connected to the central node through
Subclass-of relations. Sifting through several ontologies and their reference
alignments, we observed that two concepts align not just based on their one-hop
neighbours, but also on the basis of similarity of ”ancestral nodes”. Ancestral
nodes of a concept are defined as the nodes that lie on the path all the way
from the root to the parent node of the concept, and this path is referred to as
a ”lineage path”. Thus, given a concept, apart from its one-hop neighbours we
also enumerate all its lineage paths, consider them as part of context and use
them while computing alignments. Since only ancestors will have such ”lineage
paths” and not one-hop neighbours (children, datatype property neighbours and
object property neighbours), we consider these one-hop neighbours as paths of
length 1 in order to maintain consistent terminology. The context of properties
is modelled separately, by considering their domain and range as context.

Dual Attention Attention [1, 10] in deep learning can be broadly interpreted as
a vector of weights denoting relative importance. For the task at hand, attention
weighs neighboring concepts in proportion with their influence on the central
concept’s alignment. The attention process used to compute weights consists
of a dual attention mechanism: first at the path level, referred to as Path-level
attention, and the next at the node level, referred to as Node-level attention. The
goal is to assign higher weights to the more influential paths using Path-level
attention. And, within the most influential path, higher weights are assigned to
nodes that are the most influential.

Thus, path level attention aims to find the most important paths for each
contextual facet. This involves computing the attention weight of each node in
each path with respect to the main concept, and then adding and normalizing
these weights. When done for each lineage path, it yields the relative importance
of that path. Given the relative importance of each path, a max-pool layer is
then applied over each of these path weights to yield the most important path.
After path-level attention, the next step is node-level attention. This is achieved
by computing the attention weights of each node in the most important path.
These weights are then used to take a weighted linear combination of the node
embeddings available in the path embedding.

Model Training As shown in Figure 1, the training process involves comput-
ing the representations of all four types of context i.e., ancestral context, child
context, data property neighbour context and object property neighbour con-
text. The context representation computation involves applying the path-level
attention followed by the node-level attention. The child, data properties and
object properties context have paths of only length one, therefore there is only
path level attention, not the node level attention. These four context represen-
tations are combined through a weighted linear combinations to get the final
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context representation. This context vector is then concatenated with the se-
mantic representation of the central concept, and the combined representation
is input to a linear layer for dimensionality reduction in a lower dimension space.
Since a candidate alignment pair consists of elements (concepts or properties)
from both source and target ontologies, we perform the above computations for
both source and target elements to get the contextualized representations by
passing both through a Siamese Network [2], and then compute the confidence
score of the alignment by taking a cosine similarity between the two contextu-
alized representations. For the alignment of properties, we consider its context
as its domain and range, and obtain the confidence score as a weighted sum
of the similarities between the respective distributional embeddings of domains,
ranges and property labels respectively. Finally, an element pair is considered
as a positive alignment when the similarity score is more than an experimen-
tally determined threshold, and discarded otherwise. We use mean squared loss
computed between the predicted and ground truth labels for training our model.

1.3 Datasets and Experimental Setting

Our system requires training data in the form of positive and negative alignment
pairs. Although many tracks in OAEI have reference alignments that contain pos-
itive example pairs, as per the rules, one could not use them for training. So, we
resorted to using pseudo-training data, i.e the output of the highest-performing
system, AML, as an approximation of the reference alignments. However, we
found that AML was only able to identify concepts whose names had some sort
of string similarity, but not concepts that had different names but similar con-
texts. Our approach of modelling structural context and then attending on it
thrives on identifying not just the former using semantic similarity, but also the
latter using structural similarity. Since this was missing in AML’s output, there
were a large number of False Negatives (FNs). In addition, there were a few
False Positives (FPs) with similar names but different contexts. Thus instead
of using AML’s output directly, we decided to manually correct AML’s output
as a preliminary stage. In order to discover FPs, we simply validated AML’s
output and discovered 12 FPs. To discover FNs, we took a cartesian product of
all concept pairs, sorted them based on context similarity and annotated the top
1000 pairs, discovering a total of 35 FNs. Our annotations process included three
annotators where the final decision was taken using majority voting algorithm.

As part of our submission, we targeted two tracks i.e. Conference and Multi-
farm. We performed the above exercise for all ontology pairs in the Conference
track. For Multifarm, due to lack of time, we could not train a separate model
or integrate a translator, but instead used the pre-trained Conference model,
since both tracks share similar ontological structure and are comprised of the
same ontologies, albeit in different languages. In place of a translator, we merely
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Table 1: Conference track results of OAEI 2020

ra1-M1 ra1-M2 ra1-M3 ra2-M1 ra2-M2 ra2-M3 rar2-M1 rar2-M2 rar2-M3
VeeAlign 0.78 0.34 0.73 0.74 0.34 0.69 0.74 0.34 0.7

AML 0.76 0.58 0.74 0.71 0.58 0.7 0.71 0.56 0.69
LogMap 0.73 0.39 0.69 0.67 0.39 0.63 0.69 0.4 0.66

Wiktionary 0.69 0.26 0.61 0.64 0.26 0.57 0.65 0.27 0.58
ATBox 0.69 0.23 0.6 0.64 0.26 0.56 0.65 0.26 0.57

ALOD2Vec 0.68 0.25 0.59 0.62 0.25 0.55 0.64 0.26 0.56
LogMapLt 0.66 0.23 0.59 0.6 0.23 0.54 0.62 0.23 0.56

ALIN 0.67 - 0.6 0.61 - 0.55 0.63 - 0.56
edna 0.67 0.14 0.59 0.61 0.14 0.54 0.63 0.14 0.56

StringEquiv 0.64 0.03 0.56 0.58 0.03 0.52 0.61 0.03 0.53
Lily 0.62 - 0.55 0.57 - 0.5 0.57 - 0.51

DESKMatcher 0.25 0.02 0.18 0.23 0.02 0.16 0.23 0.02 0.16

substituted the initial Universal Sentence Encoder4 model with its multilingual
variant5.

Our Deep Learning model requires several parameters and hyperparameters,
which we optimized through a grid-search algorithm. The model was converged
using MSE loss and Adam optimizer with a learning rate of 0.001, after training
for 50 epochs with a batch size of 32. The maximum number of paths considered
for each node is set to 21, and the maximum length of the path is taken as 8. All
randomizations including the ones in PyTorch and Numpy are done by setting
0 as the manual seed.

1.4 Link to the System and Parameters File

The entire codebase of our system is available on GitHub6 and so is the config-
uration parameters file7.

2 Results and Discussions

2.1 Conference

Table 1 shows the results of the conference track of OAEI 2020. There are in total
9 matching tasks. There are three different reference alignments: ra1 (original),
ra2 (consistency violation-free) and rar2 (consistency & conservativity violation-
free), each of which contain class matching, property matching and hybrid (both
class and property) matching tasks respectively. VeeAlign achieves state-of-the-
art results in all the entity matching tasks, 3rd position in all the property
matching tasks and top 2 positions in all the hybrid matching tasks, sometimes
losing out to AML by a narrow margin of 0.01 points in F1-score. In rar2, which

4 https://tfhub.dev/google/universal-sentence-encoder-large/5
5 https://tfhub.dev/google/universal-sentence-encoder-multilingual/3
6 https://github.com/Remorax/VeeAlign
7 https://github.com/Remorax/VeeAlign/blob/master/src/config.ini
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Table 2: Multifarm track results of OAEI 2020

System Different ontologies Same ontologies

AML 0.47 0.28

LogMap 0.37 0.41

VeeAlign 0.15 0.14

Wiktionary 0.32 0.12

LogMapLt 0.04 0.01

has been considered to be the main set of reference alignments this year (since it
is both consistency and conservativity violation-free), VeeAlign tops the table.

2.2 Multifarm

Table 2 shows the multifarm track results. As expected, VeeAlign is unable to
compete with state-of-the-art systems in this track, but still manages to produce
decent results when one factors in the lack of a separately trained model and
more importantly, a translator.

3 General comments

3.1 Comments on results

VeeAlign has certainly produced some very encouraging results. In the confer-
ence track, it achieves state-of-the-art results in entity matching, which indicates
that our two-step attention model that adopts a multifaceted approach to con-
text representation, is able to outperform systems that use handcrafted rules
and manually assigned parameter values. VeeAlign’s performance dips when it
comes to property matching, indicating that our approach of modelling prop-
erty similarity as a weighted sum of property, domain and range similarity is not
good enough and needs more work. Nevertheless, our current approach ensured
we achieve state-of-the-art results in hybrid-matching tasks, a sizeable feat in
just the debut run.

In the multifarm track, unsurprisingly VeeAlign found itself being unable to
compete with other SOTA systems, that, unlike VeeAlign, used an integrated
translator. However despite this and the lack of a separately trained model, it
was still able to use ontological structure to produce moderately decent results
with low recall but high precision.

3.2 Comments on OAEI measures

While current OAEI evaluation measures are definitely thorough and multi-
faceted, a possible improvement would be to incorporate K-fold sliding window
evaluation. Here, (K-1) folds of the reference alignments are provided as input (if
the system needs it for training) and the last fold is used for testing. This is done
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for every possible fold, and an average of the performance on each fold is taken
to yield the final performance. This data split into K-folds can occur either
at the ontology-pair level (possible in tracks where there are a large number
of ontology pairs in the reference alignments, such as conference or multifarm
tracks) or at the ”concept-pair” level (possible in tracks where there are fewer
number of ontology pairs, but the ontologies are larger in size). In case of the
former, (K-1) folds of ontologies are provided for training and 1 fold for testing.
In the conference track, for instance, which has 21 ontology pairs , if we take
K=7, 6 folds (i.e 18 ontology pairs) are provided for training and the last fold (i.e
3 ontology pairs) are tested on. This is repeated for every 3 pairs of ontologies,
and an average is taken.

In case of the latter, a ”concept-pair” split could be achieved by taking a
cartesian product of the concepts in both ontologies, splitting it into K folds,
taking K-1 for training and in each test fold, the concept pairs which are part of
the alignment output by a system can be marked as True, and the rest as False.
The same can be done for the ground truth alignments, and the corresponding
True Positives (TPs), False Positives (FPs) and True Negatives (TNs) can be
calculated to yield precision, recall and F1-scores. When evaluating by ”concept-
pair” split, the input for non-supervised systems remains the same, and is still
the entirety of the ontology. For supervised systems, it would be the (K-1) folds
of concept pairs, with pairs present in reference alignments being marked as True
and the rest as False. Such a file could be dynamically created and input to the
system. However, while evaluating the alignments generated by each system, the
procedure remains the same, i.e calculating TPs, FPs and TNs on the last fold.

Both of these proposed methods of evaluation are in compliance with OAEI
rules, and the training and testing data are clearly separated (removing any
chance of over-fitting) and an average is taken to remove any chance of bias.
Moreover, K-fold sliding window evaluation is widely accepted in the AI com-
munity as a fair mode of evaluation. Going ahead, these measures would give
supervised systems a fair chance to compete against systems that use hand-
crafted rules, would encourage more DL-based systems in the future and thus
allow Deep Learning to thrive in Ontology Alignment as well.

4 Conclusion & Future Work

As part of OAEI 2020, we introduced VeeAlign, an Ontology Alignment that
uses a supervised Deep Learning approach to discover alignments. In particular,
it uses a two-step model of attention combined with multi-facted context rep-
resentation to produce contextualized representations of concepts, which aids
alignment based on semantic and structural properties of an ontology. VeeAlign
achieves state-of-the-art results in Conference track beating AML, LogMap and
other mature systems in just its debut run, which is certainly encouraging and
indicative of the validity and effectiveness of our approach. In multifarm track,
VeeAlign produces decent results using solely ontological structure. The results
have high precision but low recall due to lack of incorporation of a translator,
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which we plan to fix in future editions of OAEI. In addition, we plan on improv-
ing property matching to further improve our performance on the Conference
track. Lastly and mostx importantly, we plan on targeting the biomedical tracks
(such as Anatomy, LargeBio and Biodiversity) and adapting VeeAlign to use
biomedical background knowledge, if available.
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Abstract. This paper presents the results of the Wiktionary Matcher in
the Ontology Alignment Evaluation Initiative (OAEI) 2020. Wiktionary
Matcher is an ontology matching tool that exploits Wiktionary as exter-
nal background knowledge source. Wiktionary is a large lexical knowl-
edge resource that is collaboratively built online. Multiple current lan-
guage versions of Wiktionary are merged and used for monolingual on-
tology matching by exploiting synonymy relations and for multilingual
matching by exploiting the translations given in the resource. This is the
second OAEI participation of the matching system. Wiktionary Matcher
has been improved and is the best performing system on the knowledge
graph track this year.3

Keywords: Ontology Matching · Ontology Alignment · External Re-
sources · Background Knowledge · Wiktionary

1 Presentation of the System

1.1 State, Purpose, General Statement

The Wiktionary Matcher is an element-level, label-based matcher which uses
an online lexical resource, namely Wiktionary. The latter is ”[a] collaborative
project run by the Wikimedia Foundation to produce a free and complete dic-
tionary in every language”4. The dictionary is organized similarly to Wikipedia:
Everybody can contribute to the project and the content is reviewed in a com-
munity process. Compared to WordNet [2], Wiktionary is significantly larger and
also available in other languages than English. This matcher uses DBnary [13],
an RDF version of Wiktionary that is publicly available5. The DBnary dataset
makes use of an extended LEMON model [7] to describe the data. For this

3 Copyright c© 2020 for this paper by its authors. Use permitted under Creative Com-
mons License Attribution 4.0 International (CC BY 4.0).

4 see https://web.archive.org/web/20190806080601/https://en.wiktionary.

org/wiki/Wiktionary
5 see http://kaiko.getalp.org/about-dbnary/download/
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matcher, recent DBnary datasets for 8 Wiktionary languages6 have been down-
loaded and merged into one RDF graph. Triples not required for the matching
algorithm, such as glosses, were removed in order to increase the performance
of the matcher and to lower its memory requirements. As Wiktionary contains
translations, this matcher can work on monolingual and multilingual matching
tasks.

This is the second OAEI participation of this matching system, Wiktionary
Matcher initially participated in the OAEI in 2019 [10]. The matcher has been
implemented and packaged using the Matching EvaLuation Toolkit (MELT)7,
a Java framework for matcher development, tuning, evaluation, and packag-
ing [4,9].

1.2 Specific Techniques Used

This matching system system was initially introduced at the OAEI 2019 [10]. An
overview of the matching system is provided in Figure 1. The main techniques
used for matching are summarized below.

Monolingual Matching For monolingual ontologies, the matching system first
applies multiple string matching techniques. Afterwards, the synonym matcher
module links labels to concepts in Wiktionary and checks then whether the con-
cepts are synonymous in the external dataset. This approach is conceptually
similar to an upper ontology matching approach. Concerning the usage of a col-
laboratively built knowledge source, the approach is similar to WikiMatch [3]
which exploits the Wikipedia search engine. Wiktionary Matcher adds a corre-
spondence to the final alignment purely based on the synonymy relation inde-
pendently of the actual word sense. This is done in order to avoid word sense
disambiguation on the ontology side but also on Wiktionary side: Versions for
some countries do not annotate synonyms and translations for senses but rather
on the level of the lemma. Hence, many synonyms are given independently of
the word sense. In such cases, word-sense-disambiguation would have to be per-
formed also on Wiktionary [8]. The linking process is similar to the one presented
for the ALOD2Vec 2018 matching system [12]: In a first step, the full label is
looked up in the knowledge source. If the label cannot be found, labels con-
sisting of multiple word tokens are truncated from the right and the process
is repeated to check for sub-concepts. This allows to detect long sub-concepts
even if the full string cannot be found. Label conference banquet of concept
http://ekaw#Conference Banquet from the Conference track, for example, can-
not be linked to the background dataset using the full label. However, by ap-
plying right-to-left truncation, the label can be linked to two concepts, namely
conference and banquet, and in the following also be matched to the correct
concept http://edas#ConferenceDinner which is linked in the same fashion. For
multi-linked concepts (such as conference dinner), a match is only annotated

6 Namely: Dutch, English, French, Italian, German, Portugese, Russian, and Spanish.
7 see https://github.com/dwslab/melt
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Fig. 1. High-level overview of the Wiktionary Matcher. KG1 and KG2 represent the
input ontologies and optionally instances. The final alignment is referred to as A.

if every linked component of the label is synonymous to a component in the
other label. Therefore, lens (http://mouse.owl#MA 0000275) is not mapped to
crystalline lens (http://human.owl#NCI C12743) due to a missing synonymous
partner for crystalline whereas urinary bladder neck (http://mouse.owl#MA
0002491) is matched to bladder neck (http://human.owl#NCI C12336) because
urinary bladder is synonymous to bladder.

Multilingual Matching For every matching task, the system first determines the
language distributions in the ontologies. If the ontologies appear to be in different
languages, the system automatically enables the multilingual matching module:
Here, Wiktionary translations are exploited: A match is created, if one label can
be translated to the other one according to at least one Wiktionary language
version – such as the Spanish label ciudad and the French label ville (both
meaning city). This process is depicted in Figure 2: The Spanish label is linked
to the entry in the Spanish Wiktionary and from the entry the translation is
derived. If there is no Wiktionary version for the languages to be matched or
the approach described above yields very few results, it is checked whether the
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two labels appear as a translation for the same word. The Chinese label 决定

(juéd̀ıng), for instance, is matched to the Arabic label P@Q
�
¯ (qrār) because both

appear as a translation of the English word decision on Wiktionary. This (less
precise) approach is particularly important for language pairs for which no Wik-
tionary dataset is available to the matcher (such as Chinese and Arabic). The
process is depicted in Figure 3: The Arabic and Chinese labels cannot be linked
to Wiktionary entries but, instead, appear as translation for the same concept.

Fig. 2. Translation via the Wiktionary headword (using the DBnary RDF graph).
Here: One (of more) French translations for the Spanish word ciudad in the Spanish
Wiktionary.

Instance Matching The matcher presented in this paper can be also used for com-
bined schema and instance matching tasks. If instances are available in the given
datasets, the matcher applies a two step strategy: After aligning the schemas, in-
stances are matched using a string index. As there are typically many instances,
Wiktionary is not used for the instance matching task in order to increase the
matching runtime performance. Moreover, the coverage of schema level concepts
in Wiktionary is much higher than for instance level concepts: For example, there
is a sophisticated representation of the concept movie8, but hardly any individ-
ual movies in Wiktionary. For correspondences where the instances belong to
classes that were matched before, a higher confidence is assigned. If one instance
matches multiple other instances, the correspondence is preferred where both
their classes were matched before.

Explainability Unlike many other ontology matchers, this matcher uses the ex-
tension capabilities of the alignment format [1] in order to provide a human

8 see https://en.wiktionary.org/wiki/movie
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Fig. 3. Translation via the written forms of Wiktionary entries (using the DBnary
RDF graph). Here: An Arabic and a Chinese label appear as translation for the same
Wiktionary entry (decision in the English Wiktionary).

readable explanation of why a correspondence was added to the final alignment.
Such explanations can help to interpret and to trust a matching system’s deci-
sion. Similarly, explanations also allow to comprehend why a correspondence was
falsely added to the final alignment: The explanation for the false positive match
(http://confOf#Contribution, http://iasted#Tax), for instance, is given as fol-
lows: ”The first concept was mapped to dictionary entry [contribution] and the
second concept was mapped to dictionary entry [tax]. According to Wiktionary,
those two concepts are synonymous.” Here, it can be seen that the matcher was
successful in linking the labels to but failed due to the missing word sense dis-
ambiguation. In order to explain a correspondence, the description property9

of the Dublin Core Metadata Initiative is used.

1.3 Extensions to the Matching System for the 2020 Campaign

For the 2020 campaign, the matching system has been improved. The instance
matching module has been extended to better exploit the string indices. As
a consequence, the matcher is the best performing system in the knowledge
graph track [6] this year. Furthermore, Wiktionary Matcher now gives more
detailed explanations in terms of why a correspondence has been added to the
alignment. Lastly, the background knowledge has been updated: The system uses
Wiktionary dumps as of late July 2020. The 2020 system uses the latest version
of MELT [5]. The implementation is now also publicly available on GitHub.10

9 see http://purl.org/dc/terms/description
10 see https://github.com/janothan/WiktionaryMatcher
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2 Results

2.1 Anatomy Track

On the anatomy track, recall and F1 could be improved compared to the 2019
version of the matcher. Due to further improvements of the implementation,
the matching system’s runtime performance could be significantly increased and
the system is able to align the two ontologies in less than 100 seconds.11 The
system performs above the median of all 2020 systems with an F1 score of 0.842
(precision = 0.956, recall = 0.753).

2.2 Conference Track

The matching system achieves almost the same results as in 2019 on the con-
ference track with a slightly improved precision. With an F1 score of 0.65 on
rar2-M1, the system performs slightly above the median in terms of F1.

2.3 Multifarm Track

Wiktionary Matcher is one of the few systems capable of matching multilingual
ontologies. This year, Wikitionary Matcher is the system with the highest preci-
sion on the aggregated results (precision = 0.8 on different ontologies). In terms
of f-measure, the system scores at the exact median. Compared to the 2019 cam-
paign, the results improved slightly. This effect is caused by the updated DBnary
dataset used this year – the system improved itself due to a growing knowledge
source (the multilingual matching implementation has not been changed com-
pared to 2019).

2.4 LargeBio Track

Although the system has not been optimized for the LargeBio track, the matcher
could complete all matching tasks within the given time. The system performs
surprisingly competitive despite not using any other background knowledge
source than Wiktionary. With the exception of task “FMA/NCI Whole”, the
matching system performed significantly better than the 2019 version in terms
of F1. A small contributor to better results is also the new Wiktionary version
which carries more synonyms in 2020 than in 2019.

2.5 Knowledge Graph Track

Due to an improved instance matching module, the overall instance matching
performance in terms of F1 could be increased from 0.79 to 0.87. With an overall

11 In the 2020 campaign, only 4 out of 11 systems were able to align the ontologies in
less than 100 seconds.
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f-measure of 0.87, Wiktionary Matcher is the best matching system on this
track.12

3 General Comments

It is important to note that the matching system currently exploits only a small
share of semantic relations available on Wiktionary. The system is restricted by
the available relations extracted by the DBnary project. The additional exploita-
tion of the relations alternative forms or derived terms, for instance, would likely
improve the system. However, those are not yet extracted and are consequently
not used for the matching task as of today.13

4 Conclusion

In this paper, we presented the Wiktionary Matcher, a matcher utilizing a col-
laboratively built lexical resource, as well as the results of the system in the 2020
OAEI campaign. Overall, the results of the matching system could be signifi-
cantly improved compared to its last OAEI participation. Given Wiktionary’s
continuous growth, it can be expected that the matching results will improve over
time – for example when additional synonyms and translations are added. Small
improvements due to new synonyms and translations could already be observed
within a one year time frame for example on the Multifarm or the LargeBio
track. In addition, improvements to the DBnary dataset, such as the addition
of alternative word forms, may also improve the overall matcher performance in
the future.
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1 Introduction

The Toxicological and Risk Assessment Knowledge Graph (TERA) [1] integrates sev-
eral disparate datasets relevant to ecological risk assessment and effect prediction. TERA
is being used in conjunction with knowledge graph embedding models to improve the
extrapolation of chemical effect data in the Norwegian Institute for Water Research
(Norsk institutt for vannforskning, NIVA) [1].1

The largest publicly available repository of effect data is the ECOTOXicology knowl-
edge base (ECOTOX) developed by the US Environmental Protection Agency [2]. The
dataset consists of 940k experiments using 12k compounds and 13k species. ECOTOX
contains a taxonomy (of species), however, this only considers the species represented
in the ECOTOX effect data. Hence, to enable extrapolation of effects across a larger tax-
onomic domain, an alignment to the NCBI taxonomy have to be established. However,
there does not exist a complete and public mapping set between the 47,785 ECOTOX
taxa and the 2,140,344 NCBI taxa. In this paper we present the ECOTOX-NCBI align-
ment results of three ontology matching algorithms.

2 Methods and Evaluation

Although there does not exist a complete and public alignment between the ECOTOX
and NCBI, a partial mapping curated by experts can be obtained through the ECOTOX
Web.2 We have gathered a total of 2,321 mappings for validation purposes. We have
used three methods to align the two vocabularies: (i) LogMap system [3]. (ii) Agree-
mentMakerLight (AML) , and (iii) a baseline string matching algorithm based on Lev-
enshtein distance [4].

Table 1 shows the alignment results over the ground truth samples. Note that the
results represent 1-to-1 alignments as, in our setting, it is expected an entity from

? Copyright c© 2020 for this paper by its authors. Use permitted under Creative Commons Li-
cense Attribution 4.0 International (CC BY 4.0).

1 Knowledge Graphs at NIVA: https://github.com/NIVA-Knowledge-Graph/
2 ECOTOX search interface: https://cfpub.epa.gov/ecotox/search.cfm
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Algorithm # mappings Recall Precision (*)
LogMap 32, 726 0.81 0.88

AML 31, 659 0.80 0.87

String distance (> 0.8) 33, 554 0.38 0.70

Union all 57, 511 0.72 0.73

Consensus (LogMap ∩ AML) 20, 217 0.78 0.95

LogMap ∪ AML 39, 985 0.83 0.85

Table 1. Alignment results for ECOTOX-NCBI. (*) Estimated precision with respect to the
known entities in the incomplete reference alignment, assuming only 1-1 mappings are valid.

ECOTOX to match to a single entity in NCBI, and vice-versa. Hence, 1-to-N (respec-
tively N-to-1) alignments were filtered according to the system computed confidence.
LogMap and AML produce mapping sets with similar recall and (estimated) precision,
with LogMap producing a larger number of mappings. The baseline matcher, as ex-
pected, achieves both a lower recall and (estimated) precision. This shows that a simple
string matching solution may not be enough in this setting. Table 1 also shows the re-
sults of the consensus alignment between AML and LogMap and the union of different
mapping sets. Note that the lower recall of the union is down to overconfidence in the
string distance method when 1-to-1 filtering.

3 Conclusions

The used alignment techniques achieve relatively good scores for recall over the avail-
able (incomplete) reference mappings. However, aligning such large and challenging
datasets required some preprocessing before ontology alignment systems could cope
with them. The preprocessing involved to split NCBI into manageable fragments, lead-
ing to a set of matching subtasks instead of a single task. Thus, the alignment of ECO-
TOX and NCBI has the potential of becoming a new track of the Ontology Alignment
Evaluation Initiative (OAEI)3 [5] to push the limits of state-of-the-art systems. The
output of the different OAEI participants could be merged into a rich consensus align-
ment that could become the reference to integrate ECOTOX and NCBI. At the same
time, as the alignment between ECOTOX and NCBI is not public nor complete, the
consensus mappings could also be seen as a very relevant resource to the ecotoxicology
community.

References

1. Myklebust, E.B., Jiménez-Ruiz, E., Chen, J., Wolf, R., Tollefsen, K.E.: Knowledge Graph
Embedding for Ecotoxicological Effect Prediction. In: ISWC. (2019)

2. U.S. EPA: ECOTOXicology knowledgebase (ECOTOX) (2019)
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1 Introduction

The field of Digital Humanities comprises the use of technology within arts, heritage
and humanities research. This brings new methods of inquiry, new means of dissemina-
tion, but also constitute a new core of investigation in itself. Not only creation and access
to collections of interest for these areas have improved with digitalization of research
material, but further use of computing technology is being proposed and discovered [7].
The primary source of information for humanities researchers comes from free, unstruc-
tured sources in written language, that is ambiguous and context-dependent. Also the
humanities might face difficulties due to the particularities of the source of information,
that might be available in ancient forms of registration. For instance, there is a need
for identifying specific vocabulary of a historical period and also align non uniform
spelling which was usual in old publications [6]. In this perspective, the ability to estab-
lish a relationship between different forms of expression of knowledge (from structured
and unstructured sources) and its meaning or intent is crucial [5]. This scenario reflects
a unifying framework of a wide range of solutions from a variety of domains, including
NLP and semantic web.

Different variants of the notion of ‘alignment’ have been adopted in a range of areas,
focusing on homogeneous structures (e.g., text alignment [8], database alignment [1] or
ontology alignment [4]) or heterogeneous structures (e.g., annotation of text with on-
tologies [3], alignment of dictionaries and ontologies [2], alignments between relational
databases and ontologies [9]). These alignment approaches, however, take little account
of the alignment of multiple structures. This type of approach is becoming increasingly
necessary to manage the growing volume of unstructured information sources available
on the Web (encyclopedias such as Wikipedia, social media data, etc.) and LOD knowl-
edge bases. In addition, the approaches are mostly developed for the English language.
These needs have to be addressed through a global vision of alignment that takes into
account a multiplicity of structures in which knowledge can be expressed. This paper
seeks a holistic approach to semantic computing and alignment, when considering het-
erogeneous structures in which knowledge is represented.

? Copyright c© 2020 for this paper by its authors. Use permitted under Creative Commons Li-
cense Attribution 4.0 International (CC BY 4.0).
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2 Proposal

The approach consists of two main steps. First, knowledge extraction approaches will
be applied to extract the terminology of the relevant corpora. We plan to specialise
general language models, since the corpora present distinctive language characteristics
due to scope and time. We also plan to make use of techniques for the recognition of
named entities which might help finding important relations and events. On the basis of
the models and recognised entities we plan to extract other information with the help
of semantic alignment methods. Second, the extracted terminology will be aligned to
existing sources of knowledge (available dictionaries, lexicons, corpora and ontologies).
In particular, there are basic ontological concepts describing fundamental elements such
as persons, places, periods, and that have to be anchored to what is extracted. Ontologies
will be the central focus for semantic alignment of textual occurrences of concepts,
and its relations with other semantic sources. The alignment may consider previous
semantic knowledge, or might be inferred trough semantic similarity analysis.

We plan to apply our approach on current projects such as the Curvo Semedo’s
works [6]. This is a corpus integrated by six works published between 1707 and 1727,
authored by Alentejo doctor João Curvo Semedo (1635-1719), containing medical and
pharmacological knowledge constituted and published in Portuguese. The focus reader
of his works, at the time they were recorded, was a less educated person, little affected
by the materials available only in Latin. The six works gathered include a collection of
about 2,150 pages, which are treated and offered in the form of transcripts, in different
formats, in original spelling and reproduced, accompanied by descriptions of their ter-
minologies and representations of the content of each one, generated with the support
of computational tools. The evaluation phase will be carried out with he help of human-
ities expert. The proposed methodology has potential utility for other projects with a
variety of history and linguistic inquiries.
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1 Introduction
The Pistoia Alliance was established ten years ago to promote innovation by industry
through pre-competitive collaboration to reduce the barriers to innovation. The Ontolo-
gies Mapping Project started in 2016 to enable better tools and services for ontology
mapping and to define best practices for ontology management in the Life Sciences [1].

The interest in ontologies is growing within the pharmaceutical domain. Data is a
very valuable corporate asset to enable digital transformation and lead to innovative
biological insight. However, data integration is fundamental piece in the puzzle where
ontologies and ontology matching may play an important role.

The Pistoia Alliance Ontologies Mapping Project has covered two domains of inter-
est: (i) phenotype and disease [2], and (ii) laboratory analytics domain. In this paper we
focus on the later, for which alignment sets are not that common, we introduce the sys-
tem Paxo, and we compare its results against participants of the Ontology Alignment
Evaluation Initiative (OAEI, http://oaei.ontologymatching.org/).
Datasets. We selected, in conjunction with (pharmaceutical) industry partners of the
Pistoia Alliance, 9 relevant ontologies to the laboratory analytics domain and 13 ontol-
ogy pairs to compute their alignment. Table 1 shows the ontologies that were selected
for their relevance to the laboratory analytics domain. Note that there is not a public
hand-curated gold standard alignment among the selected ontology pairs.
Paxo system. Paxo is a lightweight ontology mapping approach. Unlike other algo-
rithms, Paxo does not need to store, load or index ontologies. Instead Paxo accesses the
API of the Ontology Lookup Service (OLS, https://www.ebi.ac.uk/ols/index)
and the Ontology Mapping Repository (OxO, https://www.ebi.ac.uk/spot/oxo/)
at EMBL-EBI to explore ontologies. Through OLS, Paxo can perform search via pre-
ferred label and synonyms, while OxO offers access to a wide range of known ontology
mappings, that were defined, for example, as cross references within the ontologies
themselves or in the UMLS Metathesaurus.

2 Evaluation
Table 2 shows the number of computed mappings, for the 13 selected matching tasks,
by Paxo (with relaxed-R and strict-S variants) and a subset of the OAEI systems that
were able to cope with (most of) the selected matching tasks.

We have computed consensus alignments of vote 2, 3 and 4 (i.e., mappings sug-
gested by at least two, three or four systems, respectively). Note that, when there are
several systems of the same family (i.e., systems participating with several variants),
their (voted) mappings are only counted once in order to reduce bias.
? Copyright c© 2020 for this paper by its authors. Use permitted under Creative Commons Li-

cense Attribution 4.0 International (CC BY 4.0).
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Domain Ontology Name Acronym Size Version

Chemistry Allotrope Merged Ontology Suite AFO 1,868 2019/05/10
Chemical Methods Ontology CHMO 3,130 2014-11-20

Biology

Ontology for Biomedical Investigations OBI 3,959 2019-11-12
Eagle-I Research Resource Ontology ERO 4,334 23-07-2019

Mass Spectrometry Ontology MS 6,855 19:11:2019
BioAssay Ontology BAO 7,512 2.5.1

Experimentals Factors Ontology EFO 26,510 3.12.0

General National Cancer Institute Thesaurus NCIT 154,108 19.11d
Medical Subject Headings MESH 539,242 2019ab

Table 1: Ontologies relevant to the laboratory analytics domain.

Matching Task System mappings Consensus mappings
Paxo-R Paxo-S AML BioPortal LogMap LogMapBio #SF Con-2 Con-3 Con-4

AFO-CHMO 234 199 214 160 240 247 6 220 200 176
AFO-MESH 149 76 130 39 152 153 4 120 57 32
AFO-NCIT 461 313 361 213 297 315 4 403 224 159
BAO-MESH 273 176 248 112 313 317 4 251 142 81
BAO-NCIT 564 418 249 230 232 250 6 304 255 242
CHMO-MESH 435 222 240 70 252 257 4 229 124 62
CHMO-NCIT 605 343 196 125 171 209 7 215 151 128
EFO-MESH 3,710 2,953 3,392 1,250 3,054 3,344 4 3,140 2,538 1,170
EFO-NCIT 4,297 3,559 (-) 2,442 3,448 4,047 4 3,054 2,477 2,266
ERO-MESH 277 176 165 74 206 205 4 174 120 65
ERO-NCIT 511 343 174 168 168 194 7 234 191 177
MS-NCIT 268 143 73 86 56 57 5 107 86 74
OBI-NCIT 504 302 137 147 142 155 7 186 155 149

Table 2: Number of mappings for the selected matching tasks. (-): a system failed to
compute mappings. #SF: number of system families contributing to the consensus.
Con-x: consensus mappings with ‘x’ votes. We focus on the entities defined in the input
ontologies and thus ignore entities imported/reused from external ontologies.
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Fig. 1: Two-dimensional representation
of the Jaccard distances among EFO-
MESH mappings. Plots computed
with the MELT framework (https:
//github.com/dwslab/melt).

Paxo-R is the system that, on aver-
age, predicts the highest amount of map-
pings followed by LogMap-Bio and Paxo-
S; while BioPortal includes, on average, the
smallest amount. Figure 1 shows a two-
dimensional representation of the Jaccard
distances among the alignments between
EFO and MESH. Paxo-R and Paxo-S pro-
duce relatively similar mapping sets (as for
LogMap and LogMap-Bio). Being close to a
consensus mapping set is not necessarily pos-
itive; but it means that the computed map-
pings are similar to the agreement. For exam-
ple, BioPortal mappings are typically small
in size and close to Con-4. Paxo mappings
are different from the other system computed
mappings. A more detailed (manual) analysis
will be conducted in the near future to evalu-
ate the quality of the reported mapping sets.
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1 Introduction

Ontology matching, as a process of matching two or more ontologies, is usually
aimed at matching of domain ontologies. However, there are also other kinds of
ontologies which make sense to align (and particularly with domain ontologies).
Cross-domain (general) ontologies cover more domains. For example, the DB-
pedia ontology is a cross-domain ontology. It contains concepts, such as Agent,
Device, Food, Place, from diverse domains. In comparison, domain ontologies
focus on concepts from one area. For instance, the confof ontology from Onto-
Farm1 contains concepts such as Contribution, Event, Person dealing with the
conference organization.

While motivation use cases (such as information integration and information
sharing, e.g. in [1]) for matching of domain ontologies to a cross-domain ontology
are to a large degree similar as for matching of domain ontologies, there are
different challenges with regard to matching. We claim that matching to cross-
domain ontology is more difficult for traditional ontology matching systems since
a cross-domain ontology contains concepts from various areas and it is more
difficult to recognize proper concepts to align. Next a cross-domain ontology is
usually larger. In all, we can expect a higher amount of false positives (lowering
precision) since string-based matching techniques will be more often confused.
There has not yet been much work done on this kind of matching. Authors in [3]
focused on matching enhanced with knowledge of the domain and they evaluated
their approach on matching two domain ontologies to the DBpedia ontology.
Further there is a close effort of matching of foundational ontologies [2].

2 Reference Alignment and Evaluation

For building of reference alignments (RA) we merely focused on entities of DB-
pedia ontology 2 from DBpedia namespace and three ontologies from OntoFarm:

0 Copyright c© 2020 for this paper by its authors. Use permitted under Creative Com-
mons License Attribution 4.0 International (CC BY 4.0).

1 https://owl.vse.cz/ontofarm/
2 http://downloads.dbpedia.org/2016-10/dbpedia_2016-10.owl
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confof, ekaw, sigkdd. The process of constructing RA was supported by basic
ontology matching techniques available from the Alignment API.3 Further, a
thorough manual matching was applied. Based on these input a tentative RA
were prepared.4 Finally, the RA were reconciled with the existing RA for the con-
ference track of OAEI (Ontology Alignment Evaluation Initiative)5 consisting of
correspondences between OntoFarm domain ontologies. The resulted RA contain
both equivalence and subsumption correspondences with 1:1 cardinality.6

For evaluation (merely equivalence correspondences) we employed several
matching systems from OAEI 2019: AML, DOME, LogMap and LogMapLt.7

According to the results in Table 1 AML, DOME and LogMap have very sim-
lar results in terms of F1-measure. While LogMap is better in precision, AML
and DOME are better in recall. The system based only on string technique,
LogMapLt, has the lowest F1-measure. As expected evaluation metrics are rather
low (e.g. 0.42 vs. 0.70 in terms of comparing F1-measures with regard to the re-
sult of matching of domain ontologies in the conference track of OAEI 2019).

Table 1. Precision, F1-measure and Recall for systems (micro-average).

System Prec. F1-m. Rec.
AML 0.30 0.42 0.67
DOME 0.32 0.42 0.60
LogMap 0.37 0.41 0.47
LogMapLt 0.33 0.36 0.40

3 Conclusions and Future Work

Low scores of measures show that the corresponding test cases are difficult for
traditional ontology matching systems since they mainly focus on matching of
domain ontologies. In future we plan to engage more systems and we also plan
to extend the RA. We envisage to employ the RA within the conference track
of the OAEI 2020 as a new challenge for matching systems.

Ondřej Zamazal is supported by the CSF grant no. 18-23964S.
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Abstract. Databases and tabular data are among the most common
and rapidly growing resources. But many of these are poorly annotated
(lack sufficient metadata), and are filled with domain specific jargon
and alpha-numeric codes. Because of the domain specific jargon, no pre-
trained language model could be applied readily to encode the cell con-
tent. We propose a deep learning based framework, TableCNN, that en-
codes the semantics of the surrounding cells to predict the meaning of
the columns. We propose application of Byte Pair Encoding (BPE)[5]
to create tokens for each cell and treat each cell as a phrase of existing
tokens. Once tokenized, we process it with a CNN network to develop a
classifier.

1 Introduction

Tables are rich in data and can provide vital information about the object due to
the virtue of its structure. Extracting useful insights from tabular data may re-
quire domain expertise, especially if the information is comprised of domain spe-
cific jargon’s or alpha-numeric codes. Our method provides a supervised learning
solution to classify an unknown column in such tables into predefined column
classes which can also come from a knowledge graph. Existing methods[2, 3, 1]
cannot accommodate such data.

2 Methodology and Results

Cell entries are tokenized using Byte-Pair Encoding with a stopping condition
defined by the token frequency threshold. Cell embedding is generated using
Word2Vec[4]; each row across the tokenized table is treated as a sentence for
Word2Vec model learning. We extract micro tables from the table, with a target
column and surrounding columns having set number of rows; which are model
parameters. Micro tables are then processed through TableCNN to classify which

? Supported by IBM Research
Copyright c© 2020 for this paper by its authors. Use permitted under Creative Com-
mons License Attribution 4.0 International (CC BY 4.0).
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class it belongs to. Class is defined as the header of a column in the table used
for training.

Network: TableCNN Fig 1 is an abstract view of the TableCNN network ar-
chitecture. We extract column and row features in separate networks and com-
bine them to regress final output. Row and column features are computed by a
convolution operation over the first row and the target column of micro table
respectively. Outputs from row and column features are concatenated and fed
to a fully connected layer with a SoftMax layer to make final prediction.

For our experiment, we use a manufacturing database table that contains
112 columns and 115 thousand rows. Fig 2 shows that we obtain correct column
predictions, except for column 49. Upon further inspection, we found that most
of the cells in column 49 were empty, and thus the loss of classification accuracy.
This shows that network is able to learn features from the surrounding columns
along with the target column entries.

Fig. 1: TableCNN Architecture.

Fig. 2: Confusion Matrix.
3 Conclusions

In this poster, we present a supervised learning framework that can classify
columns of a table with arbitrary alpha-numeric data. The arbitrary alpha-
numeric nature of data prevents us from using pre-trained language models.
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