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Abstract

Children have less linguistic skills than adults, which makes it more difficult for them to understand some texts, for instance when browsing the Internet. In this context, we present a novel method which predicts the minimal age from which a text can be understood. This method analyses each sentence of a text using a recurrent neural network, and then aggregates this information to provide the text-level prediction. Different approaches are proposed and compared to baseline models, at sentence and text levels. Experiments are carried out on a corpus of 1,500 texts and 160K sentences. Our best model, based on LSTMs, outperforms state-of-the-art results and achieves mean absolute errors of 1.86 and 2.28, at sentence and text levels, respectively.

1 Introduction

In recent years, safe Internet for children has gained interest in many research domains (Tomczyk and Kopecký, 2016; Byrne and Burton, 2017; Livingstone, 2019). However, most studies focus on abusive texts containing hate, violence, pornography, etc. (Liu and Forss, 2015; Suvorov et al., 2013). On the contrary, the adequacy of textual contents with the reading and understanding capabilities of children remains yet mainly unresolved in computational linguistics. Hence, this paper propose a new method to predicting this adequacy.

Among the related works, (Schwarm and Ostendorf, 2005) explored the possibility of predicting from which US school grade newspaper articles could be read. This task was modelled as a classification problem among 4 classes using support vector machine fed with word-based n-gram probabilities, as well as lexical and syntactic features. (Islam and Rahman, 2014) has proposed a readability classification method for Bangla news articles for children. This method predicts if a text is either very easy, easy, medium or difficult. More recently, (Blandin et al., 2020) proposed different feed-forward (FF) neural models for age recommendation on texts targeting either children (from 0 to 14) or adults. The authors consider this as a regression task and explore various linguistic features and word embedding features, from which word embedding are shown as the most contributory. Overall, one can notice that these papers either rely on hand-crafted features or on simple models which consider texts as a global object rather than word sequences. This motivates us to further explore with word embeddings only and introduce recurrent neural networks (RNNs).

More broadly, in the field of text readability, inherited from historical approaches like (Kincaid and Chissom, 1975), audiences other than children have been studied, e.g., second language learners (Xia et al., 2016), adults readers (Crossley et al., 2017) or patients interacting with doctors (Balyan et al., 2019). In parallel, text understanding by children is a well known question in psycho-linguistics and cognitive sciences. In particular, key findings have shown the impact of memory (Gathercole, 1999), temporality (Tartas, 2010; Hickmann, 2012), and emotions (Davidson, 2006; Mouw et al., 2019). Related results also exist in the learning to read domain (Frith, 1985).
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Following the recent trends in NLP, the contribution of this paper is to tackle age prediction as a regression problem using RNNs based on Long Short Term Memories (LSTMs) and fed with pre-trained word embeddings. We propose several variants of this architecture and compare them extensively to naive and FF approaches. We also investigate the difference between predicting age at the sentence and text levels. Let one note that the use of more advanced architectures like transformers (Vaswani et al., 2017) is left for the future, since they are known to require very large amounts of data. The experiments are carried out on a French corpus of around 1,500 texts of 160K sentences, from encyclopedia, newspapers and fictions for a wide range of different age levels, including adults. We think that this corpus is another interesting aspect of our work, since, compared to others, it is not limited to a specific genre or public.

In the remainder, Section 2 defines with more precision the age prediction task and presents the related data. Then, Section 3 presents the adopted approach and the underlying models. Finally, Section 4 details and discusses the results.

2 Definition of the Problem and Data

In this paper, we consider texts annotated with recommended age ranges \([a, b]\). These age ranges are interpreted as an approximation of the minimal age from which the text can be understood. That is, we define the target minimal age as the mean of the interval, \(\frac{a+b}{2}\). Then, to predict this value for a given text, we decide to decompose the problem down to the sentence level, by associating each sentence of a text with the same age range and mean as the whole text. Although this assumption is strong as the complexity of the sentences may vary, it has been shown to be an effective strategy (Blandin et al., 2020).

In practice, we have built a French dataset compiled from encyclopedia, newspapers, and fictions, either dedicated to children or adults. This dataset consists of 1500 texts and about 160K sentences⁴. Children texts ranges from 0 to 14 years, while adult texts are arbitrary associated with the range \([14, 18]\), and mean 16. Overall, the average of the age range is around 10-14 years where the mean age is 12. The dataset is split into train, dev and test sets at the text level, i.e. all sentences of a given text are kept together in the same set. This partitioning follows the proportions 67/17/16% in terms of sentences, and 70/15/15% in terms of texts. Detailed statistics are provided in Table 1, while distributions over the different ages for each set are given by Figure 1.

3 Approach and Models

Since ages are continuous and sequential values, we consider age prediction as a regression task. It is studied at the sentence and text levels.

<table>
<thead>
<tr>
<th>Genre</th>
<th>Texts</th>
<th>Sent.</th>
<th>Age Range</th>
<th>Mean</th>
<th>Texts</th>
<th>Sent.</th>
<th>Age Range</th>
<th>Mean</th>
<th>Texts</th>
<th>Sent.</th>
<th>Age Range</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fiction</td>
<td>397</td>
<td>47,354</td>
<td>9.05-11.84</td>
<td>10.44</td>
<td>93</td>
<td>12,566</td>
<td>7.86-10.9</td>
<td>9.38</td>
<td>78</td>
<td>13,237</td>
<td>8.66-11.82</td>
<td>10.24</td>
</tr>
</tbody>
</table>

Table 1: Summary of the age prediction train, dev and test datasets

![Figure 1: Distribution of the sentences over the different ages in the train, dev and test sets](https://drive.google.com/file/d/1g7a9VS4GiJ1DBjua7HBFzut0_FEJBWtX/view?usp=sharing)
Table 2: MAE scores of the different regression models for mean age prediction on dev and test datasets at the sentence and text levels

<table>
<thead>
<tr>
<th>Model</th>
<th>Sentence Level</th>
<th>Text Level</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Dev</td>
<td>Test</td>
</tr>
<tr>
<td>Naive</td>
<td>3.30</td>
<td>2.90</td>
</tr>
<tr>
<td>Feed-forward</td>
<td>2.41</td>
<td>2.16</td>
</tr>
<tr>
<td>LSTM/direct</td>
<td>2.08</td>
<td><strong>1.86</strong></td>
</tr>
<tr>
<td>LSTM/range</td>
<td><strong>2.01</strong></td>
<td>1.89</td>
</tr>
<tr>
<td>BiLSTM/direct</td>
<td>2.20</td>
<td>2.03</td>
</tr>
</tbody>
</table>

**Our sentence-level models.** At the sentence level, the core of the proposed approach is an LSTM-based model (Hochreiter and Schmidhuber, 1997). This kind of RNN is able to learn one-way long-term dependencies of a sequence and is widely used in text classification and time series prediction tasks. In our model, the input is the sequence of words from the input sentence. Each word goes through a projection layer set with pre-trained word embeddings, before entering the LSTM layer. In a first model, the output is directly the real-valued mean age. Alternatively, we also study considering the age range $[a, b]$ as the model’s output, before manually deriving the mean. In the remainder, the first option is referred to as “LSTM/direct”, the second as “LSTM/range”. We also experiment with the use of a bidirectional LSTM (Schuster and Paliwal, 1997), i.e., the simultaneous use of a forward LSTM and a backward one. The idea is it gets more contextual information on the input data, although the model is more complex (more parameters to be trained). The settings of input and output in this model remain similar to the LSTM/direct model.

**Sentence-level baseline models.** For comparison, we consider 2 baseline models. The first one consists in a naive approach where sentence-level age prediction is always the mean observed on the training set (12.0). The second is our implementation of the FF model in (Blandin et al., 2020). This model consists in 6 fully-connected layers of 200 units and ReLU activation function, and each input sentence is represented as the average of its word embeddings.

**Text-level predictions.** Considering either our models or baseline ones for sentence-level predictions, the age prediction for a full text is computed as the average value of the sentence-level predictions.

**Training and Parameter Tuning.** All models were trained with 50 epochs, using Adam optimizer and the mean squared error as loss. The numbers of LSTM units, batch sizes, dropout, etc. were examined to obtain a robust and stable age prediction model by minimizing the MAE on the development set. In the final experiments, the models are trained with 128 LSTM units, batch size of 256, and dropouts with ratio 0.2 (forward and recurrent ones). The maximum sentence length is set to 100 tokens. Word embeddings are skip-grams trained on FrWaC (Baroni et al., 2009) with dimension 500 and vocabulary size 50K.

4 Experiments

**Metrics.** As a regression task, results are mainly given in terms mean absolute error (MAE) between the target and predicted ages. To provide a better understanding of the results, the final experiments also evaluate each model as a classifier where each age is a different class. Considering a sentence or text with the reference age range $[a, b]$, a predicted mean age $y$ is considered as correct if $y \in [a, b]$, and this correctness is counted as a true positive for each individual whole age part of the age range, as a false negative otherwise. Following this principle, per-class absolute errors are also computed in the final experiments, with a null error if $y \in [a, b]$, and $\min(|y - a|, |y - b|)$ otherwise. For instance, given a reference age range $[5, 7]$, the predictions 5.2 and 7.5 are considered for the classes 5, 6, and 7 as true and false positives, respectively, with absolute errors 0 and 0.5. Doing so, a per-class precision, global accuracy, and per-class MAE can be computed.

---

2This corresponds to the distance of the prediction to the closest bound of the age range.
<table>
<thead>
<tr>
<th>Models</th>
<th>Sentence Level</th>
<th>Text Level</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td># Sentences</td>
<td># Correct</td>
</tr>
<tr>
<td>Naive</td>
<td>25,385</td>
<td>4,749</td>
</tr>
<tr>
<td>Feed-forward</td>
<td>25,385</td>
<td>13,445</td>
</tr>
<tr>
<td>LSTM/direct</td>
<td>25,385</td>
<td><strong>14,839</strong></td>
</tr>
</tbody>
</table>

Table 3: Classification performances (avg. precision and accuracy) of the models on the test data

Figure 2: Wrong/correct predictions and MAE per age for the FF (left) and LSTM/direct (right) models

Global results. Table 2 reports MAEs between the target and predicted ages, at the sentence and text levels. First, it appears that all the models perform much better than the naive approach. Then, at the sentence level, the LSTM models significantly outperform the feed-forward model, while no difference between the "direct" and "range" approaches appears and the BiLSTM is surprisingly doing a bit worse than simple LSTMs. At the text level, it seems that the LSTM/direct is the best RNN model. However, on the test set, it finally does not bring better results than the feed-forward model. Table 3 presents the average precision and accuracy obtained by the naive, FF and LSTM/direct models. Similarly to MAE, the LSTM model achieves the best results at the sentence level. However, this is now the contrary at the text level. While this difference is not very significant given the low number of texts, a deeper investigation discovers that the LSTM/direct model performs worse on the newspaper texts.

Per-class results. Figure 2 details how the feed-forward and LSTM/direct models behave for each age at the text level for the test set. Correct and wrong classifications are given, as well as per-class MAEs. Overall, it appears that both models perform better around the median of the distribution, which seems logical for a machine learning approach. The main difference seems that the feed-forward model is worse than LSTM/direct on very small ages, whereas it is better for adult texts. In complement to previous observations on genres, these differences probably also contribute to the performance similarity of the FF model on texts inspite of differences at the sentence level. Finally, these results also show that further efforts should be paid on improving predictions for low ages as this is where mistakes would have the strongest impact in a real-life application.

5 Conclusion and perspectives

This paper proposed LSTM models to predict age for sentences and texts. As opposed to the previous related work, these models consider sentences as a sequence of words and do not rely on hand-crafted features. Our best model achieves significantly better scores than the baseline models for the sentence level predictions, confirming the interest of recurrent architectures. However, sentence-level experiments show that this improvement is not propagated at the text level. Hence, in the future, we would like to improve this model for text predictions. To do this, a first perspective is to build more elaborate aggregation techniques of the sentence-level predictions. Then, it would also be interesting to compare with approaches where predictions are directly made at the text-level, without decomposing into sentences. Finally, we would like to explore more advanced recurrent models, like transformers. To do so, an option would be to train a first model using a coarsely annotated corpus, and then fine tuning it on the current corpus. Such imprecise data can be rather easy to collect, for instance, using children-dedicated encyclopedia.
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