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Abstract—High throughput satellites have proven to be an
excellent solution to provide Internet services to white spots or
to complement other existing infrastructures. With the use of
multi-beam antennas, the same frequency may be reused dozens
of times across a single satellite coverage area, increasing the
system capacity and profitability.
Legacy frequency reuse patterns such as uncoordinated 4-color
scheme ensure interference isolation at the expense of important
capacity reduction, using only one fourth of the operator’s
share in the scarce Ka band. Thus, to increase the per-beam
available bandwidth, it is necessary to look for more aggressive
and efficient Frequency Reuse schemes, generating higher Co-
Channel Interference which has to be analyzed and handled.
In this paper, we focus on the DVB-RCS2 return link of a
multi-beam satellite and investigate the possibility of reaching the
upper bound of a coordinated 2-color system capacity through
the use of Interference-aware User Scheduling techniques. We
first formalize the problem as an Integer Linear Program and
study the impact of greedy simplifications on the optimality and
processing times of our optimization models.

I. INTRODUCTION

With the development of High Throughput Satellite and

Multiple Beam Antennas, the potential amount of clients

accessing simultaneously the satellite has increased drastically.

However, there are many challenges to overpass before reach-

ing this new potential, especially at the MAC layer to avoid

or to deal with new risks of collisions. In ETSI’s DVB-RCS2

[1], Multiple Frequency Time Division Multiple Access (MF-

TDMA) combined with Demand Assigned Multiple Access

(DAMA) is used as the access scheme for reliable data

transmissions. Using more numerous narrow beams means

more aggregated bandwidth for the same coverage, but also

a more dense usage of each uplink frequency. Reusing a

subcarrier in two beams close to each other generates higher

Co-Channel Interference (CCI) which is not entirely mitigated

by the antenna directivity.

The first and straightforward solution, used for dimension-

ing current systems, is to use static frequency reuse patterns,

dedicating a fraction of the available bandwidth to a subset of

the beams, in a geometrically regular way. Frequency Reuse

X (FRX) schemes (reusing a frequency band in one out of X

beams, with commonly X ∈ 3, 4, 7) have proven to be easy

to deploy but at the cost of a low per-beam bandwidth, since

only 1/X-th of the bandwidth is available in each beam. Then,

Full or Fractional frequency reuse schemes define a central

area where sub-carriers are reused in every beam, i.e. FR1,

plus an FRX scheme for the edge areas. These schemes have

been extensively studied in the terrestrial networks, thoroughly

presented in [2], and sometimes adapted to satellite systems.

Yet, static frequency reuse schemes are based on the esti-

mation of the worst-case scenario, which limits their flexibility

in several ways:

• Between colors, static bandwidth allocation means less

flexibility in case of demand fluctuation.

• Inside a color, the worst case interference estimation will

cause a terminal to use a less efficient Modulation and

Coding scheme (ModCod) when in reality, it would have

been possible to use a higher order ModCod.

In other words, there are plenty of situations where resources

could be used more greedily. However, introducing flexibility

through the use of Dynamic Inter Beam Interference Coordina-

tion (D-IBIC) requires a high degree of coordination between

users and gateways, as well as solving the User Scheduling

Problem which is well known to be NP-hard.

This paper intends to model and analyze the achievable

improvements possible thanks to D-IBICs on the Return Link

(RL). In section II, we will briefly review and comment

existing coordinated interference management schemes. Then

in section III we model and formulate the problem of globally

allocating MF-TDMA bursts to users. The problem complexity

and scalability are also discussed in section IV. In section V

we present our numerical results and analyze the impact of

several chosen approximations on the performance.

II. DYNAMIC INTERFERENCE COORDINATION

Using D-IBIC in the Forward Link (FL) (resp. RL) requires

a Channel State Information (CSI) exchange mechanism to

inform the gateway of the reception (resp. transmission) con-

dition and interference levels experienced by users. Obtaining

CSI is then at the heart of D-IBIC in the FL (resp. RL),

requiring thorough studies to find the best tradeoff between

CSI consistency and generated signaling traffic. Then, the next

issue is to use this CSI to perform an optimal scheduling of

the S2/S2X BBFRAMES (resp. MF-TDMA Frame). In the FL,
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Fig. 1. Interference in the Forward Link and Return Link

[3], [4] and [5] among others tackle this issue with different

approaches, the former by successively allocating sub-carriers

and then optimizing the power for each while the latter uses

a heuristic benefiting from the beam-hopping flexibility.

What differs between the FL and RL in solving this problem

is the nature of interference. Indeed, as shown in Fig 1,

interference power in the FL only depends on the user’s

position in each beam antenna pattern. Whereas in the RL, the

interference experienced by a user is given by the interfering

users position in the interfered user beam antenna pattern. In

other words, the interference generated in the FL doesn’t rely

on which user is scheduled, when in the RL it is at the heart

of the problem. This schedule/interference enslavement brings

a great diversity which may be used to improve further the

system throughput, along with a huge combinatorial complex-

ity.

There is a lot of literature around this kind of issues in

terrestrial networks [6], whereas there are only a few studies

on the matter for the RL of a DVB-S2/RCS2 system. First,

RCS/RCS2 frame optimization has been studied in, among

others, [7] and [8], but without considering interference man-

agement.

The authors in [2] propose a simple scheduling heuristic

aiming to improve the minimum Carrier power to Interference

power ratio (C/I). The authors focus on frame reorganization

and assume that users have already been assigned a number

of Bandwidth Time Unit (BTU) and that all the Super Frame

BTUs will be allocated. This approach has numerous practical

advantages such as being able to implement it without mod-

ifying the user-BTU allocation algorithm. On the other hand,

they don’t take ModCod into account, nor do they deal with

the user-BTU allocation. Additionally, in many cases, it may

be more interesting to leave a few BTU unused (especially

when FR1 or FR2 schemes are used) so that other users

experience a better C/I and may use more efficient ModCods.

In [9] the Multi-user MIMO (Mu-MIMO) paradigm is used to

tackle the uplink user scheduling problem. Beams are clustered

by groups of 7, and Successive Interference Cancellation

(SIC) is used to combine the seven simultaneous user signals.

User scheduling is then performed through the use of multi-
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Fig. 2. DVB-RCS2 MF-TDMA Structure, with individual ModCod setting
depending on the reception power

partite graph matching. [4] pushes further these principles

and puts forward multiples algorithms to perform interference

aware user scheduling based on an FR1 system. While these

algorithms offer large gains (from +50% without SIC to

+99% with SIC throughput vs. FR4-random scheduling), their

bandwidth efficiency is not so high since they need +300%
bandwidth for that. Moreover, [9] and [4] do not allow more

than one empty slot which, as we will show in this paper, may

not benefit the system.

III. SYSTEM MODEL AND FORMALIZATION

A. System Model

We consider a system composed of a Gateway, a transparent

multi-beam satellite and RCS Terminals (RCST). The satellite

has Nbeams directive antennas, defining Nbeams beams. The

beams are organized in a hexagonal grid and split over the

two polarizations.

To simplify the notations and modelisation, we will limit our

study to one of the polarization. The models and optimization

that we propound thereafter can be applied to either polariza-

tion in the same way.

Each beam k has a set of RCST {1, . . . , ik, . . . , Nusers(k)},

able to transmit using a set of ModCods defined in Table II.

We consider a given DVB-RCS2 MF-TDMA frame, com-

posed of Ntti timeslots and Ncarriers equal bandwidth sub-

carriers. We call BTU (timeslots, sub-carrier) couples. In this

paper we concentrate on CCI, and will treat adjacent channel

interference (ACI) and cross-polarization interference (CPI)

as constant noises. As shown in Fig. 2, DVB-RCS2 allows

the use of different ModCod independently on every BTU,

which is an important degree of freedom to cope with different

transmission conditions.

B. Problem Formulation

First we introduce the binary variables xt,c
ik,m

to indicate

whether RCST ik is transmitting on BTU (t, c) with ModCod

m or not.

1) User Link Budget: For each RCST ik, transmitting with

ModCod m on a BTU (t, c), we use the following Signal to

Noise plus Interference Ratio (SNIR) expression:

SNIR(ik,m) =
PikGk(ik)

N +
∑

k′ !=k

j
k′ ,m

′

xt,c
j
k′ ,m′Pj

k′
Gk(jk′)

(1)



TABLE I
NOTATIONS

Notation Description

1 ≤ k ≤ Nbeams Beam identifier

1 ≤ m ≤ Nmodcods ModCod identifier

1 ≤ t ≤ Ntti Time transmit interval (TTI)

1 ≤ c ≤ Ncarriers Sub-carrier identifier

I(k) Set of users in beam k
ik ∈ I(k) User identifier in beam k

xt,c
ik,m

or xc
ik,m

Binary variable

Pik Transmit power for user ik
Gk′ (ik) Reception gain of beam k′ for user ik
N Sub-carrier noise power (incl. ACI/CPI)

Γthresh
m Threshold SNIR for modcod m

rm Instant throughput for modcod m

where Pik is the transmission power for user ik of beam

k, Gk′(ik) is the reception gain of beam k′ for user ik.

Gk′(ik) takes into account the antenna gain, its directivity but

also every other signal attenuation phenomenon like antenna

pointing error, atmospheric losses, path loss, etc. Here N
incorporates the thermal noise, and the ACI and CPI noises.

A transmission is only useful if it achieves the SNIR

threshold (Γthresh
m , see Table II) of the ModCod m it is

transmitting at, i.e. if SNIR(ik,m) ≥ Γthresh
m . Any additional

SNIR margin will not increase the throughput, except if it

overpasses the next ModCod threshold.

TABLE II
MODULATION AND CODING SCHEMES

ModCod SNIR threshold Throughput

QPSK-1/3 -0.5 dB 0.984 Mbps

QPSK-5/6 5.9 dB 2.664 Mbps

8PSK-3/4 8.8 dB 3.200 Mbps

8PSK-5/6 10.2 dB 3.552 Mbps

16QAM-5/6 12 dB 4.792 Mbps

In the coming sections, the link budget expression is re-

worked in order to formulate an Integer Linear Program, taking

advantage of these SNIR margins to maximize the resource

utilization and ultimately the system throughput.

2) SNIR constraint formulation: As used in [10], we re-

arrange the terms in equation (1) combined with the SNIR

threshold inequality to obtain the following condition to the

successful transmission for any user ik using ModCod m:

Pik
Gk(ik)

Γthresh
m

≥ N +
∑

k′ !=k

j
k′ ,m

′

xt,c
j
k′ ,m′Pj

k′
Gk(jk′)

(2)

This constraint must be verified when BTU (t, c) of beam

k is assigned to RCST ik for a transmission with ModCod

m. However, when this BTU is not assigned to user ik, the

inequality constraint (2) has no meaning whatsoever and must

be ignored. Hence, we introduce a sufficiently large number

B to ensure that the inequality constraint (2) is always true

when xt,c
ik,m

= 0. So, ∀k, ik, t, c,m:

xt,c
ik,m

·
Pik

Gk(ik)

Γthresh
m

≥ (xt,c
ik,m

− 1) ·B+N

+
∑

k′ !=k

j
k′ ,m

′

xt,c
j
k′ ,m′Pj

k′
Gk(jk′) (3d)

When xt,c
ik,m

= 1, the constraint is equivalent to (2). And when

xt,c
ik,m

= 0, the (xt,c
ik,m

−1) ·B term guarantees a negative right

term to satisfy the constraint.

3) Global Frame Optimization Problem: From constraint

(3d) and the system instant throughput maximization objective,

we formulate the following Integer Program:

Problem GFO:

Maximize
X

F (X) (3a)

∀k, t, c
∑

ik,m

xt,c
ik,m

≤ 1 (3b)

∀k, ik, t
∑

c,m

xt,c
ik,m

≤ 1 (3c)

∀k, ik,
m, t, c

xt,c
ik,m

·
Pik

Gk(ik)

Γthresh
m

≥ (xt,c
ik,m

− 1) ·B+N

+
∑

k′ !=k

j
k′ ,m

′

xt,c
j
k′ ,m′Pj

k′
Gk(jk′) (3d)

∀k, ik,
m, t, c

xt,c
ik,m

∈ {0, 1} (3e)

where X is the vector of all xt,c
ik,m

and F (X) is an objective

function to maximize the system throughput while guarantee-

ing fairness among users. The first constraint (3b) comes from

the MF-TDMA frame structure: there cannot be more than

one RCST transmitting on a BTU, whichever the ModCod.

We consider here relatively simple terminals, with only one

transmission chain, as expressed in constraint (3c)

IV. DECOMPOSITION AND DERIVED MODELS

A. Time-wise decomposition

The GFO problem may be non-linear, has a large amount of

variables and its solution space has a lot of symmetries. In the

following, we propose to decompose it in Ntti identical sub-

problems, to be treated on a timeslot to timeslot basis rather

than at the frame level, with a causality relationship from one

instance to the other.

While it may also remove a degree of freedom in the alloca-

tion, we expect that the loss of optimality is negligible and the

gain of simplicity is important. Also, treating the whole frame

at once would either produce Ntti times the same timeslot-

optimized set of user or require a fairness constraint/utility

function to limit the amount of timeslots received by a user.

In the latter case, the fairness constraint/utility function would

then interfere with a SuperFrame to SuperFrame long-term

fairness mechanism implemented in the Gateway.

Moreover, the timeslot-local throughput maximization may

not even be unfair as it tends to fulfill the demands more

quickly and hence save resource to serve less “profitable”

users. Anyhow, in this paper we focus on maximizing the
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Fig. 3. Interference power generated by users located in beams of the same
polarization as the reference beam k

system capacity by “filling” sub-carriers as much as possible,

and to put the fairness aside for further works.

B. Neighbor orders

TABLE III
INTERFERING SET DEFINITION AND EMPIRICAL ESTIMATED

INTERFERENCE FOR DIFFERENT SCHEMES.

Restriction scheme s interfering beam set Ωs(k) Iest/N

order 1 {a, b}† −7.5 dB

order ≤1.5 {a, b, c, d} −12 dB

order ≤2 {a, b, c, d, e, f, g, h, i, j} −15 dB

global [[1, Nbeams]] \ {k} −inf dB

† Beam letters refer to Fig. 3

In Fig. 3 we can see that most of the interference experi-

enced by a beam comes from RCST located in a very limited

set of beams, and that after a certain distance, the interference

generated by RCSTs can reasonably be neglected or at least

estimated and considered as constant noise. Beams a and b
are the most impacting beams and should thus always be

taken into account in the link budget. Second order beams

(c, d and e, f, g, h, i, j) are less influential, but their cumulative

interference power should not be neglected.

Let us call Ωs(k) ⊂ [[1, Nbeams]] \ {k} the restricted set of

beams which will be accounted in further alternate versions

of the problem, where s is the restricted scheme of accounted

neighbors. For these restricted models, we ignore users outside

of the considered beams, meaning that errors in the allocation

may happen. It is thus necessary to estimate the interference

Iest generated by the ignored beams, and to include it in the

link budget constraint (3d). In this section, we will consider

the interfering beam sets and corresponding (empirically de-

termined) estimated interference defined in Table III.

As a consequence, we define a collection of TimeSlot

Optimisation (TSO(s)) Integer Linear Programs, one for each

restriction scheme s that we will solve and compare in the next

section.

Problem TSO(s) :

Maximize
X

∑

k,ik

∑

c,m

xc
ik,m

rm (4a)

s.t.:

∀k, c
∑

ik,m

xc
ik,m

≤ 1 (4b)

∀k, ik
∑

c,m

xc
ik,m

≤ 1 (4c)

∀k, ik,
m, c

xc
ik,m

Pik
Gk(ik)

Γthresh
m

≥ (xc
ik,m

− 1) ·B+N

+Iest +
∑

k′∈Ωs(k)
j
k′ ,m

′

xc
j
k′ ,m′Pj

k′
Gk(jk′)

(4d)

∀k, ik,
m, c

xc
ik,m

∈ {0, 1} (4e)

where rm is the instant throughput of MocCod m.

C. Sub-carrier-wise decomposition

Following the same approach as previously, we now con-

sider the possibility of dividing the problem into Ncarriers

sub-problems. Yet, contrarily to the time-wise decomposition,

the Ncarriers sub-problems are not independent. To cope for

the absence of constraint (4c), solving these sub-problems

must be done sequentially, and users having received an

allocation in the c-th resolution must be removed from the

user pool that (c+ 1)-th instance of seqC-TSO(s) takes as

input.

Hence, we define a second collection of sequential sub-

Carrier, TimeSlot Optimization (seqC-TSO(s)) Problems,

defined by a sequence of Integer Linear sub-Programs, as

shown in Eq. (5) and Algorithm 1:

Sub-problem sub-seqC-TSO(s) :

Maximize
X

∑

k,ik

∑

m

xik,mrm (5a)

s.t.:

∀k
∑

ik,m

xik,m ≤ 1 (5b)

∀k, ik,m

xik,m
Pik

Gk(ik)

Γthresh
m

≥ (xik,m − 1) ·B+N

+Iest +
∑

k′∈Ωs(k)
j
k′ ,m

′

xj
k′ ,m′Pj

k′
Gk(jk′)

(5c)

∀k, ik,m xik,m ∈ {0, 1} (5d)

V. NUMERICAL RESULTS

A. Test case

We consider a hexagonal grid with 2 × 15 beams equally

distributed between the two polarizations. In each beam,



Uinit(1) =
⋃
k

{ik ∈ I(k)} ; // all users

for c = 1 to Ncarriers do

From Uinit(c), define sub-seqC-TSO(s);

Usol(c) = solve sub-seqC-TSO(s) ;

Uinit(c+ 1) = Uinit(c) \ Usol(c) ;

end
Algorithm 1: seqC-TSO(s) definition

Nusers active users are placed uniformly across the beam

coverage. Each active user is assumed to transmit with the

same transmission power PTx. Users are able to use any

ModCod in Table II on any of the Ncarriers sub-carriers

available for each beam in its beam polarization.

B. Test methodology

For a given scenario, TSO(s) and seqC-TSO(s) prob-

lems formulation are performed and numerically solved using

Gurobi ILP optimizer [11] Gurobi ILP optimizer is configured

to use a branch and bound algorithm. As a comparison refer-

ence, we also performed a 4 color scheme optimization with

the same objective, where the interference is estimated in the

worst case scenario. This reference is what is classically done

in current systems. In each test, the same process is repeated

50 to 200 times (depending on the test case) with reinitialized

users location to narrow the 95% confidence intervals. Tests

data is described in Table IV.

TABLE IV
TEST DATA

Parameter Value Parameter Value

Beam aperture θ3dB 0.27 deg Pointing error 0.035 deg

RCST max gain 50.5 dBi RCST power 1 W

Satellite max gain 20.9 dBi Frequency band Ka (29.5 GHz)

Sub-carrier Bw. 21 MHz BTU size 1616 symbols

Nbeams 15 for each polarization

Optimization parameters

Large number B 105 Gurobi Tolerance 0.05

Hardware Intel Core i7-4790 (3.60 GHz), 16 GB RAM

C. Test description and comments

1) Test 1 - Performance gains: First, we compared the

performance of the different model families in three situations

(ρ = Nusers/Ncarriers):

• ρ = 0.5 Cases where there are only a few active users

compared to the amount of available sub-carriers. This

may correspond to a system with few professional users

with high bandwidth demand or to a low charge period.

• ρ = 1 Cases where there are as many active user as sub-

carriers.

• ρ = 2 Cases where there are a lot of active users com-

pared to the available sub-carriers, which could corre-

spond to a system with a huge number of users, or a

high charge period.

The results of this test case are shown in Fig. 4 and Fig. 5.

Performance is measured in terms of total system throughput

Fig. 4. Performance of the different models solution according to the user to
sub-carrier ratio. Sub-carrier count is kept constant (Ncarriers = 8) so that
physical capacity is kept constant, while the user diversity varies with user
count (Nusers ∈ {4, 8, 16}). (Ntests = 200)

Fig. 5. Sub-carriers utilization according to the user to sub-carrier ratio.

relatively to the FR4 scheme with interference estimation. The

first figure points out that neighbor restricted schemes (green,

yellow and blue) perform fairly well compared to the global
scheme (red), for both TSO (plain) and seqC-TSO models

(hatched), with only a 2% system throughput difference be-

tween TSO(global) and seqC-TSO(ord 1) at ρ = 2.

A second observation is that, as could be expected, the

seqC-TSO problem family performs poorly for low values of

ρ. Indeed when there are less active RCSTs than available sub-

carriers, seqC-TSO will not be able to spread RCST across

the sub-carriers. Yet, as soon as there are more active RCST,

the difference between TSO and seqC-TSO is negligible.

Fig. 4 also points out that the more active users, the higher the

system throughput: spatial diversity increases with the amount

of active users and more interesting RCST sets can be found.

This also means that on average, we can expect that users will

be able to use more efficient ModCods on their BTU and in

the long term, this will increase the mean throughput per user.

On Fig. 5 on the other hand, we represented the sub-carriers

utilization. The FR4 reference scheme (black dashed line)

is obviously limited to 50% of the polarization sub-carriers,

while other schemes manage to use more. This confirms that

in an FR4 scheme resources are under-utilized and that it is

possible to use them more greedily. Also note that sub-carriers

utilization is higher for seqC-TSO schemes, meaning that

more users are served simultaneously, but with lower order

ModCods.



Fig. 6. Models computational complexity related to user and sub-carrier count.
In this figure the user to sub-carrier ratio is kept constant to avoid effects
highlited in Fig. 4. (Ntests = 50)

Fig. 7. Results for a larger scenario (90 beams, 30 carriers, 60 users per beam),
comparing seqC-TSO(ord1), seqC-TSO(ord ≤ 1.5) and the reference
FR4 scheme. The Bandwidth efficiency is also considered here. (Ntests =
100)

2) Test 2 - Scalability: Secondly, to emphasize the scala-

bility of each formulation, we increased the problem size (i.e.

sub-carrier count) progressively while maintaining the user

to sub-carrier ratio (ρ = 2). Fig. 6 shows that for TSO(s)
models it is quickly (Ncarriers ≈ 10) impossible to even

evaluate the upper bound of the system throughput, while for

seqC-TSO(s) models it is possible to reach much higher

sizes of scenarios. In particular, seqC-TSO(ord ≤ 1.5) and

seqC-TSO(ord 1) show promising resolution times, even

though there is still a 1000-fold gap before being ready to use

in practice.

3) Test 3 - Larger scenario: Additional simulations

have been made for larger systems and solved for

seqC-TSO(ord 1), which offers a +47% throughput in-

crease compared to the FR4 scheme on systems with 90

beams, 30 active users per beam and 25 sub-carriers with

a mean resolution time of 40s. Results are given in Fig. 7,

showing consistent results, but with a slight loss of throughput

partly due to the lack of precision in the interference estimation

(especially for center beams). Last but not least, it is interesting

to note that overall, using an FR2 scheme, even coordinated

generates higher interference levels, meaning that the band-

width efficiency is reduced: additional throughput comes at

the expense of even larger bandwidth to carry on the feeder

link.

VI. CONCLUSION AND FUTURE WORKS

In this paper, we modeled the user scheduling problem

through the use of an integer program, with a ModCod-

aware interpretation of the SNIR constraint. After discussing

the relevance of decomposing the problem time-wise and

carrier-wise, we studied the importance and contribution of

different beam neighbors and defined several integer linear

programs. Finally, we presented our numerical results, show-

ing promising performances regarding system throughput and

sub-carriers utilization.

The proposed simplifications presented very consistent re-

sults, with a low loss of optimality compared to the computa-

tional gains. Moreover, combined with a time and carrier-wise

decomposition, the problem becomes solvable for real-scale

systems.

Even though we managed to reduce drastically the computa-

tional complexity for solving the user scheduling problem, The

complexity of the proposed methods should still be reduced

before considering a real-time (slot-by-slot) implementation.

However, our observations and conclusions remain valuable

to formulate new heuristics and scheduling algorithms, as well

as to combine our methods with advanced signal processing

techniques such as SIC. In further works, it would be crucial

to study these models behaviors in the long term and to

implement different fairness mechanisms to evaluate their

performance.
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