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Abstract—Attention Deficit Hyperactivity Disorder (ADHD) is
a neurodevelopmental disorder affecting a certain amount of
children and their way of living. A novel method to treat this
disorder is to use Brain-Computer Interfaces (BCI) throughout
the patient learns to self-regulate his symptoms by herself. In
this context, researches have led to tools aiming to estimate the
attention toward these interfaces. In parallel, the democratization
of virtual reality (VR) headset, and the fact that it produces valid
environments for several aspects: safe, flexible and ecologically
valid have led to an increase of its use for BCI application.
Another point is that Artificial Intelligence (AI) is more and
more developed in different domain among which medical ap-
plication. In this paper, we present an innovative method aiming
to estimate attention from the measurement of physiological
signals: Electroencephalogram (EEG), gaze direction and head
movement. This framework is developed to assess attention in
VR environments. We propose a novel approach for feature
extraction and a dedicated Machine Learning model. The pilot
study has been applied on a set of volunteer and our approach
presents a lower error rate in comparison with the state of the
art methods.

Keywords—Virtual Reality, Machine Learning, Brain-Compute
Interface, Eye-tracking

I. INTRODUCTION

Attention Deficit Hyperactivity Disorder (ADHD) is a neu-
rological disease affecting around 5% of children in the world
according to Raman et al. 2018 [26], these figures varying with
the location. The syndromes vary in function of the patient
subgroup: Hyperactive (ADHD-H), Inattentive (ADHD-I) or
Combined (ADHD-C) as explained in the DSM-V [2]. A
higher representation of ADHD-I and ADHD-C compared
to ADHD-H is reported in Wilcutt 2013 [32]. Among the

different treatments considered the more often preconised is
methylphenidate daily intake. Nevertheless, children medica-
tion may present controversial aspects and medication is not
effective for 20 to 30% of the patient according to Cueli et al.
2019 [10]. A novel method to reduce the symptoms induced by
ADHD is the use of Neurofeedback (NF) training. NF consists
of a real-time representation of the cerebral activity via an
understandable form, e.g. video-game or animation evolution
according to inhibition or activation of certain brain regions.

Nowadays, an increasing amount of researches considering
the use of Brain-Computer Interfaces (BCI) has been reported.
BCI are used in different applications and contexts: health
[21], entertainment [1], (neuro)marketing [12], etc. During the
last ten years, an increasing number of BCI has been developed
in virtual reality (VR) environments. Bashiri et al. 2017 [3]
made a review of all the research project using VR in the
context of ADHD. As reported in their review, the use of
VR presents several motivations including larger freedom for
environments creation, combined to higher security in a more
ecologically valid environment for researches as explained by
Pollak et al. 2009 [25]. Moreover, the recent VR headset
allows recording of several physiological signals from the
participant, e.g. head position or gaze information.

In another side, AI and dedicated algorithms, e.g. Machine-
Learning (ML), are more and more considered in everyday
life. In particular, in medical applications where ML can help
to detect diseases from biomedical signals [15]; to help in
the understanding of genomes [17] and human behaviours
[24]; etc. Moreover, researches using ML in VR context have
also been made as in movement generation and prediction as



presented in J. Dehesa et al. 2020 [11] or Natural Language
Processing in VR as shown in E. Kolve et al. 2017 [16].

In this context, we propose in this paper a BCI appli-
cation aiming to automatically estimate the visual attention
from (neuro)physiological acquisition: Electroencephalogram
(EEG); eye-tracking signal (i.e. gaze direction and pupils
diameter) and head linear and rotational position in VR envi-
ronment. The framework developed for this purpose aiming to
help to have a better understanding of the attention mechanism
in the human brain.

II. RELATED WORK

Different works aiming to estimate attention in VR envi-
ronments have already been made. In the work proposed by
Blume et al. [7], they proposed an environment representing a
VR classroom where EEG recordings have been made. They
propose an attention assessment based on frequential features
from EEG, the considered feature being the ratio between two
specific frequency bands: θ and β bands. They show that the
use of VR instead of the 2D screen may increase the results of
the tasks reflecting attention after multiple training overtimes.
Other recordings have also been considered to characterize the
attention state: functional near-infrared spectroscopy (fNIRS)
representing the cerebral activity and electromyogram (EMG)
representing the muscular activity of the in the upper back
region.

Another methodology to assess visual attention is presented
by Garcı́a-Baos et al. [14]. In their work, the attention is
assessed with gaze information. As presented by Varela Casal
et al. [30], biomarkers can be deduced from eye-tracking in-
formation. From the attention computed from the eye-tracking
signal, a tool promoting attention has been developed. The
attention computation is based on the measurement of the
fixation time to a target in the centre of the screen. The
framework has been tested on a population diagnosed with
ADHD and shows an improvement in impulsivity and reaction
time in comparison with a control group.

In another domain, different research projects aiming to esti-
mate attention state from neurophysiological records have been
made to assess vigilance during a driving task as presented by
Zheng and Lu 2017 [34] and Cao et al. 2019 [8] in their works.
Both of them present a database composed of EEG recordings
during attentional tasks.

For all works presented above, the signal processing pipeline
considered to estimate attention from the physiological record-
ing is composed of the following key steps:

• Signal acquisition and pre-processing: in this step the
signal is recorded during the proceeding of the task. The
noise and artefacts, e.g. muscular movements, eye blinks,
electrical noise, etc, are removed with frequency filtering
and/or independent component analysis (ICA) as shown
in Winkler et al. 2011 [33].

• Feature extraction: during this step, the goal is to extract
the most discriminant information from the signals to
reduce the dimension and to help the signal classifier
and/or regressor. From EEG, three types of feature can

be extracted: temporal, spectral (i.e. frequential) and
spatial features as presented in Lotte 2014 [19]. A sim-
ilar approach can also be considered for physiological
signals by computing, for instance, the mean variation or
acceleration of the signals. To cover as much information
as possible the feature can be combined. Other methods
independent from the signal nature can also be applied,
e.g. principal component analysis (PCA), Riemannian
space transformation, t-distributed stochastic neighbour
embedding (t-SNE), etc as shown in the works of Lotte
et al. 2018 [18]. In recent works, feature arrays have also
been considered under different forms. For instance, in
their works, Bashivan et al. 2016 [4] considered EEG
feature as images with images pixels corresponding to
electrodes locations in 3D. Another feature representation
method is based on the graph where the nodes are corre-
sponding to the electrodes and edges are proportional to
their distance as presented by Zhong et al. 2020 [35].

• Classification/Regression: the goal is to estimate the
feature vector described above. For this purpose, it is
possible to consider the use of different traditional ML
algorithms: linear regression, Gaussian classifier, support
vector machines (SVM) [29] or random forest (RF) [19].
In the last ten years, other models more robust and
complex have been developed but needed a larger amount
of data: deep learning (DL) models. DL models have
already been used in the context of emotion estimation
as shown in the works of Gao et al. 2019 [13] where
they consider convolutional neural networks (CNN) to
extract feature from EEG to estimate attention state in
driving task. Other DL models have also been used with
BCI application, e.g. Graph Convolution Network [35] for
emotion estimation, Recurrent Neural Network (RNN) for
motor activity estimation [4] or Autoencoder for epileptic
seizure detection [31].

III. METHODOLOGY

The pipeline of our approach is presented in Fig. 1.

A. EEG Signal Processing Pipeline

As presented in the project pipeline, one of the main steps
is the signal acquisition and processing, the considered signals
being EEG, eye-tracking and head position. The EEG has been
recorded on actiCHamp medical recorder from Brainvision
with 32 electrodes headset following the 10/20 electrodes
disposition [20]. The VR headset taking space on the back of
the scalp, the configuration had to be modified by replacing
some electrodes position: P3 → AF3; Pz → FCz; P4 → AF4.
A conductive gel has been applied to the participant’s scalp
to favourite the conduction between electrodes and skin. The
recording has proceeded with Brain Vision Recorder software
provided with EEG headset. The signal has been automatically
filtered between 0-140 Hz during the recording, moreover,
FCz electrode has been considered as the reference electrodes.
The synchronisation between the stimuli apparition in the
VR environment and EEG recording is ensured by automatic



annotations. Before extracting the feature, we proceed to mean
filtering on EEG to remove artefacts (e.g. electrical noises and
muscular artefacts).

Fig. 1. Framework pipeline. It describes a summary of the framework used in
this work with the different steps: VR task, Signal Acquisition and Attentional
State computation.

Then, the EEG signals have been separated in windows of
four seconds length around the stimuli apparition (-1 second
before and +3 second after). Each window corresponding to
one stimulus, various overlapping can be considered in the
function of the stimulus apparition time.

To analyse the signal, a feature extraction step has been
made. The considered features are power spectral density
(PSD) of specific frequency bands. In the context of EEG
study, different rhythms have been scientifically defined each
of them related to cognitive function as explained in Collura
and Siever 2009 [9]:

• delta band (0 - 4 Hz) - deep sleep state.
• theta band (4 - 8 Hz) - task related to memory.
• alpha band (8 - 12 Hz) - relaxation eye open and closed.
• beta bands (12 - 30 Hz) - physical activity, movement,

excitation.
• gamma band (30 - 45 Hz) - nervous state, high activity

and excitation.
It is important to note that the frequency bands limits and their
corresponding state can vary from a participant to another as
shown in Bazanova and Aftanas 2010 [5]. A method based
on the recording of the resting state eye open and closed has
been presented in their study.

As said earlier, it has already been reported that the atten-
tional state can be observed in theta and beta bands or their
ratio as shown in the work of Bioulac et al. 2019 [6]. The
PSD for each frequency band has been computed from the
raw EEG. From the five different frequency bands, we consider
only three bands: theta, alpha and beta. This choice has been
motivated by the fact that delta bands are more presented in the
deep sleeping state [9] which is not our case here and that the
gamma bands tend to be more affected by noise (e.g. electrical
noise having a frequency of 50 Hz) and are also merge with
beta band in several studies, their contribution being minors.

From the feature array representing the spectral informa-
tion with the dimension dim = [nsample × nelectrodes ×
nfrequency bands] we construct an image as described in the
work of Bashivan et al. 2016 [4]:

• azimuthal projection from 3D electrodes Cartesian coor-
dinates system in 2D coordinate projection.

• interpolation of the discrete point in 2D array to a con-
tinuous image representation with bicubic interpolation.

B. VR Environments

Five environments have been designed in the framework as
shown in Fig. 2.

Each of them corresponding to a life scene: bedroom;
birthday party; amusement park; forest; gym hall. It was
chosen to work with five environments to allow the participant
to choose the place where he feels the most comfortable in. In
each of these environments three tasks of five minutes duration
are performed:

• relaxation
• selective attention
• sustained attention

To assess attention, visual stimuli related to the environment
appear (e.g. butterflies in the forest) and it is asked to the
participant to look in its direction without moving the head.
The difference between the second and third task is the
apparition of a combination of right and wrong stimuli (i.e.
to look at or not) in the selective attention task, whereas only
one type of stimulus appears in the sustained attention task.

During the selective attention task, two stimuli appear with
a variable frequency, the time interstimulus interval (ISI) is
randomly chosen in an interval: ISI ∈ [3000 − 250; 3000 +
250]ms. It is asked to the participant to look at the direction of
the target predefined before the acquisition. We then measure
the time elapsed during which the participant looked at the
target ttarget and wrong stimulus twrong and the apparition
duration tapparition.

Throughout the sustained attention task, a similar approach
is considered with the apparition of only the target and a
different ISI ∈ [3000−500; 3000+500]ms. The time elapsed
between the target apparition and the moment at which the
participants look at the target telapsed. We noted that the ISI
duration parameters have been chosen after different try and
that these parameters can be easily tuned in the framework.

The environments have been developed in C# with Unity
software, the full recording framework is freely available on
github1.

C. Eye tracking Recording - Analysis

Eye-tracking signals have been recorded with the eye-
tracker placed into the HTC Vive Pro Eye VR headset. The
physiological signals are recorded two times with different
approaches: 1). Constant recording during the three tasks at
5 Hz. The eyes position in 3D VR environment and their
direction are registered in an array. 2). The time measurement
for the attentional tasks for each stimuli apparition. Simul-
taneously, other physiological signals are also recorded from
the framework with the VR headset at 5 HZ: the rotational
and linear head position and the pupils’ diameter over time.

1https://github.com/VDelv/VERA

https://github.com/VDelv/VERA


Fig. 2. Virtual Environments. The five environments representing lifespan scenes are displayed: bedroom, walk in the forest, gymhall, birthday party and
amusement park.

From the head position and pupils diameter, we compute the
derivative to study the effect of parameters evolution over time.

From the time measurement ttarget, twrong, telapsed we de-
duced an attention score for the second and third task at the
time t:

scoret2(t) = sigm

(
ttarget(t)− twrong(t)

tapparition(t)

)
(1)

with scoret2(t) the score at moment t for the second task,
sigm(x) = 1

1+e−k∗x the sigmoid function (k being a scaling
parameter).

scoret3(t) = sigm
(
telapsed(t)− telapsed

)
(2)

With telapsed the mean time per participant for all the stimuli
of the third task, this normalization helping to have a better
score generalization.

After the following steps, a score representing the visual
attention between 0 (totally not focus) and 1 (totally focus) has
been computed for each stimuli apparition. For each stimulus,
a corresponding image representing the spectral information
from the EEG and the variation of the physiological signals
are is available.

D. Signal Classification Method

The goal of this step is to retrieve the attentional score
with the EEG spectral feature and the physiological signals.
Different approaches have been studied: considering as input
the images created with EEG and/or the physiological signals.

The model presented in this paper is a convolutional
neural network (CNN) followed by fully-connected layers.
This approach is inspired by the VGG network presented in
Simonyan and Zisserman 2015 [28], Bashivan et al. 2016 [4]
showed a similar approach for motor imagery in the context
of electroencephalogram signals processing.

The network configuration is shown in Fig. 3 and described
in Table I. The activation function considered is the ReLU
except for the output layer where a sigmoid function is used
to have output value in range [0, 1].

The dataset was composed by two inputs of a respective
dimension of [nsample x 7] for the physiological signals (with
ẍ, ÿ, z̈, θ̈, ϕ̈, ρ̈ for the linear and rotational acceleration and ∆d
for the pupils diameter evolution) and [nsample x 3 x 32 x 32]
for the EEG images.

Other ML-based approaches have also been considered:
SVM, Random Forest Regressor (RF) and Muli-Layer Per-
ceptron (MLP). For these classical ML algorithm, the EEG
bandwidth have directly been considered as array of dimension
[nsample x nchannel x 3].



Fig. 3. CNN Architecture. Overview of our approach with the different steps: transformation of the EEG into images; feature extraction into convolutionnal
network; concatenation with physiological signals and regression to estimate the attention score.

CNN Configuration
input image [batchsize× 3× 32× 32]

Conv2d(outchannel = 16)

Conv2d(outchannel = 64)

Conv2d(outchannel = 64)

BatchNormalization
MaxPool2d(2 ×2)

Conv2d(outchannel = 64)
Conv2d(outchannel = 128)

BatchNormalization
MaxPool2d(2 ×2)

Conv2d( outchannel = 128)
MaxPool2d(2 ×2)

FC - 16
Sigmoid

TABLE I
MODEL CONFIGURATION.

Architecture proposed for the final CNN model inspired by the VGG
architecure from Simonyan and Zisserman 2015 [28].

IV. EXPERIMENTS

A. Study Design

The study has been elaborated in collaboration with the
psychologist in the context of a multi-disciplinary research
project. Moreover, it has been approved by the related ethical
board.

Five volunteers have participated in the fifteen minutes
study, as presented in Roy et al. 2019 [27] the dataset
length can be considered as sufficient for BCI application.
The restriction for the participation of the study was not to
present any neurological issues and difficulties with VR. No
issues were reported from the participants before or after the
acquisition. The full experimentation follows the procedure:

• Briefing about the study and short explanation about
electroencephalogram.

• Preparation of the acquisition: gel and electrodes appli-
cation and devices calibration.

• Signal acquisition.
• Study debriefing, the possibility of signal rejection in

case of a bad understanding of instructions or acquisition
issues.

B. Results

The mean score for the two tasks of each participant are
listed in Table II. As shown, the score varied from a participant
to another after considering the subject based normalisation
(see Equation 1 and 2) which showing a correct score distri-
bution.

# Subject 2ndTask 3rdTask

1 64.86/16.34 80.36/11.89
2 63.36/16.88 83.49/10.51
3 68.67/5.41 51.22/6.98
4 69.44/3.50 42.08/4.92
5 70.29/3.86 51.87/4.59

TABLE II
MEAN ATTENTION SCORE AND STD FOR PARTICIPANTS.

The average score for the five participant to the pilot study at the second
and third attentional task and the respective standard deviation.

After the signal acquisition, we preprocess the signal to
extract the feature and adapt the data in a correct format
depending on the model.

The architecture considered for the CNN model is presented
in Fig. 3. Different approaches have been considered: only
EEG images or physiological signals and the combination of
both. The results of the different models are presented in Table
III.

The implementation of the CNN model has been made
with PyTorch 1.5.1 [22] and perform our training on NVIDIA
RTX2060 GPU with 6GB GPU memory. The optimizer chosen
is Adam with a learning rate of 0.001 and a mean absolute



Model Dataset Cross-Validation Error [%]
CNN EEG Images 5.93
CNN Combined Dataset 4.56
MLP EEG Frequency Bands 8.44
MLP Phy. Signal 8.53
MLP Combined Dataset 7.47
SVM EEG Frequency Bands 6.98
SVM Phy. Signal 6.16
SVM Combined Dataset 7.5
RF EEG Frequency Bands 7.49
RF Phy. Signal 6.68
RF Combined Dataset 6.72

TABLE III
ERROR FOR DIFFERENT MODELS.

error loss (i.e. L1Loss), a batch size of 64 and 150 epochs. For
the other ML models, the sci-kit-learn library [23] has been
used and the corresponding hyperparameters have been fine-
tuned. The documented code is available on github2. Different
model combinations (e.g. the number of layer, kernel size,
activation function, etc), loss function or hyperparameters have
been tried but we keep only the ones with the lowest error rate.

As shown in Table III, the model with the lowest error rate is
our approach considering EEG as images with the combined
dataset (i.e. EEG+phy signals). The considered error is the
leave-one-out subject cross-validation error, i.e. the model is
trained with the N − 1 patient signals and test with the
remaining one. In this case, our model can estimate the correct
score with a margin of ±4.5% that outperform the other ML-
based approaches.

Moreover in Table IV we can see the error rate per partic-
ipant.

From this result we can note that the error rate is rising
for some participant compared to other (e.g. S1 and S2), this
could be explained by the fact that the model has not enough
data to converge to the global minimum. This issue could be
solved in future works with more recorded signals.

V. CONCLUSION

In this work, we propose a novel framework aiming to as-
sess attention in VR environments from various physiological
signals: EEG, eye-tracking signals and head position. To avoid
possible parasitic effects induce by stress or nervousness, the
environments have been designed to allow the participant to
choose the place he feels the most comfortable in. The frame-
work purpose is to estimate the evolution of visual attention
computed from attentional tasks, to implement the attention
detector in neurofeedback aiming to reduce the symptoms of
ADHD. The method presented in this work outperforms the

2https://github.com/VDelv/Attention-EEG

# Subject S1 S2 S3 S4 S5
Error [%] 7.5 7.52 3.16 2.25 2.38

TABLE IV
ERROR PER PARTICIPANT WITH CNN MODEL.

basic approaches proposed in previous studies to estimate the
attentional state. Moreover, the signals recorded will help to
have a better understanding of the mechanism behind attention
in the brain.

In the future works, it can be interesting to consider other
recent ML-based approaches and to pursue the data collection
with children diagnosed with ADHD.

For the future, we hope that virtual reality will continue to
help for the elaboration of innovative assessments, as in our
framework, and treatments for neurological disease.
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