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#### Abstract

We present a novel approach aimed at identifying the key chemical elements to search for the (missing) descendants of very massive first stars exploding as pair instability supernovae (PISN). Our simple and general method consists in a parametric study accounting for the unknowns related to early cosmic star formation and metal-enrichment. Our approach allow us to define the most likely $[\mathrm{Fe} / \mathrm{H}]$ and abundance ratios of long-lived stars born in interstellar media polluted by the nucleosynthetic products of PISN at a $>90$ per cent, 70 per cent, and 50 per cent level. In agreement with previous works, we show that the descendants of very massive first stars can be most likely found at $[\mathrm{Fe} / \mathrm{H}] \approx-2$. Further, we demonstrate that to search for an underabundance of $[(\mathrm{N}, \mathrm{Cu}, \mathrm{Zn}) / \mathrm{Fe}]<0$ is the key to identify these rare descendants. The 'killing elements' $\mathrm{N}, \mathrm{Zn}$, and Cu are not produced by PISN, so that their subSolar abundance with respect to iron persists in environments polluted by further generations of normal core-collapse supernovae up to a 50 per cent level. We show that the star BD $+80^{\circ}$ 245 , which has $[\mathrm{Fe} / \mathrm{H}]=-2.2,[\mathrm{~N} / \mathrm{Fe}]=-0.79,[\mathrm{Cu} / \mathrm{Fe}]=-0.75$, and $[\mathrm{Zn} / \mathrm{Fe}]=-0.12$ can be the smoking gun of the chemical imprint from very massive first stars. To this end we acquired new spectra for $\mathrm{BD}+80^{\circ} 245$ and re-analysed those available from the literature accounting for non-local thermodynamic equilibrium corrections for Cu . We discuss how to find more of these missing descendants in ongoing and future surveys to tightly constrain the mass distribution of the first stars.
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## 1 INTRODUCTION

Primordial composition stars were very likely more massive than those that we observe in local star-forming regions (e.g. Bromm 2013). Analytical calculations (from the pioneering work by Silk 1977 to McKee \& Tan 2008), along with state-of-the-art numerical simulations that include radiative feedback (e.g. Hosokawa et al. 2011), show that the mass of these Population III (Pop III) stars is typically $m_{\text {popIII }}>10 \mathrm{M}_{\odot}$, and can reach extreme values when a statistical sample of cosmological formation sites is considered, $m_{\text {popIII }} \approx 1000 \mathrm{M}_{\odot}$ (Hirano et al. 2014; Susa, Hasegawa \& Tominaga

[^0]2014; Hirano et al. 2015). On the other hand, 3D simulations following gas fragmentation for $<10^{3} \mathrm{yr}$ and resolving individual proto-stars, find that the proto-stellar disc can fragment in subSolar clumps, which implies the existence of some stars such that $m_{\text {popili }}<1 \mathrm{M}_{\odot}$. On larger time-scales, however, most of these fragments are expected to merge to form more massive stars (e.g. Greif et al. 2012). At the moment therefore we can only assert that the characteristic mass of Pop III stars is much larger than normal Pop II/I stars, $m_{\text {popIII }}^{\mathrm{ch}} \approx 10 \mathrm{M}_{\odot}$, and that their high-mass end possibly extends up to $m_{\text {popIII }} \approx 1000 \mathrm{M}_{\odot}$ (e.g. Greif 2015; Hirano et al. 2015).

Among such a variety of stellar masses those with $m_{\text {popIII }}>140 \mathrm{M}_{\odot}$ represent the dominant sources of ionizing photons (e.g. Schaerer 2002), dust (e.g. Schneider et al. 2004), metals, supernova energy injection, and stellar black holes (e.g. Heger \&

Woosley 2002). Pop III stars with $140 \mathrm{M}_{\odot}<m_{\text {PopiII }}<260 \mathrm{M}_{\odot}$ end their lives as energetic pair instability supernovae (PISN), leaving no remnants and thus releasing back to the surrounding gas all their mass, with $\approx 50$ per cent in the form of heavy elements. Larger Pop III stars, $m_{\text {popIII }}>260 \mathrm{M}_{\odot}$, do not inject metals as they are predicted to directly collapse into stellar black holes (e.g. Heger \& Woosley 2002). Probing the existence and frequency of very massive Pop III stars is thus fundamental to understand the early phases of reionization (e.g. Salvadori et al. 2014), metal enrichment (e.g. Pallottini et al. 2014), and supermassive black hole formation (e.g. Volonteri 2010).

One of the most promising ways to test the predicted existence of massive Pop III stars is by identifying their direct descendants among the oldest stars, which can be individually resolved in the Local Group (e.g. Beers \& Christlieb 2005; Tolstoy, Hill \& Tosi 2009). If massive Pop III stars rapidly ended their lives as energetic supernovae (SN) explosions, thus preventing their present-day detection, their nucleosynthetic products were efficiently dispersed into the surrounding gas (e.g. Greif et al. 2009; Smith et al. 2015). Such precious elements from the remote times are safeguarded until the present-day in the photospheres of long-lived low-mass stars, $m_{*}<1 \mathrm{M}_{\odot}$, which form from the ashes of Pop III stars. Different groups have shown that the transition from massive Pop III stars to normal Pop II stars can efficiently take place when the metallicity of the gas clouds reaches a critical value, $Z_{\mathrm{cr}} \approx\left[10^{-6}-10^{-3.5}\right] \mathrm{Z}_{\odot}$ (e.g. Bromm et al. 2001; Schneider et al. 2002).

According to cosmological models for the Local Group formation, these 'descendants' of Pop III stars can be found among the oldest stellar populations, in particular in the Galactic halo of the Milky Way (e.g. Tumlinson 2006; Salvadori, Schneider \& Ferrara 2007), in the Galactic bulge (White \& Springel 2000; Brook et al. 2007; Salvadori et al. 2010; Tumlinson 2010), and in nearby dwarf galaxy satellites (e.g. Bovill \& Ricotti 2009; Salvadori \& Ferrara 2009; Frebel \& Bromm 2012; Salvadori, Skúladóttir \& Tolstoy 2015). Local observations have reported the existence of many carbon enhanced metal-poor (CEMP) stars, $[\mathrm{C} / \mathrm{Fe}]>1.0$, in both the Galactic halo (e.g. Spite et al. 2013; Bonifacio et al. 2015, and references therein) and ultrafaint dwarf galaxies (e.g. Frebel, Simon \& Kirby 2014; Spite et al. 2018). These stars predominantly appear at $[\mathrm{Fe} / \mathrm{H}]<-2.5$. The most iron-poor among them (e.g. Keller et al. 2014) have chemical abundance patterns that are consistent with the heavy elements produced by moderately massive Pop III stars, $m_{\text {popIII }}<100 \mathrm{M}_{\odot}$, which experience mixing and fallback exploding as 'faint $S N$ ' (e.g. Bonifacio, Limongi \& Chieffi 2003; Iwamoto et al. 2005), possibly because of their high rotation speed (e.g. Meynet \& Maeder 2002).
The CEMP stars have a bimodal distribution of carbon abundance (Rossi et al. 2005; Spite et al. 2013; Bonifacio et al. 2015), and the two groups of stars are referred to as 'high-carbon band' and 'lowcarbon band' (see Bonifacio et al. 2018b, for a precise definition). The available evidence points towards the conclusion that the highcarbon band stars are the result of mass-transfer in a binary system, while the low-carbon band stars are a reliable record of the chemical composition of the interstellar medium (ISM) from which they were formed (see Caffau et al. 2018, and references therein). We shall adopt this hypothesis in what follows.

The link between low-carbon band CEMP stars and the chemical products of primordial $m_{\text {popIII }}<100 \mathrm{M}_{\odot}$ stars has been confirmed by cosmological chemical evolution models that follow the overall formation of the Local Group (e.g. Salvadori et al. 2015) or that focus on the build-up of the MW halo (e.g. de Bennassuti et al. 2017; Hartwig et al. 2018). These models are able to interpret the
declining frequency of low-carbon band CEMP stars at increasing [Fe/H] in a cosmological context (see also Cooke \& Madau 2014; Bonifacio et al. 2015). Their findings show that at $[\mathrm{Fe} / \mathrm{H}] \leq$ -5 roughly 100 per cent of the stars are expected to form in gaseous environments uniquely polluted by faint primordial SN with $m_{\text {popIII }}<100 \mathrm{M}_{\odot}$, which produce large amounts of C and small amounts of Fe . At higher $[\mathrm{Fe} / \mathrm{H}]$, such a key chemical signature is gradually washed-out because of the increasing contribution of normal SN type II to the chemical enrichment (e.g. Salvadori et al. 2015; de Bennassuti et al. 2017; Hartwig et al. 2018). This makes the direct descendants of moderately massive Pop III stars relatively straightforward to find 'just' by searching for the most iron-poor stars.
On the other hand, the descendants of very massive PISN are predicted to appear at higher $[\mathrm{Fe} / \mathrm{H}]$, where they only represent a very low fraction of the total number of stars (Salvadori et al. 2007; Karlsson, Johnson \& Bromm 2008). de Bennassuti et al. (2017) showed that stars that are formed in environments polluted by PISN at $>50$ per cent level cover a broad metallicity range, -4 $<[\mathrm{Fe} / \mathrm{H}]<-1$, with a peak at $[\mathrm{Fe} / \mathrm{H}] \approx-1.8$. According to their findings these precious fossils only represent the $\approx 0.25$ per cent of the total number of Galactic stars at $[\mathrm{Fe} / \mathrm{H}]<-2$. Such a percentage becomes even lower, $\approx 0.1$ per cent, for stars enriched by PISN at $>80$ per cent level. Current observations fully agree with these results. Among the 500 Galactic halo stars analysed at $[\mathrm{Fe} / \mathrm{H}]<$ -2 only one, i.e. $\leq 0.2$ per cent of the total, shows a chemical abundance pattern that might be consistent with an environment of formation imprinted also by massive PISN (Aoki et al. 2014). This peculiar star has $[\mathrm{Fe} / \mathrm{H}] \approx-2.5$, which is the typical ironabundance of the direct descendant of PISN, i.e. stars enriched by PISN at 100 per cent level (de Bennassuti et al. 2017). Yet, Chiaki, Susa \& Hirano (2018) consider it unlikely that the star observed by Aoki et al. (2014) really is a PISN descendant. In fact, their simulations predict that the direct descendants of PISN are much more rare: only one out of $10^{5}-10^{6}$ stars.
How can we catch these extremely rare PISN descendants, which are fundamental to characterize the primordial IMF and to understand early galaxy formation processes? In the ongoing era of wide and deep spectroscopic surveys the total number of stars is largely increasing. We can thus face the possibility to find many of these rare stellar relics if we are able to efficiently identify them. The aim of this paper is thus to address the following questions:
(i) What are the key chemical elements we should look for in order to identify the rare descendants of massive Pop III stars, i.e. PISN?
(ii) In gaseous environments enriched both by PISN and normal Pop II stars exploding as core-collapse SN, down to which fraction of PISN contribution can we still detect its peculiar chemical imprint?
(iii) What are the quantitative prospectives of catching the rare PISN descendants in ongoing and future surveys?
The main problem in addressing these issues is that many of the physical mechanisms regulating the early cosmic star formation are largely uncertain. These include the star formation efficiency of 'mini-haloes', the capability of these systems to retain the metals injected by SN, the metal mixing efficiency, and the typical timescale for metal diffusion and subsequent star formation. In this paper, we present a new, simple, and extremely general parametric study for the chemical evolution of the gas imprinted by the first stellar generations. Our novel approach overcomes the current uncertainties by condensing the unknown physical processes into
a few free parameters, which are then varied to explore the full parameter space. Our conclusions are hence general and essentially model independent. Furthermore, they do not rely on the usually assumed (cold) dark matter model.

## 2 A SIMPLE PARAMETRIC STUDY

We can start by computing the chemical properties of the gaseous environments, or ISM, enriched by the nucleosynthetic products of a single PISN. The heavy elements yielded by PISN with different initial masses, $m_{\text {PISN }}=[140,260] \mathrm{M}_{\odot}$, have been computed by Heger \& Woosley (2002). Because of the peculiar physical conditions that PISN experience during their evolution and the complete disruption of their initial stellar mass, these results are very robust (e.g. Takahashi et al. 2018).

On the other hand, the rate at which the first stars are formed is unknown. State-of-the-art numerical simulations studying Pop III star formation typically focus on low-mass mini-haloes, $M \approx$ $\left(10^{6}-10^{7}\right) \mathrm{M}_{\odot}$, which are predicted to be the first star-forming sites at $z>10$ (e.g. Abel, Bryan \& Norman 2002; Bromm et al. 2009; Wise et al. 2012). Molecular hydrogen, $\mathrm{H}_{2}$, is the only coolant in these systems, making their capability to form stars limited and variable. The amount of $\mathrm{H}_{2}$ strongly depends on the total mass, gas density, and formation redshift of the system, along with the presence of Lyman Werner flux from close-by galaxies, which can easily photo-dissociate $\mathrm{H}_{2}$ (e.g. Madau, Ferrara \& Rees 2001; Omukai 2012). On top of this variability, cosmological simulations of metal-enrichment show that pristine regions of gas can survive down to $z \leq 3$ (e.g. Pallottini et al. 2014), implying that Pop III stars can also be hosted by more massive galaxies, which have higher star formation rates.

The ability of the first star-forming systems to convert gas into stars is hence largely uncertain, as it strongly depends on both their intrinsic properties and environmental effects. To make our calculations general we encapsulate these unknowns in a single free parameter, the star formation efficiency, $f_{*}=M_{*} / M_{\mathrm{g}}$, which quantifies the mass of Pop III stars, $M_{*}$, formed in a dynamical time within a galaxy of initial gas mass $M_{g}$. Given the total mass of heavy elements produced per stellar mass formed, i.e. the metal yield $Y_{Z}$, we can easily compute the total mass of heavy elements produced by PISN as
$M_{Z}=Y_{Z} M_{*}=Y_{Z} f_{*} M_{\mathrm{g}}$.
Similarly, the net mass of each chemical element X produced by PISN can be computed as $M_{\mathrm{X}}=Y_{\mathrm{X}} f_{*} M_{\mathrm{g}}$ once the yield $Y_{\mathrm{X}}$ is known. A rough estimate of the metallicity of the ISM after a PISN event can be obtained by assuming that all produced metals are instantaneously mixed within the whole galaxy, i.e. $Z=M_{\mathrm{Z}} / M_{\mathrm{g}}$. In reality, however, not all these fresh metals will necessarily be retained by the galaxy, and/or not all the gas will be used to dilute metals. Indeed, depending upon the kinetic energy released by SN explosions and the mass of the (Pop III) galaxy, metals can fill a different volume of the galaxy, eventually escaping its gravitational potential.

To determine the metallicity of the ISM out of which subsequent star formation can occur, we should thus quantify: (i) the fraction of newly produced metals effectively retained by the galaxy, $f_{Z} \equiv\left(M_{Z}^{\text {eff }} / M_{Z}\right)$; (ii) the fraction of the initial gas mass into which metals are effectively diluted, $f_{\mathrm{g}}=$ ( $M_{\text {dil }} / M_{\mathrm{g}}$ ). We can incapsulate these two free parameters into a single one, the diluting factor, $f_{\text {dil }}=f_{\mathrm{g}} l f_{Z}$, which completely defines the ISM metallicity for subsequent star formation,


Figure 1. A simple sketch illustrating the mixing of PISN products with the environment for different dilution parameter, $f_{\text {dil }}$, and how it depends on (i) the kinetic energy released by supernovae, $E_{\text {kin }}$; (ii) the gas mass of the star-forming galaxy, $M_{\mathrm{g}}$ (cyan cloudlike shape); (iii) the mass into which the PISN products are diluted into, $M_{\text {dil }}$ (grey cloudlike shape); (iv) the mass of ejected gas, $M_{\mathrm{ej}}$ (grey outgoing arrows); (v) the mass of pristine gas eventually accreted from the IGM, $M_{\text {accr }}$ (cyan ingoing arrows). See Section 2.1 for details.
$Z_{\text {ISM }} \equiv\left(M_{Z}^{\text {eff }} / M_{\text {dil }}\right)=\left(f_{Z} M_{Z} / f_{\mathrm{g}} M_{\mathrm{g}}\right)=M_{Z} / f_{\text {dil }} M_{\mathrm{g}} \equiv Z / f_{\text {dil }} . \quad$ A qualitative flavour of the possible values of $f_{\text {dil }}$ and its dependence upon the unknown metal mixing processes is provided by the sketch in Fig. 1.

### 2.1 The cosmological context

To understand what are the different physical conditions in which the enriching and mixing events accounted by our simple model might occur, we will discuss Fig. 1 in a cosmological context.

First, if the kinetic energy released by the SN explosions is sufficiently low (e.g. low-mass PISNe) and/or if the star-forming galaxy is massive enough (e.g. mini-haloes formed at $z<10$ or even more massive Ly $\alpha$-cooling haloes), then the SN blast wave will only fill a small portion of the initial gas mass, $M_{\text {dil }}<M_{\mathrm{g}}$. In such a region, which has been polluted with all the newly produced heavy elements (i.e. $f_{Z}=1$ ), the star formation can be rapidly re-activated thanks to efficient metal-cooling (e.g. Pallottini et al. 2014). We thus have $f_{\text {dil }}<1$.

Secondly, if the kinetic energy released by SN explosions is higher than in the previous case (e.g. more massive PISN) and/or if the galaxy is less massive, then the SN blast wave will reach larger radii, possibly mixing all newly produced metals $\left(f_{Z}=1\right)$ within the whole galaxy, i.e. $M_{\text {dil }} \approx M_{\mathrm{g}}$. Cosmological simulations have shown that the metal-enriched SN -driven gas confined at the halo virial radius can rapidly cool-down and fallback into the centre triggering new star formation (e.g. Benítez-Llambay et al. 2015; Oñorbe et al. 2015). Hence $f_{\text {dil }} \approx 1$.

Thirdly, for even higher SN explosion energy (e.g. high-mass PISNe) and/or less massive galaxies (e.g. the first star-forming minihaloes) the blast wave produced by the explosion can evacuate part (or most) of the metal-enriched gas from the hosting galaxy (e.g. Greif et al. 2007; Chiaki et al. 2018). Both observations and simulations show that the SN-driven outflows are able to eject part of the metals outside of galaxies (e.g. most recently Jones et al. 2018). This implies $f_{Z}<f_{\mathrm{g}}$ and therefore $f_{\text {dil }}=f_{\mathrm{g}} / f_{Z}>1$. In addition, $f_{\text {dil }}$ gets even higher if primordial gas accretes on to the galaxy, $M_{\text {accr }}$
(e.g. via merging), since $f_{\mathrm{Z}}$ remains unchanged while $f_{\mathrm{g}}$ increases further. We thus have $f_{\text {dil }}>1$.
To be more quantitative and appreciate how much different scenarios depend upon the unknown mass of Pop III stars and on the properties of their hosting haloes we should recall some recent findings from cosmological simulations. Zoomed-in simulations of the first star-forming mini-haloes at $z>15$ show that a single energetic PISN explosion ( $E_{\mathrm{SN}} \approx 10^{53} \mathrm{erg}$ for $m_{\mathrm{PISN}} \approx 260 \mathrm{M}_{\odot}$ ) can evacuate almost all the gas from mini-haloes with $M \approx 10^{6} \mathrm{M}_{\odot}$ (e.g. Bromm, Yoshida \& Hernquist 2003; Greif et al. 2007), leading to $f_{\text {dil }}>1$. Yet, the same mini-halo retains most of the gas/metals after the explosion of the least energetic PISN (e.g. $E_{\mathrm{SN}} \approx 10^{51} \mathrm{erg}$ for $m_{\text {PISN }} \approx 150 \mathrm{M}_{\odot}$ from Bromm et al. (2003)). In this case therefore $f_{\text {dil }}$ $\approx 1$. As we will extensively discuss in Section 7, in situ enrichment of mini-haloes by PISN can be effectively captures by assuming $f_{\text {dil }}$ $\geq 1$. However, recent cosmological simulations have also shown that a part of the ejected material might pollute a nearby primordial mini-halo, eventually triggering new star formation there (e.g. Smith et al. 2015; Chiaki et al. 2018). This is equivalent to the case $f_{\text {dil }}$ $<1$. Although this event is much more unlikely than the previous two (see e.g. Chiaki et al. 2018), we should also account for this scenario in our general model, which aims at catching the signature of PISNe formed in all the possible physical conditions.

### 2.2 Chemical imprint

From our previous section we conclude that all the different cosmological scenarios, including both in situ and external pollution along with dilution due to accretion, can be efficiently described by varying our free parameter $f_{\text {dil }}$ (Fig. 1). In this context, we are assume that a single PISN forms and explodes and that PISN with different mass have the same probability to form. In fact, a flat primordial IMF and a single first star per mini-halo is exactly what simulations of the first star-forming systems have found (e.g. Hirano et al. 2014). To account for the (possible) PISN formation in more massive and efficiently star-forming Ly $\alpha$ haloes (Section 2.1), we extend these hypotheses by assuming that in each star-forming galaxy all formed PISN have the same mass, $m_{\text {PISN }}$. We can thus proceed further and compute the chemical properties of the ISM polluted by a PISN (or more) with mass $m_{\text {PISN }}$. By using the previously defined relations we can compute the ISM metallicity:
$Z_{\text {ISM }}=M_{Z} /\left(f_{\text {dil }} M_{\mathrm{g}}\right)=\frac{Y_{Z}^{\text {PISN }} f_{*} M_{\mathrm{g}}}{f_{\text {dil }} M_{\mathrm{g}}}=\frac{f_{*}}{f_{\text {dil }}} Y_{Z}^{\text {PISN }}$
along with the abundance of any $X$ element into the ISM:

$$
\begin{align*}
{[\mathrm{X} / \mathrm{H}]_{\mathrm{ISM}} } & \equiv \log \left[\frac{N_{\mathrm{X}}}{N_{\mathrm{H}}}\right]-\log \left[\frac{N_{\mathrm{X}}}{N_{\mathrm{H}}}\right]_{\odot} \\
& =\log \left[\frac{M_{\mathrm{X}}}{m_{\mathrm{X}}} \frac{m_{\mathrm{H}}}{M_{\mathrm{H}}}\right]-\log \left[\frac{N_{\mathrm{X}}}{N_{\mathrm{H}}}\right]_{\odot} \\
& \approx \log \left[\frac{M_{\mathrm{X}}}{M_{\mathrm{dil}}}\right]-\log \left[\frac{M_{\mathrm{X}}}{M_{\mathrm{H}}}\right]_{\odot} \\
& =\log \left[\frac{f_{*}}{f_{\text {dil }}} Y_{\mathrm{X}}^{\mathrm{PISN}}\right]-\log \left[\frac{M_{\mathrm{X}}}{M_{\mathrm{H}}}\right]_{\odot}, \tag{3}
\end{align*}
$$

where both $Y_{Z}^{\text {PISN }}$ and $Y_{\mathrm{X}}^{\mathrm{PISN}}$ depend on $m_{\text {PISN }}, N_{\mathrm{X}}\left(N_{\mathrm{H}}\right)$ is the number of X (hydrogen) atoms, and $m_{\mathrm{X}}\left(m_{\mathrm{H}}\right)$ the mean molecular weight. Using equation (3), we can write the abundance ratio of any chemical element with respect to iron (or other key species):
$[\mathrm{X} / \mathrm{Fe}]_{\mathrm{ISM}}=\log \left[\frac{Y_{\mathrm{X}}^{\mathrm{PISN}}}{Y_{\mathrm{Fe}}^{\mathrm{PISN}}}\right]-\log \left[\frac{M_{\mathrm{X}}}{M_{\mathrm{Fe}}}\right]_{\odot}$.

These simple calculations already provide interesting results. The total metallicity of the ISM, $Z_{\text {ISM }}$, along with the $[\mathrm{X} / \mathrm{H}]$ abundance ratio, solely depends on the ratio between the two free parameters of the model, $f_{*} / f_{\text {dil }}$ and on the total amount of metals (or X elements) produced per stellar mass formed, i.e. the yields. Furthermore, the chemical abundance pattern of the gas uniquely polluted by a PISN (or several PISNe with the same mass) is solely determined by the ratios in the chemical yields. In other words it is universal. We can thus study the predicted chemical properties of these environments as a function of the PISN mass and $[\mathrm{Fe} / \mathrm{H}]$ range after defining the most plausible values for the two free parameters, $f_{*}$ and $f_{\text {dil }}$.

### 2.3 Setting the free parameter space

The parameter space of the problem, i.e. the possible values of $f_{*}$ and $f_{*} / f_{\text {dil }}$, can be estimated analytically. First, local observations of molecular clouds show that the fraction of molecular hydrogen gas $\left(f_{\mathrm{H}_{2}}\right)$ that can be turned into stars in a dynamical time never exceed the 10 per cent of the total, i.e. $\dot{M}_{*} \times t_{\mathrm{ff}}=\xi_{\text {sf }} f_{\mathrm{H}_{2}} M_{\mathrm{g}}$ with $\xi_{\text {sf }} \leq 0.1$ (e.g. see Pallottini et al. 2017, and reference therein). Secondly, the gas needs to be converted in molecular hydrogen form, whose mass fraction is necessarily lower or equal than the total $\left(f_{\mathrm{H}_{2}} \leq 1\right)$. By defining $f_{*}=\xi_{\text {sf }} f_{\mathrm{H}_{2}}$, we can thus safely set $f_{*} \leq 0.1$, i.e. we have an upper limit for the star formation efficiency.

In high-redshift primordial mini-haloes ( $T_{\text {vir }} \leq 10^{4} \mathrm{~K}$ ) that cooldown their gas via molecular hydrogen, $f_{*}$ is much lower, as it is limited by the fragile nature of $\mathrm{H}_{2}$ and the lack of additional cooling channels (e.g. Ciardi \& Ferrara 2005). Tegmark et al. (1997) showed that only mini-haloes with $f_{\mathrm{H}_{2}}>10^{-3}$ can efficiently cool-down their gas and trigger star formation. Assuming $\xi_{\text {sf }}=0.1$ we infer $f_{*}>10^{-4}$. A similar value is obtained by requiring the formation of at least one PISN per free-fall time in the most massive minihaloes: $f_{*} \geq M_{\mathrm{PISN}} / M_{\mathrm{g}}=M_{\mathrm{PISN}} /\left[\Omega_{\mathrm{b}} / \Omega_{\mathrm{M}} M\right] \approx 2 \times 10^{-4}$, where $\Omega_{\mathrm{b}} / \Omega_{\mathrm{M}}$ is the cosmological baryon-to-dark matter mass ratio ${ }^{1}$ and $M\left(T_{\text {vir }} \approx 10^{4} \mathrm{~K}, z=10\right)=5 \times 10^{7} \mathrm{M}_{\odot}$ is the mass of the most massive mini-haloes, i.e. those with highest $T_{\text {vir }}$ and lowest formation redshift (e.g. Barkana \& Loeb 2001).
To evaluate the possible $f_{\text {dil }}$ values we should distinguish among the different scenarios illustrated in Fig. 1. When $f_{\text {dil }}<1$ we can estimate the minimum gas mass into which all the newly produced metals are diluted as the mass enclosed by the SN -driven bubble in the Sedov-Taylor approximation (e.g. Madau et al. 2001; Bromm et al. 2003):
$M_{\mathrm{dil}}>\frac{4 \pi}{3} \rho_{\mathrm{ISM}}\left(\frac{E_{\mathrm{kin}}}{\rho_{\mathrm{ISM}}}\right)^{3 / 5} t^{6 / 5}$,
where $\rho_{\mathrm{ISM}}(z) \approx 200 \Omega_{\mathrm{b}} \rho_{\mathrm{cr}, 0}(1+z)^{3}$ is the ISM gas density, $t$ the time passed since the SN explosions, and
$E_{\text {kin }}=\left\langle E_{\mathrm{SN}}\right\rangle f_{\text {kin }} N_{\mathrm{SN}}=\left\langle E_{\mathrm{SN}}\right\rangle f_{\text {kin }} \nu_{\mathrm{SN}} f_{*} M_{\mathrm{g}}$
is the kinetic energy released by SN , which depends upon the average SN explosion energy, $\left\langle E_{\mathrm{SN}}\right\rangle$, the fraction of energy released in kinetic form which is typically $f_{\text {kin }} \approx 0.1$ (e.g. Pallottini et al. 2014), and the number of $\mathrm{SNe}, N_{\mathrm{SN}}$. Since $N_{\mathrm{SN}}$ can be written as the number of SN explosion per stellar mass formed, $N_{\mathrm{SN}}=$ $v_{\mathrm{SN}} M_{*}=v_{\mathrm{SN}} f_{*} M_{\mathrm{g}}$, where $v_{\mathrm{SN}} \approx 1 / 200 \mathrm{M}_{\odot}$ for PISN, it is clear from equation (6) that $E_{\text {kin }}$ depends upon the (unknown) star formation

[^1]efficiency. Since we want to know the minimum mass of the metalenriched gas out of which a new star formation event can eventually occur, we can reasonably evaluate $M_{\text {dil }}$ at the free-fall time, $t_{\mathrm{ff}}=$ $(3 \pi / 32 G \rho)^{1 / 2}$. Recalling that $f_{\text {dil }}=f_{\mathrm{g}} / f_{Z}$ and that in this case $f_{Z}=1$, we can write $f_{\text {dil }}=f_{\mathrm{g}}>M_{\text {dil }}^{\min } / M_{\mathrm{g}}$ and thus
$f_{\text {dil }}>2.4 \times 10^{5}\left[\frac{\left\langle E_{51}\right\rangle f_{\text {kin }} f_{*}}{(1+z)}\right]^{3 / 5} M_{\mathrm{g}}^{-2 / 5}$,
where $\left\langle E_{51}\right\rangle=\left\langle E_{\mathrm{SN}}\right\rangle / 10{ }^{51} \mathrm{erg}$ is the average explosion energy and $M_{\mathrm{g}}$ is expressed in Solar masses. From equation (7) we infer that the minimum $f_{\text {dil }}$ corresponds to the largest $M_{\mathrm{g}}$, highest formation redshift, $z \approx 30$, and minimum $f_{*}=10^{-4}$ and $\left\langle E_{51}\right\rangle$, which for the least massive PISN is $\left\langle E_{51}\right\rangle \approx 1$. By inserting these numbers in equation ( 7) and assuming $M_{\mathrm{g}} \approx 10^{8} \mathrm{M}_{\odot}$ and $f_{\text {kin }}=0.1$, we obtain $f_{\text {dil }}>0.02$. Note that $f_{\text {dil }}$ becomes one order of magnitude higher for $\left\langle E_{51}\right\rangle \approx 20$, which corresponds to the average PISN mass. Furthermore, as we will see and discuss in Section 7.1, $M_{\mathrm{g}}, z$, and $f_{*}$ are not independent. In particular, the highest $z$ and lowest $f_{*}$ correspond to the least massive dark matter haloes that can trigger star formation (e.g. Tegmark et al. 1997), from which we get lower $M_{\mathrm{g}}$ and thus higher $f_{\text {dil }}$.

To get the upper limit we should consider the case $f_{\text {dil }}>1$, and account for the mass of gas/metals ejected outside of the galaxy ( $M_{\mathrm{ej}}$ and $M_{\mathrm{ej}}^{Z}$ ) along with the mass of pristine gas accreted ( $M^{\text {accr }}$ ). We can write $f_{\mathrm{g}}=\left[M_{\mathrm{g}}\left(1-f_{*}+f_{*} R\right)-M_{\text {ej }}+M_{\text {accr }}\right] / M_{\mathrm{g}}=[1-$ $f_{\mathrm{ej}}-f_{\text {accr }}$ ], where $R$ is the gas fraction returned from stars, which is equal to unity for the case of PISN and $f_{\text {ej }}\left(f_{\text {accr }}\right)$ the fraction of ejected (accreted) gas mass with respect to the total. Assuming that the accreted gas is of primordial composition we can write $f_{Z}=\left[M_{Z}-M_{Z}^{\mathrm{ej}}\right] / M_{Z}=\left[1-M_{Z}^{\mathrm{ej}} / M_{Z}\right]=\left[1-f_{\mathrm{ej}} \eta_{\mathrm{ej}}\right]$, where in the last passage we have multiplied and divided for $M_{\mathrm{g}}^{\mathrm{ej}}$ and $M_{\mathrm{g}}$, and defined $\eta_{\mathrm{ej}}=Z_{\mathrm{ej}} /\left(M_{Z} / M_{\mathrm{g}}\right)$. If we assume that the metallicity of the ejected gas is equal to the mean abundance of heavy elements in the galaxy we have $\eta_{\mathrm{ej}} \approx 1$, and thus we can write
$f_{\mathrm{dil}}=f_{\mathrm{g}} / f_{Z} \approx\left(\frac{1-f_{\mathrm{ej}}+f_{\mathrm{accr}}}{1-f_{\mathrm{ej}}}\right)$,
from which we infer that the maximum $f_{\text {dil }}$ corresponds to the highest $f_{\text {accr }}$ and highest $f_{\text {ej }}$. A merging event provides the maximum $f_{\text {accr }}$. To be of primordial composition the merging system should not have experienced previous star formation, and hence should have a total mass lower than our Pop III star-forming galaxy (e.g. Salvadori \& Ferrara 2009). We infer $M_{\text {accr }} \leq M_{\mathrm{g}}$ and thus $f_{\text {accr }}=[0,1]$. To set the maximum $f_{\text {ej }}$ we should recall that we are interested in probing the descendants of very massive first stars. Thus, we need to retain some metals and gas to trigger further star formation even if $f_{\text {accr }}=0$. We can fairly assume $f_{\mathrm{ej}}=[0,0.9]$, from which we obtain $f_{\text {dil }} \leq 10$. As we will discuss in Section 7, where we find similar upper limits by developing more detailed calculations, $f_{\mathrm{ej}}$ is not independent on $f_{*}$. In particular the higher $f_{\mathrm{ej}}$ the larger is $f_{*}$, which means that the maximum $f_{\text {dil }}$ corresponds to the maximum $f_{*}$.

In conclusion, we can reasonably state that the dilution factor varies within the range $f_{\text {dil }} \approx(0.02,10)$ and strongly depends on $f_{*}$. Since the lowest (highest) $f_{\text {dil }}$ corresponds to the lowest (highest) $f_{*}$ we obtain $f_{*} / f_{\text {dil }} \in\left[10^{-4}, 10^{-1}\right]$ (see also Section 7 and Fig. 21). We can now proceed further since we have established that all the unknowns of the problem are effectively captured by our simple parametrization.


Figure 2. Iron abundance of the ISM imprinted by a PISN as a function of its mass, $m_{\text {PISN }}$ (points). Different symbols show the results obtained by assuming various $f_{*} / f_{\text {dil }}$ ratio (see labels). Horizontal lines show the corresponding ISM metallicity, $\log \left(Z_{\mathrm{ISM}} / Z_{\odot}\right)$, which is independent of $m_{\text {PISN }}$.

## 3 RESULTS

In the following, we present the results of our simple and general model. We will start by analysing the chemical properties of an ISM solely imprinted by PISN and then extend the calculations to the case in which the chemical products of these massive first stars represent a significant fraction ( $\geq 50$ per cent) of the total mass of heavy elements in the ISM.

### 3.1 ISM enrichment of a PISN event

The predicted metallicity and iron-abundance values of an ISM imprinted by a single PISN $^{2}$ are shown in Fig. 2, as a function of $m_{\text {PISN }}$, and for different $f_{*} \mid f_{\text {dil }}$ values (see equation 1 , Section 2.1 ). We see that for any $f_{*} / f_{\text {dil }}$, the ISM metallicity is larger than any critical metallicity value to trigger the formation of lowmass Pop II stars: $Z_{\text {ISM }}>10^{-3.5} Z_{\odot}$ (horizontal lines). Thus, longlived second-generation stars can immediately start to form in a gaseous environment polluted by a single PISN event. These direct descendants of PISN can survive until the present day and hence be observed.

We also notice that $[\mathrm{Fe} / \mathrm{H}]_{\text {ISM }}$ strongly varies with the PISN mass, while $Z_{\text {ISM }}$ is basically independent of $m_{\text {PISN }}$. In fact, the lower the iron produced by PISN the higher the oxygen (Heger \& Woosley 2002), so that each PISN always injects the same amount of heavy elements into the ISM ( $\approx 50$ per cent of its mass). Furthermore, at a fixed $f_{*} / f_{\text {dil }}$, we have that $[\mathrm{Fe} / \mathrm{H}]_{\text {ISM }}$ spans $\leq 1$ dex if $m_{\text {PISN }} \geq$ $200 \mathrm{M}_{\odot}$, while it might vary by $\geq 2$ dex when $m_{\text {PISN }}<200 \mathrm{M}_{\odot}$. As a result the 'direct descendants of PISN', i.e. second-generation stars that have been enriched only by the chemical product of these massive first stars, span a large $[\mathrm{Fe} / \mathrm{H}]$ range and they are biased towards $[\mathrm{Fe} / \mathrm{H}]>-3$ values. This implies that a very low Fe abundance is never a good tracer of these rare stars. What about the other chemical elements?

In Fig. 3, we show the predicted chemical abundance pattern
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Figure 3. Chemical abundance patterns of the ISM imprinted by a single PISN with increasing mass: from $m_{\text {popIII }}=150 \mathrm{M}_{\odot}$ (red) to $m_{\text {popIII }}=260 \mathrm{M}_{\odot}$ (black). The injected chemical elements are shown with respect to iron (left) and calcium (right) abundances.
of an ISM polluted by PISN with different masses normalized to iron, $[\mathrm{X} / \mathrm{Fe}]_{\text {ISM }}$, and calcium, $[\mathrm{X} / \mathrm{Ca}]_{\text {ISM }}$. We recall that these abundance ratios are independent on the assumed free parameters (equation 4). By focusing on the chemical imprint of a single PISN (each colour) we can see the so-called odd-even effect, which has been historically looked for in ancient metal-poor stars but which has never been unambiguously observed. By inspecting the results for different $m_{\text {PISN }}$ more closely, we note that $[\mathrm{X} / \mathrm{Fe}]_{\text {ISM }}$ can vary by more than two orders of magnitudes for each chemical species. This implies that it is extremely difficult to identify a 'typical' abundance pattern of an ISM imprinted by a population of PISN, i.e. by more than one PISN with different mass. Yet, we can see that there are some key elements, i.e. $\mathrm{N}, \mathrm{F}, \mathrm{Cu}$, and Zn , which are systematically underproduced with respect to iron, i.e. $[\mathrm{X} / \mathrm{Fe}]_{\mathrm{ISM}}<-1$. Searching for the lack of such key chemical species in large stellar surveys can be an effective way to pre-select PISN candidates for highresolution follow-up.
We should note here that in large stellar surveys often $[\mathrm{Fe} / \mathrm{H}]$ is inferred either from the Ca II K line only (e.g. Starkenburg et al. 2017), or this line has a very high weight in the determination of [ $\mathrm{Fe} / \mathrm{H}]$ (e.g. Allende Prieto et al. 2014; Aguado et al. 2017). In other words Ca is implicitly assumed to be a good tracer of Fe and the well-known evolution of $[\mathrm{Ca} / \mathrm{Fe}]$ in the Milky Way, is folded into the analysis method (e.g. Bonifacio et al. 2011). Our results, however, show that this is not the case for an ISM uniquely imprinted by PISN, as $[\mathrm{Ca} / \mathrm{Fe}]$ spans more than two orders of magnitudes depending on $m_{\text {PISN }}$. In Fig. 3 (right), we show the predicted chemical abundance pattern of an ISM polluted by a single PISN normalized to Ca . We see that several elements are underproduced with respect to $\mathrm{Ca}, \mathrm{N}$, $\mathrm{F}, \mathrm{Na}, \mathrm{Sc}, \mathrm{V}, \mathrm{Cu}$, and Zn . Among them, we can identify our four key elements, which can then be used to guide observational searches of gas/stars imprinted by PISN.

### 3.2 Subsequent Pop II star formation

In our previous section we showed that an ISM imprinted by PISN at a 100 per cent level, i.e. the birth environment of the direct descendants of very massive first stars, shows a deficiency of N , $\mathrm{F}, \mathrm{Cu}$, and Zn . We can thus use these key chemical elements to
identify their missing descendants. However, we know that secondgeneration stars only imprinted by PISN are extremely rare (e.g. Salvadori et al. 2007; de Bennassuti et al. 2017; Chiaki et al. 2018). We can thus try to extend our search to stars imprinted by both PISN and a subsequent generation of Pop II stars. We then face two questions. How does the chemical abundance pattern of an ISM pre-enriched by PISN evolve when we account for the contribution of 'normal' Pop II stars? Is the deficiency of the four key chemical elements preserved?
To address these questions, we can re-write the equations presented in Section 2 as a function of the mass of heavy elements contributed by PISN, $M_{Z}^{\text {eff }}=f_{Z} M_{Z}$, with respect to the total mass of metals effectively injected into the ISM, i.e. $f_{\text {PISN }}=\left(f_{Z} M_{Z}\right) / M_{Z}^{\text {tot }}$, where $M_{Z}^{\text {tot }}=f_{Z} M_{Z}+M_{Z}^{\text {II }}$ is the total mass of metals into the ISM and $M_{Z}^{\mathrm{II}}$ is the mass dispersed by Pop II stars. To ensure that PISN dominate the metal enrichment we will vary this new free parameter in the range $f_{\text {PISN }}=[0.5,1.0]$. Analogously to what we have done in equation (1), we can write $M_{Z}^{\mathrm{II}}=M_{*}^{\mathrm{II}} Y_{Z}^{\mathrm{II}}\left(m_{\mathrm{II}}\left(t, Z_{*}\right)\right)$ from which we get
$M_{Z}^{\mathrm{II}}=Y_{Z}^{\mathrm{II}}\left(t, Z_{*}\right) f_{*}^{\mathrm{II}} M_{\mathrm{g}}^{\mathrm{II}} \equiv Y_{Z}^{\mathrm{II}}\left(t, Z_{*}\right) f_{*}^{\mathrm{II}} f_{\mathrm{g}} M_{\mathrm{g}}$,
where $Y_{Z}^{\mathrm{II}}$ is the metal yields of Pop II stars and $f_{*}^{\mathrm{II}}$ is the efficiency at which Pop II stars formed in the PISN-polluted ISM, with a gas mass $M_{\mathrm{g}}^{\mathrm{II}} \equiv f_{\mathrm{g}} M_{\mathrm{g}}$ (see Section 2.1 for details). Note that the yields of Pop II stars depend on both the stellar metallicity (i.e. $Z_{*}=$ $Z_{\text {ISM }}$, equation 2, Fig. 2) and the time passed since the Pop II star formation, $t_{\text {popiI }}$, which sets the mass of Pop II stars contributing to the metal enrichment, $m_{\text {popII }}$. Given the broad mass range of Pop II stars that can explode as core-collapse supernovae (SNII), $m_{\text {popII }}=(8-40) \mathrm{M}_{\odot}$, such time-scale can vary from a few Myr to tens of Myr, as is shown in Fig. 5.
To ensure the generality of our results we study the problem at various times, i.e. for each $\mathrm{f}_{\text {PISN }}$ we investigate how the ISM abundance pattern varies when SNII of different masses contribute to the chemical enrichment. Before doing so we determine the star formation rate of Pop II stars in the ISM pre-enriched by PISN. By using the relation $M_{Z}^{\mathrm{II}}=M_{Z}^{\text {tot }}-f_{Z} M_{Z}=M_{Z} \times\left[\left(1-f_{\mathrm{PISN}}\right) / f_{\mathrm{PISN}}\right]$ we


Figure 4. Iron abundances of an ISM imprinted by both PISN of mass $m_{\text {PISN }}$ and the subsequent generation of Pop II stars. The results refer to the model $f_{*} / f_{\text {dil }}=10^{-3}$ (Fig. 2 and the text), and assume $f_{\text {PISN }}=0.9$ (left) and $\mathrm{f}_{\text {PISN }}=0.5$ (right). Different symbols show the expected values at different times since the onset of Pop II star formation (see labels).

## get

$f_{*}^{\mathrm{II}}=\frac{f_{*}}{f_{\text {dil }}} \frac{Y_{Z}^{\mathrm{PISN}}}{Y_{Z}^{\mathrm{II}}} \frac{1-f_{\mathrm{PISN}}}{f_{\mathrm{PISN}}}=\frac{f_{*}}{f_{\mathrm{dil}}} \frac{Y_{Z}^{\mathrm{PISN}}}{Y_{Z}^{\mathrm{II}}} \beta$,
where for simplicity we have omitted the yield dependence on $Z_{*}$, $t_{\text {popiI }}$ (or $m_{\text {popII }}$ ), and $m_{\text {PISN }}$, and so we will do hereafter. The relative amount of metals contributed by Pop II with respect to PISN is $\beta=\left(\frac{1-f_{\text {PISN }}}{f_{\text {PISN }}}\right)$, where $f_{\text {PISN }} \in[0.5,1.0]$. Hence, equation (10) is telling us that for any $f_{*} / f_{\text {dil }}$ model, $f_{*}^{\text {II }}$ is fully determined by the PISN-to-Pop II metal yield ratio, $Y_{Z} / Y_{Z}^{\mathrm{II}}$, once $\beta$ has been fixed. Note that, analogously to what we discussed for $f_{*}$, the Pop II star formation efficiency should be $f_{*}^{\text {II }} \leq 0.1$ (Section 2).

The metallicity of an ISM polluted by both a PISN and a subsequent generation of normal SNII is then $Z_{\text {ISM }}^{\text {PISN }+ \text { II }}=\left(f_{Z}^{\text {II }} M_{Z}^{\text {tot }}\right) /\left(M_{\mathrm{g}} f_{\text {dil }} f_{\mathrm{g}}^{\mathrm{II}}\right)=M_{Z}^{\text {tot }} /\left(M_{\mathrm{g}} f_{\text {dil }} f_{\text {dil }}^{\text {II }}\right)$, where $f_{\text {dil }}^{\text {II }}$ accounts for the dilution of metals into the ISM. Similarly to what we saw for $f_{\text {dil }}$ (see Section 2 for details), $f_{\text {dil }}^{\text {II }}$ resides in a relatively tight range, which is even narrower in the case of Pop II stars since $\left\langle E_{51}\right\rangle \approx 1$ independent of the SNII mass. Therefore, we approximate $f_{\text {dil }}^{\text {II }} \approx 1$ and get the equivalent of equation (2):
$Z_{\text {ISM }}^{\text {PISN }+ \text { II }}=\frac{Y_{Z}^{\text {PISN }}}{f_{\text {PISN }}} \frac{f_{*}}{f_{\text {dil }}}$
and of equation (3):
$[\mathrm{X} / \mathrm{H}]_{\mathrm{ISM}}^{\mathrm{PISN}+\mathrm{II}}=\log \left[\frac{f_{*}}{f_{\text {dil }}}\left[Y_{\mathrm{X}}^{\mathrm{PISN}}+\beta \frac{Y_{\mathrm{X}}^{\mathrm{II}} Y_{Z}^{\mathrm{PISN}}}{Y_{Z}^{\mathrm{II}}}\right]\right]-\log \left[\frac{M_{\mathrm{X}}}{M_{\mathrm{Fe}}}\right]_{\odot}$.
which are functions of the free parameters $f_{*} / f_{\text {dil }}, f_{\text {PISN }}, m_{\text {PISN }}$, and of the time passed since the formation of Pop II stars, $t_{\text {popII }}$. Thus, for each $m_{\text {PISN }}$ and $f_{*} / f_{\text {dil }}$ value (see Fig. 2), we can compute how $Z_{\text {ISM }}$ and $[\mathrm{Fe} / \mathrm{H}]_{\text {ISM }}$ evolve for different $f_{\text {PISN }}$.

The results of our calculations are displayed in Fig. 4. By construction the SNII contribution only alters the total ISM metallicity
by a factor $\left(1-f_{\text {PISN }}\right) \leq 0.5$. On the other hand, it has a large impact on the iron abundance. This effect is particularly relevant for an ISM enriched by PISN with $m_{\text {PISN }}<200 \mathrm{M}_{\odot}$, which only convert $<0.001$ per cent of their mass in iron. Furthermore, it is more pronounced when the PISN contribution to the ISM enrichment is lower, $f_{\text {PISN }}=0.5$. In conclusion, the subsequent contribution of normal Pop II stars pushes towards more similar, and thus higher, $[\mathrm{Fe} / \mathrm{H}]_{\text {ISM }}$ values.

These results can be better understood by inspecting Fig. 5 (left), which shows the mass of each chemical species, $m_{\mathrm{X}}^{\mathrm{II}}$, yielded by Pop II stars with various masses as predicted by the models of Woosley \& Weaver (1995). These quantities depends both on the mass of Pop II stars, which evolve on different time-scales, and on their metallicity. As example, we only show the case $Z_{*}=Z_{\text {ISM }}=0.01 \mathrm{Z}_{\odot}$, which is a typical ISM metallicity after a PISN event (Fig. 2). It is clear from the figure that that while most of the metals (mainly oxygen) are provided by massive Pop II stars, $m_{\text {popII }}>20 \mathrm{M}_{\odot}$, the iron produced by SNII is predominantly yielded by $m_{\text {popiI }}<20 \mathrm{M}_{\odot}$ stars, i.e. on longer time-scales.

In the right-hand panel of Fig. 5, we show the time-dependent SNII yields, $Y_{\mathrm{X}}^{\mathrm{II}}$, i.e. the cumulative mass of heavy elements injected by Pop II stars as a function of time since their formation epoch. Once $Z_{*}$ has been fixed the time-dependent yields are obtained as $Y_{\mathrm{X}}^{\mathrm{II}}(t)=\int_{m_{\text {popII }}(t)}^{100 \mathrm{M}_{\odot}} m_{\mathrm{x}}^{\mathrm{II}} \Phi\left(m_{*}\right) \mathrm{d} m_{*}$, where we have used the time and metallicity-dependent stellar lifetimes by Raiteri, Villata \& Navarro (1996), and a standard Larson IMF $^{3}$ (e.g. Salvadori, Ferrara \& Schneider 2008). We see that the longer the time since the Pop II star formation, the higher the number of SNII contributing to the ISM enrichment, and so the larger $Y_{\mathrm{X}}^{\mathrm{II}}$. Yet, while $Y_{Z}^{\mathrm{II}}$ reaches approximately the final value at $t_{\text {popII }} \approx 10 \mathrm{Myr}$, at the same $t_{\text {popII }}$ we
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Figure 5. Chemical products of Pop II stars with $Z_{*}=0.01 \mathrm{Z}_{\odot}$, i.e. typical of an environment enriched by a single PISN. Symbols/lines refer to different chemical species (see labels). Left: Mass of chemical elements produced by individual Pop II stars with various $m_{\text {popII }}$, which therefore evolve with different (life) times. Right: Yields of Pop II stars, i.e. cumulative mass of chemical elements produced per stellar mass formed, as a function of time since the Pop II formation. In both panels, the points show the values obtained by using the data from Woosley \& Weaver (1995). The lines are the interpolated values over the SNII mass range.
have that $Y_{\mathrm{Fe}}^{\mathrm{II}}$ is only $<10$ per cent of the total iron mass produced after $t_{\text {popiI }} \approx 20 \mathrm{Myr}$.
By using $Y_{\mathrm{X}}^{\mathrm{II}}$ and equation (12), we can finally compute the chemical abundance pattern of an ISM enriched by a PISN and subsequent SNII:
$[\mathrm{X} / \mathrm{Fe}]_{\mathrm{ISM}}^{\mathrm{PISN}+\mathrm{II}}=\log \left[\frac{Y_{\mathrm{X}}^{\mathrm{PISN}}+\beta \frac{Y_{Z}^{\mathrm{PISN}}}{Y_{Z}^{\mathrm{II}}} Y_{\mathrm{X}}^{\mathrm{II}}}{Y_{\mathrm{Fe}}^{\mathrm{PISN}}+\beta \frac{Y_{\mathrm{ISNN}}}{Y_{\mathrm{Z}}^{\mathrm{II}}} Y_{\mathrm{Fe}}^{\mathrm{II}}}\right]-\log \left[\frac{M_{\mathrm{X}}}{M_{\mathrm{Fe}}}\right]_{\odot}$.
Equations (11), (12), and (13), respectively, give back equations (2), (3), and (4) when $\beta \rightarrow 0$ or $f_{\text {PISN }}=1$, i.e. when the overall amount of metals into the ISM is provided by PISN. Similar to the case of PISN (equation 4), we see that equation (13) does not depend on $f_{*} / f_{\text {dil }}$. Note however that $f_{*} / f_{\text {dil }}$, together with $m_{\text {PISN }}$, sets the stellar metallicity, $Z_{*}=Z_{\text {ISM }}$, thus influencing the chemical yields (Section 4). We therefore conclude that $[\mathrm{X} / \mathrm{Fe}]_{\mathrm{ISM}}^{\mathrm{PISN}+\mathrm{II}}$ depends on all the free parameters of our model: (i) the PISN mass, $m_{\text {PISN }}$, which sets $Y_{\mathrm{X}}^{\text {PISN }}$ and together with $f_{*} / f_{\text {dil }}$ determines $Z_{\mathrm{ISM}}=Z_{*}$; (ii) the time $t_{\text {popII }}$ passed since the Pop II formation, which sets $Y_{\mathrm{X}}^{\mathrm{II}}\left(t, \mathrm{Z}_{*}\right)$; and (iii) the total fraction of metals contributed by PISN, $f_{\text {PISN }}$. Hence, by exploring the overall parameter space we can fully investigate how the chemical abundance patterns of an ISM imprinted by PISNe varies after the formation of subsequent Pop II stars, and under which conditions the deficiency of the key chemical species discussed in Section 3.1 is preserved.

The results of equation (13) are shown in Fig. 6 for $f_{*} / f_{\text {dil }}=$ $10^{-3}$. We see that the peculiar chemical signatures of PISNe, i.e. the so-called odd-even effect (panel a), is mostly preserved when the contribution of Pop II stars to the chemical enrichment is $\approx 10$ per cent of the total (panels b). Yet, the effect is less prominent than before since those elements that were completely lacking in ejecta of PISN (e.g. N, F) are largely produced by
massive SNII, yielding a finite, although low, $[\mathrm{X} / \mathrm{Fe}]$ abundance ratios (panels b versus panel a). Furthermore, while the time passes and less massive Pop II stars begin to contribute to the ISM enrichment, the overabundance of even elements becomes less and less pronounced because of the larger amount of iron produced, which reduces the $[\mathrm{X} / \mathrm{Fe}]$ ratios (panels b2 and b3). Finally, both the odd-even chemical signatures and the large variation of $[\mathrm{X} / \mathrm{Fe}]$ for different $m_{\text {PISN }}$ get gradually lost when the total amount of metals from low-mass SNII, $m_{\text {popII }} \leq 20$, equals those from PISN (panels c2 and c3). When $f_{\text {PISN }}=0.1$, they are almost completely washed-out (panel d). With the only exception of F , which is largely produced by Pop II stars yielding $[\mathrm{F} / \mathrm{Fe}]>$ 0 in most cases, we can see in Fig. 6 that when $f_{\text {PISN }} \geq 0.5$ the majority of our models provide $[(\mathrm{N}, \mathrm{Cu}, \mathrm{Zn}) / \mathrm{Fe}]<-1$. Hence, we can effectively use the deficiency of these three key species to trace ISM/stars imprinted by very massive PISN at $>50$ per cent level.

## 4 PISN DESCENDANTS: KEY ELEMENTS

With the only exception of F , which is largely produced by normal Pop II stars, the lack of $\mathrm{N}, \mathrm{Cu}$, and Zn with respect to Fe is preserved in environments enriched by PISN at > 50 per cent level. To be able to use these key elements as tracers of PISN enrichment, we should then address the following questions: (1) How much do our results depend upon $f_{*} / f_{\text {dil }}>$ ? (2) What are the typical $[\mathrm{Fe} / \mathrm{H}]$ values of ISM and stars imprinted by PISN?
Fig. 7 shows the most likely $[(\mathrm{N}, \mathrm{Cu}, \mathrm{Zn}) / \mathrm{Fe}]$ versus $[\mathrm{Fe} / \mathrm{H}]$ ISM abundance ratios for $f_{\mathrm{PISN}}=(0.9,0.5)$ and all the possible $f_{*} / f_{\text {dil }}$, $m_{\text {PISN }}$, and $t_{\text {popII }}$ values. The histograms reported in upper/right panels are obtained by respectively integrating the probability maps over $[\mathrm{X} / \mathrm{Fe}]$ and $[\mathrm{Fe} / \mathrm{H}]$. Independent of the relative contribution of


Figure 6. Possible chemical abundance patterns of an ISM imprinted by PISN with different masses (colours as in Fig. 3) and a subsequent generation of normal Pop II stars exploding as core-collapse SN. Different rows show how the results change by varying the total amount of metals in the ISM contributed by PISN: 90 per cent (panel b), 50 per cent (panel c). For comparison we also show two extreme cases: 100 per cent contribution from PISN (panel al), and 10 per cent contribution from PISN, which implies that 90 per cent of the heavy elements are provided by Pop II stars in an $\approx 20 \mathrm{Myr}$ time-scale (panel $d 4$ ). Different columns refer to different times since the Pop II formation: $t_{\text {popII }} \approx(3,10,20) \mathrm{Myr}$ (panels 1 , 2, and 3). In each panel, the corresponding [Fe/H] range for the $f_{\text {PISN }}$ and $t_{\text {popII }}$ values is reported in the labels. The results refer to the case $f_{*} / f_{\text {dil }}=10^{-3}$.

PISN to the ISM enrichment, i.e. for different $f_{\text {PISN }}$, we see that the $[\mathrm{Fe} / \mathrm{H}]$ covers a large range of values the most common being $[\mathrm{Fe} / \mathrm{H}]$ $\approx-1.8$. These histograms represent the metallicity distribution function (MDF) of stars imprinted by PISN at $>90$ per cent and $>$ 50 per cent level. The peak of these MDFs nicely coincides with the one found by de Bennassuti et al. (2017). However, our calculations are simpler and more generic, since they do not depend on the assumed (cold) dark matter model, nor on the specific environment of PISN formation (e.g. mini-haloes).

For all the key elements in Fig. 7 the probability distribution functions of the most likely $[\mathrm{X} / \mathrm{Fe}]$ abundance ratios exhibit two peaks, one at $[\mathrm{X} / \mathrm{Fe}]_{\text {low }}<-1$, and the other at higher values, $[\mathrm{X} / \mathrm{Fe}]_{\text {high }}$. When $f_{\text {PISN }}=0.9,[\mathrm{X} / \mathrm{Fe}]_{\text {low }}$ is more pronounced than the other one and we see that $P\left([\mathrm{X} / \mathrm{Fe}]_{\text {low }}\right) \approx 2 \times P\left([\mathrm{X} / \mathrm{Fe}]_{\text {high }}\right)$ for both Cu and Zn . On the other hand, when $f_{\mathrm{PISN}}=0.5$ the two peaks are of similar size. Moreover, while $[\mathrm{X} / \mathrm{Fe}]_{\text {high }}$ almost coincides with what we found for $f_{\text {PISN }}=0.9$, we see that $[\mathrm{X} / \mathrm{Fe}]_{\text {low }}$ is shifted towards higher abundance ratios by $\approx 0.5$ dex.


Figure 7. For the three key elements N (upper panels), Cu (middle), and Zn (lower), we show the most likely [X/Fe] versus [Fe/H] values for an ISM imprinted by PISN at a 90 per cent (left) and 50 per cent (right) level, i.e. for $f_{\text {PISN }}=0.9$ and $f_{\text {PISN }}=0.5$. The histograms on the top (right) show the corresponding probability functions for $[\mathrm{Fe} / \mathrm{H}]([\mathrm{X} / \mathrm{Fe}])$.

In Fig. 8, we demonstrate the origin of these peaks by showing the case of $[\mathrm{Zn} / \mathrm{Fe}]$. We immediately see that $[\mathrm{X} / \mathrm{Fe}]_{\text {high }}$ is produced by the chemical enrichment of low-mass PISN, $m_{\text {PISN }} \leq 180 \mathrm{M}_{\odot}$, while $[\mathrm{X} / \mathrm{Fe}]_{\text {low }}$ is caused by more massive PISN. To understand why one peak is more pronounced than the other when $f_{\text {PISN }}=$ 0.9 we should inspect the b-panels of Fig. 6. By comparing the
panels b 1 , b 2 , and b 3 , which respectively refer to $t_{\mathrm{popII}}=(3,10$, 30) Myr , we see that the $[\mathrm{Zn} / \mathrm{Fe}]$ ratios of the $m_{\text {PISN }} \leq 180 \mathrm{M}_{\odot}$ models (yellow, orange, and red symbols) vary by more than 1 dex. Conversely, models with $m_{\text {PISN }}>180 \mathrm{M}_{\odot}$ (from green to black symbols), show very similar [ $\mathrm{Zn} / \mathrm{Fe}$ ] values across the whole $t_{\text {popII }}$ range, which is mainly due to the constant $[\mathrm{Fe} / \mathrm{H}]$ values


Figure 8. Most likely $[\mathrm{Zn} / \mathrm{Fe}]$ versus $m_{\text {PISN }}$ values for an ISM imprinted by PISN at a 90 per cent (top) and 50 per cent (bottom) level. As in Fig. 7, the histograms on the right show the corresponding probability distribution functions for $[\mathrm{Zn} / \mathrm{Fe}]$.
they produce (Fig. 4, left). As a result of these features we have that $P\left([\mathrm{X} / \mathrm{Fe}]_{\text {high }}\right) \approx 2 P\left([\mathrm{X} / \mathrm{Fe}]_{\text {low }}\right)$ for $f_{\mathrm{PISN}}=0.9$. In the righthand panel of Fig. 4, we see that when $f_{\text {PISN }}=0.5$ models with $m_{\text {PISN }}>180 \mathrm{M}_{\odot}$ provide different $[\mathrm{Fe} / \mathrm{H}]$ for various $t_{\text {popII }}$. As a result their $[\mathrm{Zn} / \mathrm{Fe}]$ distributions are less peaked then in the previous case (Fig. 8). On the other hand, in Fig. 4 (right) we see that models with $m_{\text {PISN }} \leq 180 \mathrm{M}_{\odot}$ show exactly the same $[\mathrm{Fe} / \mathrm{H}]$ when $t_{\text {popII }} \geq 20 \mathrm{Myr}$, which results in a higher $P\left([\mathrm{X} / \mathrm{Fe}]_{\text {high }}\right)$. The combination of these effects for $f_{\text {PISN }}=0.5$ causes $P\left([\mathrm{X} / \mathrm{Fe}]_{\text {high }}\right) \approx$ $P\left([\mathrm{X} / \mathrm{Fe}]_{\text {low }}\right)$.

In Fig. 9, we show the results for the most likely $[\mathrm{Zn} / \mathrm{Fe}]$ and $[\mathrm{Cu} / \mathrm{Fe}]$ of an ISM enriched by PISN at a 90 per cent and 50 per cent level. When the highly varying $[\mathrm{Fe} / \mathrm{H}]$ is not included (e.g. Fig. 4 for its dependence on $f_{\text {PISN }}, m_{\text {PISN }}$, and $\left.t_{\text {popII }}\right)$, the most probable abundance space is greatly reduced. Furthermore, it essentially lies in a line since Zn and Cu are both Fe-peak elements, which are mainly produced during the explosive phase of SN.

In conclusion, by identifying ISM gas or stars with [N/Fe] < $-1.5,[\mathrm{Cu} / \mathrm{Fe}]<-1,[\mathrm{Zn} / \mathrm{Fe}]<-0.5$, and that reside in the broad range $-3<[\mathrm{Fe} / \mathrm{H}]<-1$, we should maximize the probability to find gas/stars imprinted by PISN at $\geq 50$ per cent level. Before comparing our results with available data from the literature to look for interesting candidates, we should discuss the robustness of these findings. To this end we will examine in detail the SNII time-dependent yields exploited in our calculations and we will


Figure 9. Most likely $[\mathrm{Zn} / \mathrm{Fe}]$ versus $[\mathrm{Cu} / \mathrm{Fe}]$ values for an ISM imprinted by PISN at a 90 per cent (coloured contours and bar for the corresponding probability) and 50 per cent level [overplotted white contours corresponding to probabilities $P=(1,5,10,15)$ per cent].
analyse the possible effects on the ISM enrichment of supernovae Ia (SNIa), which represent important sources of metals at $[\mathrm{Fe} / \mathrm{H}]>-2$.

### 4.1 A deeper look at the SNII yields

We have shown that the deficiency of the three key elements $\mathrm{N}, \mathrm{Cu}$, and Zn with respect to Fe is a good tracer of a chemical imprint from PISN. Indeed, such elements are so scarcely produced by PISN (Fig 3) that even when the ISM is polluted by subsequent SNII at $\geq 50$ per cent level their underproduction with respect to Fe persist. We can then ask: are we sure not to underestimate $[(\mathrm{N}, \mathrm{Cu}, \mathrm{Zn}) / \mathrm{Fe}]$ yields from SNII?

In Fig. 10, we show the [(N,Cu, Zn)/Fe] yields for Pop II stars with different masses (lifetimes) and metallicities as derived by various authors (left versus middle) and by using different models. In the left-most panel of Fig. 10, we report the Woosley \& Weaver (1995) outputs for the three models published in their paper (A, B, and C) for core-collapse SN with masses $m_{\text {popII }}=(30,35,40) \mathrm{M}_{\odot}$. These models differ for the SN explosion energy, the A model being the standard case ( $\left.E_{S N} \approx 10^{51} \mathrm{erg}\right)$. For all these models we halved the iron yields as suggested by Timmes et al. (1995). This automatically produces higher $[\mathrm{X} / \mathrm{Fe}]$ ratios, so we are not underestimating them. From Fig. 10 we can see that the standard model (A), which is assumed in our calculations, gives the largest $[\mathrm{X} / \mathrm{Fe}]$ abundance ratios in almost all cases. Furthermore, we note that massive corecollapse SN with $m_{\text {popII }} \geq 30 \mathrm{M}_{\odot}$ provide the highest contribution to $[(\mathrm{N}, \mathrm{Cu}, \mathrm{Zn}) / \mathrm{Fe}]$ abundance ratios, and that such values are even higher than those provided by Kobayashi et al. (2006) (right-hand panel), which include the effects of both normal core-collapse SN and more energetic 'hypenovae'.

Massive $m_{\text {popII }} \geq 30 \mathrm{M}_{\odot}$ stars have the shortest lifetimes, $t_{\text {popII }}$ $<6 \mathrm{Myr}$, and hence they can promptly start contributing to the chemical enrichment by injecting large amounts of $[(\mathrm{N}, \mathrm{Cu}, \mathrm{Zn}) / \mathrm{Fe}]$. Our calculations account in two ways for these high $[(\mathrm{N}, \mathrm{Cu}, \mathrm{Zn}) / \mathrm{Fe}]$ producers. In fact, to evaluate the possible abundance patters of ISM/stars polluted by both PISN and Pop II stars we use IMF integrated yields over times (masses) since the Pop II formation (Fig. 10, right). So, on one hand, while evaluating the results at $t_{\text {popII }}$ $<6$ Myr we consider the possibility to have an ISM only imprinted


Figure 10. Abundance ratio from Pop II stars with different masses/lifetimes and metallicities. Lines show the linearly interpolated values among different masses. Left: $[\mathrm{X} / \mathrm{Fe}]$ values from Woosley \& Weaver (1995) for metallicities $Z_{*}=10^{-4} Z_{\odot}$ (red triangles, solid lines), $Z_{*}=0.01 \mathrm{Z}_{\odot}$ (yellow squares, long-dashed), $Z_{*}=0.1 \mathrm{Z}_{\odot}$ (blue pentagons, short-dashed), and $Z_{*}=Z_{\odot}$ (black circles, dotted). Model A assumed in our calculations is shown with filled symbols. Open symbols show models B and C (see the text). Middle: [X/Fe] values for core-collapse SN (open symbols) and hypernovae (filled symbols) from Kobayashi et al. (2006) for metallicities $Z_{*}=0.05 \mathrm{Z}_{\odot}$ (yellow squares, long-dashed), $Z_{*}=0.2 \mathrm{Z}_{\odot}$ (blue pentagons, short-dashed), and $Z_{*}=\mathrm{Z}_{\odot}$ (black circles, dotted). Right: IMF weighted [X/Fe] yields used in our calculations and derived using model A of Woosley \& Weaver (1995) (see left-hand panel, same colours/symbols).
by PISN and massive core-collapse SN . On the other hand, while computing the results at later times, we always account for the contribution of $m_{\text {poрII }} \geq 30 \mathrm{M}_{\odot}$ core-collapse SN that exploded before Note that in low-mass inefficiently star-forming systems (e.g. mini-haloes), massive stars might form at a much lower rate than predicted by the theoretical IMF because of its poor sampling (e.g. de Bennassuti et al. 2017). Hence, massive Pop II stars, i.e. the higher $[(\mathrm{N}, \mathrm{Cu}, \mathrm{Zn}) / \mathrm{Fe}]$ producers, might form at a lower rate. Ultimately, we can surely assert that the lack of $[(\mathrm{N}, \mathrm{Cu}, \mathrm{Zn}) / \mathrm{Fe}]$ in ISM/stars imprinted by PISN and Pop II stars is not an artefact of our assumptions.

### 4.2 Is there a degeneracy with the SNIa imprint?

Recent measurements of zinc and iron abundances for individual red giant branch (RGB) stars in the Milky Way (Barbuy et al. 2015; Duffau et al. 2017) and in nearby dwarf galaxies (Skúladóttir et al. 2017,2018 ) have reported low zinc over iron ratios, $[\mathrm{Zn} / \mathrm{Fe}] \approx$ $(-0.5,0.0)$ for stars at different $[\mathrm{Fe} / \mathrm{H}]$. To have a global view of these observations the reader can have a look at fig. 4 from Skúladóttir et al. (2018).

The analytical calculations presented in the above papers to explain the observed trends, suggest that SNIa can be responsible of such unusual low $[\mathrm{Zn} / \mathrm{Fe}]$ ratio. Indeed, SNIa produce large amount of iron with respect to zinc. Assuming that the low $[\mathrm{Zn} / \mathrm{Fe}]$ is just a consequence of the SNIa enrichment, the authors computed the predicted abundance ratios of other elements, finding a general good agreement with the measured values. The natural question is then: is there a degeneracy between the imprint of SNIa and massive
primordial stars? And if so, how can we discriminate among these two different chemical enrichment channels?

To address these issues we estimate the possible chemical enrichment paths of an ISM imprinted by normal Pop II stars exploding as both SNII and SNIa, thus adopting a very similar approach of that developed by Duffau et al. (2017) and Skúladóttir et al. (2017). To avoid including the unknown contribution from primordial stars to the chemical enrichment, we assume an initial ISM composition equal to the average abundance pattern of 'normal' Galactic halo stars at $\langle[\mathrm{Fe} / \mathrm{H}]\rangle \approx-3$ (Cayrel et al. 2004; Yong et al. 2013). These stars, which are not enhanced in carbon, i.e. $[\mathrm{C} / \mathrm{Fe}]<1.0$, have very similar abundance patterns, and indeed exhibit extremely small scatters.

Starting from these chemical abundance ratios as initial conditions, we varied the final iron-abundance within the range $[\mathrm{Fe} / \mathrm{H}]_{\text {out }}=[-2,-0.5]$ to compute the possible $[\mathrm{Zn} / \mathrm{Fe}]$ and [X/Fe] abundance ratios of an ISM enriched by $N_{\text {II }}$ core-collapse supernovae and $N_{\text {Ia }}=f_{\text {Ia }} N_{\text {II }}$ supernovae Ia, where $f_{\text {Ia }}$ is the fraction of SNIa with respect to SNII. Such a quantity can be derived from observations and it is found to be $f_{\text {Ia }} \approx 0.1$ (e.g. Mannucci, Della Valle \& Panagia 2006). By adopting the yields of Iwamoto et al. (1999), writing $M_{\mathrm{Fe}}^{\mathrm{in}}=M_{\mathrm{g}} \times 10^{[\mathrm{Fe} / \mathrm{H}]_{\mathrm{in}}-\log \left(M_{\mathrm{Fe}} / M_{\mathrm{H}}\right)_{\odot} \text {, we computed }}$ the number of core-collapse SN required to get different iron abundances:
$[\mathrm{Fe} / \mathrm{H}]_{\text {out }}^{\mathrm{II}+\mathrm{Ia}}=\log \left[\frac{M_{\mathrm{Fe}}^{\mathrm{in}}+Y_{\mathrm{Fe}}^{\mathrm{II}} N_{\mathrm{II}}+Y_{\mathrm{Fe}}^{\mathrm{Ia}} f_{\mathrm{Ia}} N_{\mathrm{II}}}{M_{\mathrm{g}}}\right]-\log \left[\frac{M_{\mathrm{Fe}}}{M_{\mathrm{H}}}\right]_{\odot}$,
where we assume a constant gas mass, $M_{\mathrm{g}}$, as done in Duffau et al. (2017) and Skúladóttir et al. (2017). Once derived $N_{\mathrm{II}}$, we computed the expected abundance ratio of the various chemical elements
$[\mathrm{X} / \mathrm{Fe}]_{\mathrm{out}}^{\mathrm{II}+\mathrm{Ia}}=\log \left[\frac{M_{\mathrm{X}}^{\mathrm{in}}+Y_{\mathrm{X}}^{\mathrm{II}} N_{\mathrm{II}}+Y_{\mathrm{X}}^{\mathrm{Ia}} f_{\mathrm{Ia}} N_{\mathrm{II}}}{M_{\mathrm{Fe}}^{\mathrm{in}}+Y_{\mathrm{Fe}}^{\mathrm{II}} N_{\mathrm{II}}+Y_{\mathrm{Fe}}^{\mathrm{Ia}} \mathrm{Ia}} N_{\mathrm{II}}\right]-\log \left[\frac{M_{\mathrm{X}}}{M_{\mathrm{Fe}}}\right]_{\odot}$
by varying $[\mathrm{Fe} / \mathrm{H}]_{\text {out }}, f_{\text {Ia }}$, and $M_{\mathrm{g}}$. As noticed by Duffau et al. (2017) and Skúladóttir et al. (2017) these findings are independent on the assumed $M_{\mathrm{g}}$. In Fig. 11, we show $\langle[\mathrm{Zn} / \mathrm{Fe}]$ out $\rangle$ with respect to $[\mathrm{Fe} / \mathrm{H}]$ out for different choices of $f_{\text {Ia }}$, where the points and errorbars have been obtained by averaging among the different SNIa yields (models) by Iwamoto et al. 1999. For this reason, the larger the contribution of SNIa, the larger the errorbars. Fig. 11 shows two interesting features. First, $\langle[\mathrm{Zn} / \mathrm{Fe}]$ out $\rangle$ declines with increasing $[\mathrm{Fe} / \mathrm{H}]$, implying an overall trend that is different with respect to the $[\mathrm{Zn} / \mathrm{Fe}]$ plateau predicted for an ISM enriched by PISN and SNII (Fig. 7). Secondly, none of the models reach values $[\mathrm{Zn} / \mathrm{Fe}]<-1.5$, which characterize an ISM imprinted by PISN at a $\geq 90$ per cent level. This is also true for the case $f_{\mathrm{Ia}}>10$, which is extreme and unlikely as it is equivalent to assume that only SNIa pollute the ISM while observations suggest $f_{\text {Ia }}=0.1$. In conclusion, our simple estimate show that there is not apparent degeneracy between the imprint of SNIa and massive first stars.

However, around $[\mathrm{Fe} / \mathrm{H}] \approx-2$, i.e. where the probability to find the descendants of PISN is highest (Fig. 7), we can see that $\left\langle[\mathrm{Zn} / \mathrm{Fe}]_{\text {out }}\right\rangle \approx-0.5 \pm 0.3$ for all $f_{\text {Ia }}$, which is similar to the high $[\mathrm{Zn} / \mathrm{Fe}]$ abundance ratio of an ISM imprinted by PISN at a 50 per cent level (Fig. 7, right bottom panel). How can we discriminate these different chemical enrichment channels? Fig. 12 shows the complete chemical abundance patterns we do expect when $[\mathrm{Fe} / \mathrm{H}]_{\text {out }} \approx-2$ for different $f_{\text {Ia }}$. We note that independent on $\mathrm{f}_{\text {Ia }}$ we have $\langle[(\mathrm{N}, \mathrm{Cu}, \mathrm{Zn}) / \mathrm{Fe}]\rangle \leq 0$, i.e. all the values are similar to the highest [X/Fe] peaks of an ISM enriched by PISN at a 50 per cent level. Yet, there are some key differences. For all $f_{\text {Ia }},\langle[(\mathrm{Cr}, \mathrm{Ni}) / \mathrm{Fe}]\rangle>0$, while in environments enriched by PISN


Figure 11. Average $\langle[\mathrm{Zn} / \mathrm{Fe}]\rangle$ of an ISM enriched by both SNII and SNIa up to different iron-abundance values $[\mathrm{Fe} / \mathrm{H}]_{\text {out }}$, and starting from an initial chemical composition of extremely metal-poor stars, $[\mathrm{Fe} / \mathrm{H}]_{\text {in }} \approx-3$ and $[\mathrm{Zn} / \mathrm{Fe}]_{\mathrm{in}} \approx 0.3$ (see the text and Fig. 12). The different curves refer to different SNIa-to-SNII ratios: $f_{\mathrm{Ia}}=N_{\mathrm{SNIa}} / N_{\mathrm{SNII}}=(0.1,1,>10)$ (solid, dashed, dotted).
at $\mathrm{a} \geq 50$ per cent level we have different valued depending upon the $\mathrm{m}_{\text {PISN }}$. Furthermore, for the most likely and observationally constrained SNIa-to-SNII ratio, i.e. $f_{\mathrm{Ia}} \approx 0.1$, the light elements O , S , and Si , show similar super-Solar values. In conclusion, there are several elements that can allow us to discriminate among an ISM polluted by SNII and a PISN or by SNII and SNIa.

## 5 BD+80 245: THE SMOKING GUN OF A PISN EXPLOSION?

In the following section, we suggest that the peculiar abundance pattern of the star $\mathrm{BD}+80^{\circ} 245$ may be explained if it has been formed from gas polluted by a primordial PISN, with $f_{\text {PISN }} \geq 0.5$. This star, with $[\mathrm{Fe} / \mathrm{H}]=-2.09$, was discovered as an $\alpha$-poor star by Carney et al. (1997).

The star has been subsequently analysed by Fulbright (2000), based on spectra taken at Keck telescope with the HIRES spectrograph (Vogt et al. 1994), by Ivans et al. (2003) and Roederer et al. (2014). The latter two investigations, as well as the original discovery paper, are all based on spectra obtained at the McDonald Observatory with the '2d-Coudé' Echelle spectrograph at the 2.7 m Harlan J. Smith telescope. Each of the three investigation acquired an independent spectrum. All four investigations agree, within errors, on atmospheric parameters and detailed abundances of the different elements. The two most interesting studies for our purposes are those of Ivans et al. (2003) and Roederer et al. (2014).

Both studies report a significant underabundance of Zn with respect to iron, which is unusual. Here and in the following, we transform the published abundances to our preferred Solar abundance scale (see Table 1), namely $A(\mathrm{~N})=7.86, A\left(\mathrm{Fe}_{\odot}\right)=7.52$ (Caffau et al. 2011) and $A\left(\mathrm{Cu}_{\odot}\right)=4.25, A\left(\mathrm{Zn}_{\odot}\right)=4.47$ (Lodders, Palme \& Gail 2009). On this scale, Ivans et al. (2003) reports [ $\mathrm{Zn} / \mathrm{Fe}$ ] $=-0.29$ and Roederer et al. (2014) $[\mathrm{Zn} / \mathrm{Fe}]=-0.27$. Ivans et al. (2003) reports also an upper limit on Cu , namely $[\mathrm{Cu} / \mathrm{Fe}]<1.07$ and Roederer et al. (2014) an upper limit on N, namely [N/Fe] < +1.0 .

## 5.1 $\mathrm{BD}+80^{\circ}$ 245: new spectra and analysis

We observed two spectra of $\mathrm{BD}+80^{\circ} 245$ with the SOPHIE spectrograph (Bouchy \& Sophie Team 2006) on the 1.93 m telescope at Observatoire de Haute Provence, on March 16th with an integration of 466 s and 2018 March 17 with an integration of 1800 s . In both nights the meteorological observations were far from ideal and we observed through thin to thick clouds conditions. We used the high efficiency mode (HE) that provides a resolving power of $R=39000$. The radial velocities measured by the SOPHIE pipeline with a G2 mask where 4.96 and $4.98 \mathrm{~km} \mathrm{~s}^{-1}$, respectively, in excellent agreement with the mean radial velocity measured by Latham et al. (2002). The $\mathrm{S} / \mathrm{N}$ ratio of the coadded spectrum is 53 at 510 nm . The goal of our observations was to try to improve on the upper limits on the abundances of N and Cu , but the quality of the spectra does not allow that.


Figure 12. Left: chemical abundances of Galactic stars at $[\mathrm{Fe} / \mathrm{H}] \approx-3$, which are assumed as the initial conditions for the ISM in our calculations (see the text). To derive [X/Fe] we have averaged the measurements of the First Stars project sample, using NLTE results when available (Cayrel et al. 2004; Andrievsky et al. 2007, 2008; Bonifacio et al. 2009; Spite et al. 2011, 2012). For Cu we have used the results of Andrievsky et al. (2008) and for Cr the average of Cri abundances from Cayrel et al. (2004). Errorbars show the star-to-star scatter. Right: chemical abundance pattern of the ISM enriched up to $[\mathrm{Fe} / \mathrm{H}]_{\text {out }} \approx-2.2$ with the contribution of both SNII and SNIa (red pentagons). Errorbars represent the $1 \sigma$ deviation among different SNIa models. The panels show results for different SNIa-to-SNII ratios (see labels). Grey squares show the chemical abundance pattern of a possible PISN descendant, the star BD $+80^{\circ} 245$, for which we measured $[\mathrm{Fe} / \mathrm{H}]=-2.2($ Section 5$)$.

Table 1. Chemical abundance ratios of $\mathrm{BD}+80^{\circ} 245$ derived with our analysis. The lines used to determine the different chemical elements are reported in Appendix B (Tables 2-10), available online.

| Ion | $A\left(\mathrm{X}_{\odot}\right)$ | A(X) | Uncertainty | [ $\mathrm{X} / \mathrm{H}$ ] | [ $\mathrm{X} / \mathrm{Fe}$ ] | $\Delta[\mathrm{X} / \mathrm{Fe}]$ | N lines | Spectrum | Comment |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| C | 8.50 | 6.46 | 0.20 | -2.045 | $+0.17$ | 0.23 |  | HIRES | $G$ band |
| N | 7.86 | 4.86 | 0.20 | -3.00 | $-0.78$ | 0.23 |  | HIRES | NH band 336 nm |
| O | 8.76 | 6.60 | 0.11 | -2.16 | +0.06 | 0.16 | 43 | HIRES | OH, 3D corrected |
| Mg I | 7.54 | 5.20 | 0.08 | -2.33 | $-0.11$ | 0.01 | 3 | SOPHIE |  |
| CaI | 6.33 | 3.91 | 0.08 | - 2.42 | $-0.2$ | 0.14 | 18 | SOPHIE |  |
| Sc II | 3.10 | 0.68 | 0.15 | - 2.42 | $-0.2$ | 0.19 | 5 | SOPHIE |  |
| Til | 4.90 | 2.39 | 0.08 | $-2.51$ | -0.29 | 0.14 | 9 | SOPHIE |  |
| Ti II | 4.90 | 2.50 | 0.10 | - 2.40 | -0.18 | 0.15 | 25 | SOPHIE |  |
| Cri | 5.64 | 3.27 | 0.07 | -2.37 | -0.15 | 0.16 | 11 | SOPHIE |  |
| CriI | 5.64 | 3.60 | 0.12 | -2.04 | +0.17 | 0.16 | 5 | SOPHIE |  |
| Fei | 7.52 | 5.31 | 0.11 | -2.21 |  |  | 150 | SOPHIE |  |
| Fe II | 7.52 | 5.30 | 0.06 | -2.22 |  |  | 23 | SOPHIE |  |
| Ni I | 6.23 | 3.94 | 0.06 | -2.30 | $-0.08$ | 0.13 | 14 | SOPHIE |  |
| CuI | 4.25 | 1.29 | 0.03 | -2.96 | $-0.74$ | 0.12 | 2 | HIRES | NLTE |
| ZnI | 4.47 | 2.14 | 0.09 | $-2.33$ | -0.11 | 0.14 | 2 | HIRES |  |
| Sr II | 2.92 | -0.12 | 0.17 | -3.04 | -0.82 | 0.2 | 2 | SOPHIE |  |
| Y II | 2.21 | -1.25 | 0.20 | -3.46 | -1.24 | 0.23 | 1 | SOPHIE |  |
| Ba II | 2.17 | -1.93 | 0.25 | -4.1 | $-1.89$ | 0.27 | 3 | SOPHIE |  |

Nevertheless the SOPHIE spectrum allowed a robust determination of 12 elements, of which three are in two different ionization stages. To derive the abundances we use the MYGISFOS code (Sbordone et al. 2014) and a grid of synthetic spectra computed with the SYNTHE code (Kurucz 2005) in its LINUX version (Sbordone et al. 2004), from a grid of one-dimensional LTE, plane-parallel model atmospheres computed with version 12 of the ATLAS code (Kurucz 2005). The adopted atomic line list is described by Heiter et al. (2015) and the molecular lines were those compiled by R. Kurucz. ${ }^{4}$ The results are reported in Table 1 and they are, by and large, in good agreement with those of Ivans et al. (2003). The small offsets of the order of 0.15 dex, for some elements, can be ascribed to the different lines and atomic parameters adopted in the two studies.
We retrieved from the Keck Observatory Archive $\left(\mathrm{KOA}^{5}\right)$ one HIRES (Vogt et al. 1994) spectrum of BD $+80^{\circ} 245$ which was available already reduced. This spectrum was observed on 2006 June 12 with a slit of 0.861 arcsec, which provides a resolving power of $R=45000$. The spectral coverage is from 290 to 585 nm , the exposure time 1200 s and the $\mathrm{S} / \mathrm{N}$ ratio at 500 nm is about 350 . We are aware that the KOA extracted spectra are intended for quick look and are not guaranteed to be 'science ready', however in this case we could verify the HIRES spectrum against the SOPHIE spectrum (see Fig. 13 for an example) and convinced ourselves that both the wavelength scale and the intensity scale are free from significant systematic errors therefore suitable for a science analysis.

There is a good agreement in the literature on the atmospheric parameters of BD $+80^{\circ} 245$ we decided to adopt those of Ivans et al. (2003) to simplify the comparison with their results: $T_{\text {eff }}=5225 \mathrm{~K}$ $\log g=3.00$ and a metallicity of -2.0 . We computed an ATLAS 9 model (Kurucz 2005), using its LINUX version (Sbordone et al. 2004) using the updated Opacity Distribution Function of Castelli \& Kurucz (2003) with a $1 \mathrm{~km} \mathrm{~s}^{-1}$ microturbulence.

[^4]

Figure 13. A portion of our SOPHIE spectrum of $\mathrm{BD}+80^{\circ} 245$ compared to the HIRES spectrum. The HIRES spectrum is at much higher S/N (350 to be compared to 53 of the SOPHIE spectrum in this region) and slightly higher resolution. However, the two wavelength scales are in good agreement.

### 5.1.1 $\mathrm{BD}+80^{\circ}$ 245: the key element Cu

The line of Cu at 510.5 nm cannot be detected in the HIRES spectrum, however both the UV resonance lines at 324.7 and 327.3 nm can be readily detected as shown in Figs 14 and 15. These lines are known to suffer from strong NLTE effects (Andrievsky et al. 2018; Korotin, Andrievsky \& Zhukova 2018), we therefore computed NLTE profiles to determine the Cu abundances and these profiles are shown in Figs 14 and 15. The two lines provide a consistent Cu abundance and the average is $A(\mathrm{Cu})=1.29 \pm 0.03 \mathrm{dex}$, or $[\mathrm{Cu} / \mathrm{Fe}]=$ -0.75 . We verified that this Cu abundance is consistent with the nondetection of the CuI 510.5 nm line. Bonifacio, Caffau \& Ludwig (2010) have also shown that the UV resonance lines are strongly affected by granulation effects that go in the opposite direction: 3D corrections to the Cu abundance are always negative, while NLTE corrections are always positive. At the present time we are not able to perform a full 3D-NLTE computation, but we can gain some insight from the work of Roederer \& Barklem (2018). Since Cu II


Figure 14. The HIRES spectrum of $\mathrm{BD}+80^{\circ} 245$ in the region of the CuI resonance line at 324.7 nm (dots). Two synthetic spectra are shown for an ATLAS 9 model with $T_{\text {eff }}=5225 \mathrm{~K} \log g=3.00$ and $[\mathrm{M} / \mathrm{H}]=-2.0$. The red line corresponds to the LTE computation and the blue line to the NLTE computation. In both cases $A(\mathrm{Cu})=1.32$.


Figure 15. The same as in Fig. 14 for the Cu I resonance line at 327.3 nm . Synthetic spectra assume $A(\mathrm{Cu})=1.26$.
is the majority species in the atmospheres of these stars, we can assume that its lines form in conditions that are close to LTE, thus the difference between the LTE abundance of Cu II and that of Cu I can be taken as a proxy of the NLTE correction for CuI . In their fig. 3 they show how for their sample of stars this proxy follows the general trend of the NLTE corrections of Andrievsky et al. (2018), being somewhat lower. From this comparison we can expect that the full 3D NLTE correction is smaller than the 1D NLTE. The consequence for $\mathrm{BD}+80^{\circ} 245$ is that our NLTE Cu abundance is probably an upper limit to the true 3D NLTE abundance. Thus, our conclusion that Cu is strongly underabundant with respect to Fe in this star is robust against NLTE and 3D effects.

### 5.1.2 $\mathrm{BD}+80^{\circ}$ 245: the key element Zn

The line of Zn I at 481.0 nm can be readily detected in the HIRES spectrum, as shown in Fig. 16. To derive the Zn abundance we use a $\chi^{2}$ fitting of synthetic line profiles and derive $A(\mathrm{Zn})=2.03$, this is in excellent agreement with the values derived by both Ivans et al. (2003) and Roederer et al. (2014). The difference of 0.06 dex in our Zn abundance and that of Ivans et al. (2003) is due to both the different $\log g f$ assumed for this line $(-0.137$ assumed by us and


Figure 16. The same as in Fig. 14 for the Zn I line at 481.0 nm (dots). The red line corresponds to the abundance determined by us with a $\chi^{2}$ fit, and the two blue lines correspond to the $\pm 0.1$ dex variation in the Zn abundance.


Figure 17. The same as in Fig. 14 for the Zn I line at 330.2 nm. Synthetic spectra assume $A(\mathrm{Zn})=2.21$.
-0.170 assumed by Ivans et al. 2003) and to the slightly different equivalent width. Our fitted equivalent width is 0.67 pm in excellent agreement with Roederer et al. ( $2014,0.65 \mathrm{pm}$ ). In addition, we could detect the Zn I doublet lines at 330.2 nm in the HIRES spectrum. Our best fit is shown in Fig. 17 and it provides $A(\mathrm{Zn})=$ 2.21. The region is rather crowded and the continuum is difficult to define, and it is necessary to model also the neighbouring lines. For this reason this line is probably less reliable than the 481.0 nm line. Nevertheless the two lines provide consistent abundance the straight mean of the two is $A(\mathrm{Zn})=2.12$ dex with a $\sigma$ of 0.09 dex. The Zn and Fe abundances should be fairly immune both to departures from LTE ad from 3D effects at the metallicity of BD $+80^{\circ} 245$. The departures from LTE for Zn have been studied by Takeda et al. (2005) and any correction is expected to be less than 0.1 dex. This is also supported by the recent study of Roederer \& Barklem (2018), who measured both Zn I and Zn II lines in a set of stars. As for Cu , on the assumption that the lines of the majority species in the stellar atmosphere, Zn II, are formed under condition that are close to LTE, then the difference of abundance between Zn II and ZnI can be taken as a proxy of the NLTE correction that has to be applied to the abundances derived from the Zn I. For all the sample of Roederer \& Barklem (2018) the abundances derived from the two ions are very similar, implying small NLTE corrections, in agreement with the computations of Takeda et al. (2005). For Fe the NLTE


Figure 18. The HIRES spectrum of $\mathrm{BD}+80^{\circ} 245$ in the region of the NH band at 336 nm (dots) and the best-fitting synthetic spectrum corresponding to $A(\mathrm{~N})=4.87$ (solid red line). We also show synthetic spectra compute with $\pm 0.2$ dex of our best-fitting N abundance (dashed blue lines) and take this as error estimate.
corrections at $[\mathrm{Fe} / \mathrm{H}] \approx-2.0$ are expected to be less than 0.1 dex for giants with $\log g \geq 2.0$ (Mashonkina, Sitnova \& Pakhomov 2016). Duffau et al. (2017) studied the effects of granulation (3D effects) on Zn , for Solar metallicity and for -1.0 , concluding that these effects are small and the $[\mathrm{Zn} / \mathrm{Fe}]$ ratio should not be strongly affected.

### 5.1.3 $B D+80^{\circ} 245$ : the key element $N$

The HIRES spectrum also allowed us to detect the NH band at 336 nm, as shown in Fig. 18. Our best-fitting synthetic spectrum provides $A(\mathrm{~N})=4.86$, or $[\mathrm{N} / \mathrm{Fe}]=-0.79$. To fit the whole region we assumed the oxygen abundance derived from the OH lines (see the next section) and the abundance of Ti and Sc provided by Ivans et al. (2003). The uncertainty in this fitting is due to the continuum placement and we estimate it to be 0.2 dex. The NH band is subject to granulation corrections, which always decrease the abundance with respect to that derived from a 1D analysis (see e.g. Bonifacio et al. 2013; Collet et al. 2018, and references therein). We have not yet performed this computation, since it is computationally demanding nor could we find computations in the literature for stars of similar atmospheric parameters. For the purpose of the present investigation we simply note that since the 1 D analysis implies that N is underabundant with respect to iron, a 3D analysis will result in an even lower N abundance.

### 5.1.4 $\mathrm{BD}+80^{\circ}$ 245: oxygen determination

We could detect many OH lines of the $A^{2} \Sigma^{+}-X^{2} \Pi$ system, that allowed us to determine the oxygen abundance in $\mathrm{BD}+80^{\circ} 245$. We used wavelengths from Stark, Brault \& Abrams (1994) and $\log g f$ values calculated from the theoretical lifetimes of Goldman \& Gillis (1981). Note that these are almost identical to the more recent theoretical calculations of Gillis et al. (2001). The only exception was the line at 311.0780 nm for which we adopted $\log g f=-3.274$ from the updated lists of R. Kurucz. ${ }^{6}$ Using a synthetic spectrum as a guideline we selected only lines that were either clean or mildly blended. In some cases two or more OH lines were blended together
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Figure 19. PARSEC isochrones (Bressan et al. 2012) with $Z=0.000152$ and ages between 1 and 13.5 Gyr. The green isochrone corresponds to 13.5 Gyr. The red point shows the position of $\mathrm{BD}+80^{\circ} 245$ in this diagram, and error bars correspond to $3 \sigma$ errors in $T_{\text {eff }}$ and parallax.
and we fit the whole feature. When a line appeared in two adjacent Echelle orders we took two independent measures. In total we have 46 independent measures of oxygen that provide a mean abundance $A(\mathrm{O})=6.85$ with a line-to-line scatter of 0.11 . This corresponds to $[\mathrm{O} / \mathrm{Fe}]=+0.30$, and it is lower than the mean ratio in Galactic stars at these $[\mathrm{Fe} / \mathrm{H}]$. The OH lines are also known to be affected by granulation effects (see e.g. Gallagher et al. 2017; Collet et al. 2018, and references therein). We apply the correction computed by González Hernández et al. (2010), which amounts to -0.25 dex, implying $A(\mathrm{O})=6.60$, or $[\mathrm{O} / \mathrm{Fe}]=+0.06$.

### 5.1.5 $B D+80^{\circ}$ 245: age and orbit determination

The second data release of the Gaia mission (Gaia Collaboration 2016, 2018; Arenou et al. 2018) has provided a very accurate parallax for this star $4.296 \pm 0.0270$ mas, which allows us to have an accurate measurement of its luminosity. In Fig. 19, we show the Hertzsprung-Russel diagram with the position of the star compared to a set of PARSEC isochrones (Bressan et al. 2012) with $Z=0.000152$ and ages between 1 and 13.5 Gyr. We assumed an error of 150 K on the effective temperature of the star and draw $3 \sigma$ error bars in the diagram. The position of the star is anomalous, it appears too cool for its luminosity. An increase in $T_{\text {eff }}$ would also implies an increase in metallicity, which also would help to make the position of this star more compatible with the isochrones. An increase in metallicity moves the isochrones towards cooler temperatures in this diagram. It may also be that the position of this star is due to its peculiar chemical composition. The fact that the star does not show any radial velocity variations does not support the hypothesis that the star is a binary. In spite of its anomalous position we can say that it certainly points towards a very old age. $\mathrm{BD}+80^{\circ} 245$ was probably born only a few $10^{8}$ yr after the big bang.
Finally, we used the Gaia parallax and proper motions, together with our measured radial velocity, to compute a Galactic orbit for $\mathrm{BD}+80^{\circ} 245$. To this end we used GravPot16 (Fernández-

Trincado et al., in preparation) and its default gravitational potential, based on the Besançon model. ${ }^{7}$ The orbit of BD $+80^{\circ} 245$ is a typical 'halo' orbit: highly eccentric ( $e=0.46$ ), maximum height above the Galactic plane of 13 kpc , apocentric distance of 14.6 kpc , and a slow retrograde rotation. This is compatible both for a star accreted from a satellite galaxy, and with an 'in situ' halo star.

## 5.2 $\mathrm{BD}+80^{\circ}$ 245: model comparison

In conclusion, $\mathrm{BD}+80^{\circ} 245$ can be a descendant of very massive first stars since: (i) it is likely a very ancient star and (ii) it exhibits underabundances of the three key elements, $\mathrm{N}, \mathrm{Cu}$, and Zn , which are consistent with the abundance ratios shown in Fig. 7 for $f_{\text {PISN }}=$ 0.5 . We can thus directly compare the chemical abundance pattern of BD $+80^{\circ} 245$ with our model predictions for an ISM imprinted by very massive first stars and determine the best-fitting model. To this end we computed the $\chi^{2}$ distribution normalized to the degrees of freedom, $\chi_{v}^{2}=\chi^{2} /(N-M)$ (e.g. see Ishigaki et al. 2018), where $N$ is the number of data points to be fitted, $M$ the number of model-free parameters $\left(f_{*} / f_{\text {dil }}, f_{\text {PISN }}, t_{\text {popII }}, m_{\text {PISN }}\right)$, and $\chi^{2}$ has been computed as
$\chi^{2}=\sum_{i=1}^{N} \frac{\left(\left[\mathrm{X}_{i} / \mathrm{Fe}\right]_{\mathrm{obs}}-\left[\mathrm{X}_{i} / \mathrm{Fe}\right]_{\mathrm{th}}\right)^{2}}{\left(\sigma_{\left[\mathrm{X}_{i} / \mathrm{Fe}\right]_{\mathrm{obs}}}^{2}+\sigma_{\left[\mathrm{XX}_{i} / \mathrm{Fe}\right]_{\mathrm{th}}}^{2}\right)}$.
In the above expression $\left[\mathrm{X}_{i} / \mathrm{Fe}\right]_{\text {obs }}$ is the observed abundance ratio of the element $i$ with respect to iron and $\sigma_{\left[\mathrm{X}_{i} / \mathrm{Fe}\right]_{\mathrm{obs}}}^{2}=\sigma^{2} \mathrm{X}_{i, \text { obs }}+\sigma^{2}{ }_{\mathrm{Fe}, \text { obs }}$ the associated observational error. These values are reported in Table 1 for all measured elements. For Na, Al, Si, K, V, Mn, Co, we used the values measured by Ivans et al. (2003) and we estimated $\sigma_{\left[\mathrm{X}_{i} / \mathrm{Fe}\right]_{\text {obs }}}^{2}=\sigma_{\mathrm{Al}, \mathrm{obs}}^{2}+\sigma_{\mathrm{Fe}, \text { obs }}^{2} \approx 0.15$. The terms $\left[\mathrm{X}_{i} / \mathrm{Fe}\right]_{\mathrm{th}}$ in equation (14) represent the theoretical chemical abundance ratios of an ISM imprinted by both a PISN and normal Pop II stars. Given the large yield uncertainties among different models for Pop II stars (Fig. 10, left-hand panels) we assume $\sigma_{\left[\mathrm{X}_{i} / \mathrm{Fe}\right]_{\mathrm{th}}}^{2}=0.5$ for all elements. The results of the $\chi_{v}^{2}$ distribution for all our model parameters is reported in Appendix A, which is available online. Our analysis show that models with $f_{\text {PISN }}=0.5, t_{\text {popII }}=30 \mathrm{Myr}$, and $f_{*} / f_{\text {dil }}=10^{-4}$ are those that best fit the abundance pattern of $\mathrm{BD}+80^{\circ} 245$, providing $\chi_{v}^{2}<2$ in the overall PISN mass range. In Fig. 20, the chemical abundance pattern of all these models are compared with $\mathrm{BD}+80^{\circ} 245$. Our best-fitting model (violet points with errorbars) corresponds to a PISN mass $m_{\text {PISN }}=223 \mathrm{M}_{\odot}$, which gives $\chi_{v}^{2}=0.99$. As expected, the agreement between this model and $\mathrm{BD}+80^{\circ} 245$ is quite good, thus suggesting that this rare star is really a PISN descendant. It is worth noticing that although $f_{*} / f_{\text {dil }}=$ $10^{-4}$ is typical of mini-haloes (see Section 7.1) we cannot exclude that $\mathrm{BD}+80^{\circ} 245$ has been polluted by more than one PISN, a possibility that we did not explore with our current modelling. On the contrary, it is unlikely that $\mathrm{BD}+80^{\circ} 245$ formed out of an ISM enriched by both SNII and SNIa as the star is very ancient and the models provide a partial agreement to the data (see Fig. 12). Only by assuming an equal contribution of SNIa and SNII, $f_{\text {Ia }}=1$, we obtain a partial agreement with the data (middle panel in Fig. 12). Yet, even this model largely underestimates the [(C, $\mathrm{Na}, \mathrm{K}, \mathrm{Sc}) / \mathrm{Fe}]$ abundance ratios and it overestimates $[(\mathrm{Ni}, \mathrm{Cr}) / \mathrm{Fe}]$. In conclusion, all available data suggest that $\mathrm{BD}+80^{\circ} 245$ might really be the first evidence of a PISN descendants.
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Figure 20. Comparison between the chemical abundance pattern of $\mathrm{BD}+80^{\circ} 245$ inferred from spectroscopic observations (black circles with errorbars, see the text and Table 1) and the best-fitting model parameters: $f_{*} / f_{\text {dil }}=10^{-4}, f_{\text {PISN }}=0.5$, and $t_{\text {popII }}=30 \mathrm{Myr}$. The different colours/curves show the chemical abundance pattern predicted for different PISN masses (see Fig. 3). Violet squares with errorbars show the best-fitting model, which corresponds to $m_{\mathrm{PISN}}=223 \mathrm{M}_{\odot}$.

## 6 OBSERVATIONAL PROSPECTS

In Section 5, we argued that $\mathrm{BD}+80^{\circ} 245$ has all the chemical signatures that allow to single out a true descendant of a PISN. As suggestive as this may be, a single star cannot strongly constrain the PISN pollution models. We therefore believe it is very important to search for other stars with the PISN chemical signature, both in order to be sure that this is not an exception, and, if such stars are found, to know what is their frequency. The latter would in fact constrain the number of PISN exploding in the early Galaxy and thus the IMF of Pop III stars (e.g. de Bennassuti et al. 2017). Aoki et al. (2014) claimed that SDSS J001820.5-093939.2 is another such PISN descendant. Their claim is based mainly on the low $\alpha / \mathrm{Fe}$ ratios in this star, however this signature could also indicate a prompt enrichment of the ISM by SNIa as suggested by Ivans et al. (2003) for BD $+80^{\circ} 245$. Furthermore, it is now becoming clear that there is a population of low $\alpha$ stars at low metallicity (Caffau et al. 2013; Bonifacio et al. 2018b). Are all of these PISN descendants? Some fraction of them? SDSS J001820.5-093939.2 could well be a PISN descendant, however unfortunately, it is too faint to allow a measurement of the key elements, $\mathrm{N}, \mathrm{Cu}$, and Zn .

### 6.1 Looking for the killing elements

Our simple model, and the study of $\mathrm{BD}+80^{\circ} 245$ can give us some insight into what stars and lines we should look for. The strongest spectral features to look for are the CuI UV resonance lines and the NH 336 nm band as shown in Figs 14, 15, and 18. The penalty is that observing in the UV is difficult from the ground and one needs a fairly high resolution ( $R \approx 20000$ ). For all three features a resolution that is one-half of that of the spectra analysed here is sufficient and the $\mathrm{S} / \mathrm{N}$ ratio can be as low as 30 .

However, the real problem is that as of today, to our knowledge, there are only five spectrographs that can observe at these wavelengths with a sufficient, or barely sufficient resolution and they are all installed on 6-10 m class telescopes. At the VLT there are UVES (Dekker et al. 2000) and X-Shooter (Vernet et al. 2011). The latter
only if one could observe with a 0.3 arcsec slit or an image slicer of the same width, currently neither is available. There is HIRES (Vogt et al. 1994) at Keck, as used in this paper and there is HDS (Noguchi et al. 2002) at Subaru. It is unrealistic to conduct a survey of a large number of stars with any of these instruments, because of the high pressure on the telescopes and because they all operate in single object mode. Probably the most promising instrument is the fifth one: IMACS + MOE (Bigelow et al. 1998; Sutin \& McWilliam 2003) on the Magellan telescope. This provides a resolving power $R \sim 20000$ covering the spectral regions relevant for N and Cu and has a multi-object capability, over a field of view of $15 \mathrm{arcmin} \times$ 15 arcmin. This field of view is interesting, but, as we shall see below, probably not sufficient to conduct a survey searching for PISN descendants.

None of the wide-field multi-object spectrographs that either exist or are being built has access to the far UV region necessary for this study. This is due to a combination of the difficulty of having a fibre-fed spectrograph that is efficient in the UV and of the difficulty of having a wide-field high-resolution multislit spectrograph. IMACS + MOE here is the exception and it would be interesting to see if the concept could be transferred to a really wide field, of the order of $1^{\circ}$ diameter.

So in spite of the fact that the features of N and Cu are stronger, it turns out that the most promising candidate to search for true PISN descendants is Zn . One needs to have an $\mathrm{S} / \mathrm{N}$ ratio and resolving power sufficient to measure the Zn I line at 481.0 nm when it has an equivalent width of $0.5-1.0 \mathrm{pm}$. Clearly one would gain by observing stars cooler than $\mathrm{BD}+80^{\circ} 245$ since for a given Zn abundance the line becomes stronger. However, the isochrones in Fig. 19 show how the RGB climbs almost vertical and the cool giants of $T_{\text {eff }} \sim 4000 \mathrm{~K}$ are found only at the RGB tip and thus are a very rare population.

### 6.2 Zn surveys to catch the PISN descendants

There are two instruments that can conduct a survey of Zn abundances in metal-poor stars to catch the descendants of very massive first stars: HERMES at the AAT (Barden et al. 2010) and WEAVE at the WHT (Dalton et al. 2016). Unfortunately 4MOST on Vista (de Jong et al. 2016) will not cover the Zn I 481.0 nm line at high resolution. Yet, we should note that 4MOST might also help in finding more PISN descendants since it will easily measure the $[\mathrm{Sc} / \mathrm{Ca}]$ ratio, which is predicted to be extremely low in PISNenriched environments (e.g. Fig. 2).

### 6.2.1 The HERMES and WEAVE spectrographs

The HERMES spectrograph uses the 2 dF corrector and positioner on the AAT (Taylor, Cannon \& Watson 1997) to deploy 400 fibres over a field of view with $2^{\circ}$ diameter. It was commissioned at the end of 2013 (Sheinis et al. 2014) and has been operating for the last 5 yr . One of the main surveys being conducted with this instrument is the Galactic Archaeology with HERMES (GALAH) survey (De Silva et al. 2015). The survey has recently published its second data release (Buder et al. 2018) that contains 342682 stars and derived atmospheric parameters and chemical abundances. It normally observes stars in the magnitude range $12<V<14$ with no colour selection. This data set contains Zn abundances for 248993 stars all of which with $[\mathrm{Fe} / \mathrm{H}]>-2.0$. There are no stars with $[\mathrm{Fe} / \mathrm{H}]<-1.5$ that have a $[\mathrm{Zn} / \mathrm{Fe}]$ that is significantly below the Solar abundance.

WEAVE should arrive on the sky at the end of 2019 and will deploy about 1000 fibres over a field of view of $2^{\circ}$ of diameter. The fibres feed a two arms spectrograph (Rogers et al. 2014) that can be operated either in a low-resolution mode ( $R \sim 5000$ ) or in a high-resolution mode ( $R \sim 20000$ ). The high-resolution mode covers two non-contiguous intervals of about 60 nm in the blue and 90 nm in the red. The red interval is fixed and is $595-685 \mathrm{~nm}$. In the blue one can chose between two gratings that cover either the $404-465 \mathrm{~nm}$ (blue grating) range or the $473-545 \mathrm{~nm}$ range (green grating). Only the observations with the green grating are relevant to determine the Zn abundance, since it covers the 481.0 nm line.

### 6.2.2 The observational strategy

In order to understand what could be observed with HERMES and WEAVE we used the galaxia (Sharma et al. 2011) implementation of the Galaxy Besançon model (Robin et al. 2003). We selected as potential targets giants stars with $T_{\text {eff }}<5300 \mathrm{~K}$ and $\log g \leq 3.0$. If we consider a GALAH-like magnitude selection $12<V<14.5$, with a metallicity in the interval $-1.5 \leq[\mathrm{Fe} / \mathrm{H}] \leq-2.5$ the number of candidate stars per square degree is on average one for all Galactic latitudes $|b|>40^{\circ}$. As we go to lower Galactic latitudes the number increases and is of the order of 2 , with about 1 star out of four coming from the thick disc. Up to now most of GALAH observations have been taken at $|b|<40^{\circ}$, it is thus not surprising that there is a lack of metal-poor stars.

The WEAVE Galactic Archaeology survey aims at highresolution observations in the magnitude range $13<V<16$. With this magnitude range and the above conditions on $T_{\text {eff }}, \log g$, and metallicity the number of targets per square degree is of the order of 3 for $|b|>40^{\circ}$ and increases to about 6 in the range $20<|b| \leq$ 40 , due to the contribution of the metal-weak thick disc.

Considering that both HERMES and WEAVE spectrographs have a field of view larger than three square degrees, if we push observations down to $V<16$ we can expect about nine giants in the metallicity range $-1.5 \leq[\mathrm{Fe} / \mathrm{H}] \leq-2.5$ for each pointing. On the assumption that a 1 h integration allows to reach a high enough $\mathrm{S} / \mathrm{N}$ ratio to measure Zn and that we can do seven such exposures per night we would need of the order of 160 nights of observations on either or both telescopes. If we can pre-select the metal-poor giants without need of taking spectra, such a survey could be executed as a parasite survey, since it needs very few fibres (with respect to the total number of fibres available), while the majority of the fibres is dedicated to other targets. Such a pre-selection is indeed possible. The Gaia parallaxes are already available for all stars with $V<16$ and can be effectively used to select only giant stars. This allows to filter out nearby K dwarfs that have the same colours of K giants and are metal rich. The temperature range can be easily selected from a colour, and now Gaia provides homogeneous $G_{\mathrm{BP}}-G_{\mathrm{RP}}$ photometry that is well adapted for the purpose.

The most difficult part is the iron-abundance selection. However, in the Northern hemisphere the Pristine Survey (Starkenburg et al. 2017) should be able to select stars with $[\mathrm{Fe} / \mathrm{H}]<-1.5$ and in the Southern hemisphere the same can be accomplished with the SkyMapper Survey (Keller et al. 2007). Both photometric surveys can be usefully complemented by the Gaia spectrophotometry. Furthermore, when the Gaia RVS photometry becomes available it has been shown that it can provide a very powerful metallicity diagnostic for F, G, and K stars (Bonifacio et al. 2018a). It thus seems that a pre-selection of metal-poor giants is indeed possible. An investment of 160 nights, spread over several years
and two telescopes seems achievable. Especially considering that the strategy we are proposing is little intrusive in the sense that it requires only few fibres to be allocated, while the instrument is conducting other surveys. It is more intrusive for WEAVE than for HERMES, for two reasons: in the first place it requires that the high-resolution mode be used, in the second place it requires the use of the green grating. The green grating is good for Zn and for metal-rich stars, while the blue grating is optimized for metal-poor stars. Independently of the measure of Zn there is an interest for WEAVE to switch to the green grating when going at lower galactic latitudes.

In all those cases targeting 10-20 candidate metal-poor giants selected by photometry and parallax would allow to assemble a significative sample of Zn measurements in metal-poor giants. If stars with low $[\mathrm{Zn} / \mathrm{Fe}]$ are found, the strategy would be to go to an $8-10 \mathrm{~m}$ class telescope and observe the UV to derive N and Cu abundances and have the confirmation that the star is a PISN descendant.

## 7 SUMMARY AND DISCUSSION

The lack of a convincing chemical signature from massive first stars exploding as PISN is at odds with predictions from cosmological simulations, which find that Pop III stars with masses $m_{\text {popiII }}>150 \mathrm{M}_{\odot}$ should have formed. All ideas proposed to explain these negative results underline the challenges in finding the rare PISN descendants: it is very likely that these stars are less frequent than the descendants of lower mass Pop III stars (e.g. Cooke \& Madau 2014; de Bennassuti et al. 2017; Chiaki et al. 2018). Furthermore, they likely appear at higher metallicities, $[\mathrm{Fe} / \mathrm{H}]$ $\approx-2$, where they only represent $<0.01$ per cent of the total stellar population (Salvadori et al. 2007; Karlsson et al. 2008; de Bennassuti et al. 2017). New observational strategies are thus required to search for these elusive stellar fossils.

With this aim, we developed a novel, simple, and generic parametric study to define what are the key chemical abundance ratios we should look for to quickly identify the PISN signature. We first investigated what are the chemical properties of an ISM imprinted by a single PISN. Indeed, state-of-the-art hydrodynamical simulations of the first star-forming systems find that typically there is only one star per mini-halo, and that the probability to form Pop III stars with different masses is roughly constant (e.g. Hirano et al. 2014, 2015). To make a general study and account for the different cosmological scenarios (e.g. star-forming minihaloes versus more massive Ly $\alpha$-cooling systems, in situ versus external metal enrichment) we modelled the chemical enrichment as a function of the unknown star formation efficiency, $f_{*}$, and dilution factor, $f_{\text {dil }}$, which quantifies the effectively fraction of metals injected into the ISM and of the gas used to dilute them (Fig. 1, Sections 2.1 and 2.2). If several PISN are formed, e.g. in more efficiently star-forming Ly $\alpha$-cooling haloes, we simply assume that they all have the same mass.

We found that the ISM Fe-abundance depends upon $f_{*} / f_{\text {dil }}$ (equation 3), while its abundance pattern is independent from both free parameters (equation 4). The key results for an ISM only imprinted by PISN with a single mass, $m_{\text {PISN }}$, can be summarized as follow:
(i) for all free parameters $Z_{\text {ISM }}>10^{-3} Z_{\odot}>Z_{\mathrm{cr}}$, which implies that normal Pop II stars can promptly form;
(ii) yet, depending upon $f_{*} / f_{\text {dil }}$ and $\mathrm{m}_{\text {PISN }}$, we have an ISM enriched in the broad range, $-4<[\mathrm{Fe} / \mathrm{H}]<1$;
(iii) similarly, an ISM imprinted by PISN with different $m_{\text {PISN }}$ show a very large variety of $[\mathrm{X} / \mathrm{Fe}]$;
(iv) independent on all free parameters, there is an underabundance of the key elements $[(\mathrm{N}, \mathrm{F}, \mathrm{Cu}, \mathrm{Zn}) / \mathrm{Fe}]<-1$.

Searching for the lack of $\mathrm{N}, \mathrm{F}, \mathrm{Cu}$, and Zn with respect to Fe might then be an effective way to pre-select stellar candidates 100 per cent enriched by the chemical product of PISNe. However, stars polluted by PISN only, i.e. truly second-generation stars, are predicted to be extremely rare (e.g. Salvadori et al. 2007; Karlsson et al. 2008; de Bennassuti et al. 2017; Chiaki et al. 2018). We then investigated if the underabundance of these four key elements is preserved in an ISM also polluted by subsequent generation of Pop II stars, which rapidly evolve as as normal core-collapse SN (SNII). By limiting our investigation to ISM with a metal mass fraction injected by PISN $\geq 50$ per cent of the total mass, i.e. $f_{\text {PISN }} \geq 0.5$, we were able to derive simple expressions for both the final ISM metallicity and chemical abundance ratios. In particular, we find that $[\mathrm{X} / \mathrm{Fe}]$ solely depends upon the fraction of metals from PISN, $f_{\text {PISN }}$, the PISN mass, $m_{\text {PISN }}$, and the time passed since the Pop II formation, $t_{\text {popII }}$, which sets the mass of SNII contributing to chemical enrichment. Our results show that after the formation and evolution of normal Pop II stars, an ISM imprinted by a single PISN evolves as follow:
(i) the longer $t_{\text {popII }}$ the more uniform $[\mathrm{Fe} / \mathrm{H}]$ among different $m_{\text {PISN }}$, i.e. $[\mathrm{Fe} / \mathrm{H}]$ shrinks towards higher values;
(ii) the $[\mathrm{Fe} / \mathrm{H}]$ homogeneity increases for larger Pop II contribution $\left(\right.$ lower $\left.f_{\text {PISN }}\right)$ reducing the $[\mathrm{X} / \mathrm{Fe}]$ scatter and hence the signature of PISN with different masses;
(iii) independent of $f_{\text {PISN }}$ the most likely $[\mathrm{Fe} / \mathrm{H}]$ of an ISM imprinted by PISN at a $>50$ per cent level is $[\mathrm{Fe} / \mathrm{H}] \approx-2$;
(iv) independent on all free parameters the underabundance of the key elements is preserved: $[(\mathrm{N}, \mathrm{Cu}, \mathrm{Zn}) / \mathrm{Fe}]<0$.

After checking that the choice of different Pop II yields (including 'hypernovae') does not affect our findings we firmly concluded that $[(\mathrm{N}, \mathrm{Cu}, \mathrm{Zn}) / \mathrm{Fe}]$ are 'killing element' ratios whose underabundance reveals the unique signature from very massive first stars. Armed with these knowledge we explored literature data to pinpoint the PISN descendants. By searching for stars at $[\mathrm{Fe} / \mathrm{H}] \approx-2$ with $[(\mathrm{N}, \mathrm{Cu}, \mathrm{Zn}) / \mathrm{Fe}]<0.0$ we identified as a possible candidate the star BD $+80^{\circ} 245$, which was first discovered by Carney et al. (1997) and subsequently observed at high resolution by several authors (Fulbright 2000; Ivans et al. 2003; Roederer et al. 2014). We acquired two new spectra of $\mathrm{BD}+80^{\circ} 245$ with the SOPHIE spectrograph, which allowed us to determine 12 different chemical elements, and re-analysed the high-resolution spectra from the Keck archive. Our analysis and model comparison allowed us to conclude that $\mathrm{BD}+80^{\circ} 245$ is likely a smoking gun of a PISN explosion. In fact:
(i) $[\mathrm{N} / \mathrm{Fe}]=-0.79,[\mathrm{Cu} / \mathrm{Fe}]=-0.75$, and $[\mathrm{Zn} / \mathrm{Fe}]=-0.12$, consistent with an ISM of formation imprinted by PISN at 50 per cent level;
(ii) the overall chemical abundance pattern is in good agreement ( $\chi_{v}^{2}=0.99$ ) with our $f_{*} / f_{\text {dil }}=10^{-4}$ model for an ISM equally polluted by Pop II stars with masses $\geq 8 \mathrm{M}_{\odot}$ (i.e. evolving on a time-scale $t_{\text {popII }} \approx 30 \mathrm{Myr}$ ) and a single PISN with $m_{\text {PISN }}=233 \mathrm{M}_{\odot}$;
(iii) conversely, it cannot be explained with an enrichment driven by Pop II stars and SNIa.

Our working hypotheses, driven by state-of-the-art numerical simulations of the first star-forming systems (e.g. Hirano et al. 2014, 2015), are the following: (1) the probability to form first stars


Figure 21. Left: Possible values of $f_{*} / f_{\text {dil }}$ as a function of $f_{*}$ (or $T_{\text {vir }}$, see the text) and the other unknowns of the problem, $f_{\text {accr }}$ and $f_{\text {ej }}$ (open yellow circles). The black dotted line corresponds to the case $f_{\text {accr }}=0$ and minimum $f_{\text {ej }}$. Right: $f_{*} / f_{\text {dil }}$ as a function of $T_{\text {vir }}$ and the corresponding halo virial mass evaluated at $z=10$ (open yellow circles). The filled blue pentagons show the expected mean $f_{*} / f_{\text {dil }}$ in environments with different $T_{\text {vir }}$ or different dark matter halo masses.
with different masses is flat and (2) in each mini-halo only one PISN forms. ${ }^{8}$ By relaxing the first hypothesis, e.g. by assuming a decreasing probability to form more massive first stars, we might obtain that models that predict an enrichment driven by one PISN and several primordial core-collapse SN with masses $>8 \mathrm{M}_{\odot}$ still provide a good match of $\mathrm{BD}+80^{\circ} 245$. By relaxing the second one, we might realize that the abundance pattern of $\mathrm{BD}+80^{\circ} 245$ is also well fitted by models that account for an imprint by more PISNe, which have different masses. In spite of these possibilities, which we plan to investigate in future studies, we can ultimately conclude that $\mathrm{BD}+80^{\circ} 245$ seems to be the first convincing example of a star imprinted also by very massive first stars. Ultimately, BD $+80^{\circ} 245$ probes that primordial stars exploding as PISN should have existed. With current facilities the best strategy to identify more of these very rare PISN descendants is to perform Zn surveys, which are achievable with both WEAVE and HERMES spectrographs. But where should we look for in order to maximize the probability to find the rare PISN descendants?

### 7.1 Were should we look for PISN descendants?

Our parametric study provide general (and hence very robust) results for the underabundance of the three killing elements and predicts that the most likely iron abundance over the whole parameter space is $[\mathrm{Fe} / \mathrm{H}] \approx-2$. Yet, the typical $[\mathrm{Fe} / \mathrm{H}]$ values are predicted to vary in a broad range depending upon $f_{*} / f_{\text {dil }}$ (Fig. 2), which should reflect different hosting halo properties (Fig. 1).
To gain insights on the environments of formation of very massive first stars and hence on the actual location of their descendants and

[^7]typical $[\mathrm{Fe} / \mathrm{H}]$, we need to link our free parameters to the properties of star-forming haloes. To this end we should assume a cosmological model and we will hereafter refer to the $\Lambda$ CMD cosmology. In this scenario, the first stars are predicted to form in low-mass primordial mini-haloes, with total mass $M \approx 10^{6-7} \mathrm{M}_{\odot}$ and gas virial temperature $T_{\text {vir }} \leq 10^{4} \mathrm{~K}$ (e.g. Bromm \& Yoshida 2011; Bromm 2013). These low-mass objects cool-down their gas via $\mathrm{H}_{2}$ molecules, which are easily photodissociated by Lyman Werner photons. This makes mini-haloes inefficiently star-forming systems meaning that their star formation efficiency is much lower than the one of more massive (Ly $\alpha$-cooling) haloes. Recently, de Bennassuti et al. (2017) demonstrated that the semi-empirical formula proposed by Salvadori \& Ferrara (2009) provides an excellent tool to evaluate the reduced star formation efficiency of mini-haloes with respect to Ly $\alpha$-cooling systems. The formula reads
$f_{*}=\frac{2 \times f_{*}^{\mathrm{Ly} \alpha-\mathrm{cool}}}{\left[1+\left(2 \times 10^{4} \mathrm{~K} / T_{\mathrm{vir}}\right)^{3}\right]}$
and can be used to link $f_{*}$ of mini-haloes to their gas virial temperature, which is a function of the hosting halo mass and virialization redshift (e.g. Barkana \& Loeb 2001):
$T_{\text {vir }}=1.98 \times 10^{4}\left(\frac{\mu}{0.6}\right)\left(\frac{1+z}{10}\right)\left[\frac{M}{10^{8} h^{-1} \mathrm{M}_{\odot}}\right]^{2 / 3}$,
where $\mu$ is the mean molecular weight, respectively, equal to $\mu=$ 1.22 and 0.59 for neutral and fully ionized gas. Hence, according to the $\Lambda$ CDM scenario, the smaller $f_{*}$ the lower $T_{\text {vir }}$ and the smaller the dark matter mass of the hosting halo. For example, by setting $f_{*}^{\text {Ly } \alpha-\text { cool }}=0.1$ and a minimum virial temperature to form stars $T_{\text {vir }}=2 \times 10^{3} \mathrm{~K}$ (e.g. Tegmark et al. 1997; Dijkstra et al. 2004),
we obtain $f_{*}=\left(10^{-4}, 10^{-1}\right)$, which is what we assumed in our model.

Fig. 21 (left) illustrates the tight relation between $f_{*}$ and $T_{\text {vir }}$ while showing the expected $f_{*} l f_{\text {dil }}$ values for different $f_{*}$ obtained by using equations (7) and (8). According to equation (7), we have that $f_{\text {dil }}$ is a function of $f_{*}$ and $M_{\mathrm{g}}=\Omega_{\mathrm{b}} / \Omega_{\mathrm{M}} M$, which can be also expressed in terms of $f_{*}$ (and $z$ ) using equations (15) and (16). By varying $f_{*}$ in our reference range we get that in most cases $f_{\text {dil }} \geq 1$. This means that, when $f_{*}$ and $M_{\mathrm{g}}$ are tightly linked to each others, the amount of metals/gas ejected by PISN (or subsequent stellar generations) will always fill the entire galaxy and/or part of them will actually escape out of it. We thus need to use equation (8).

To evaluate the ejected gas fraction in equation (8), $f_{\mathrm{ej}}=M_{\mathrm{ej}} / M_{\mathrm{g}}$, we can write $M_{\mathrm{ej}}$ as a function of the escape velocity of the galaxy, $v_{\mathrm{e}}$, and of the SN explosion energy transformed in kinetic form, $1 / 2 M_{\mathrm{ej}} v_{\mathrm{e}}^{2}=E_{\text {kin }}$ (e.g. Larson 1974), where $E_{\text {kin }}=v_{\mathrm{SN}} f_{*} f_{\text {kin }}<$ $E_{51}>M_{\mathrm{g}}$ as discussed in Section 2.1. By assuming a Navarro-Frenk-White (NFW) prescription for the halo density profile, we can write the circular velocity at a position $x=r / r_{\text {vir }}$ with respect to the halo virial radius (Navarro, Frenk \& White 1997). We get $v_{e}^{2}(x)=2 v_{\mathrm{c}}^{2}\left[F\left(c_{\mathrm{h}} x\right)+\frac{c_{\mathrm{h}} x}{1+x}\right] / x F\left(c_{\mathrm{h}}\right)$ where $F\left(c_{\mathrm{h}}\right)=\ln (1$ $\left.+c_{\mathrm{h}}\right)-\left(c_{\mathrm{h}} / 1+c_{\mathrm{h}}\right)$ and $c_{\mathrm{h}}$ is the halo concentration parameter. The escape velocity from the centre $(x=0)$ of a NFW halo is $v_{\mathrm{e}}^{2}=2\left[c_{\mathrm{h}} / F\left(c_{\mathrm{h}}\right)\right] v_{\mathrm{c}}^{2}$, where $v_{\mathrm{c}}$ is the circular velocity of the halo, which is again a function of $T_{\text {vir }}$ and $z$ (Barkana \& Loeb 2001). In other words we have that $f_{\mathrm{ej}}=f_{\mathrm{ej}}\left(f_{*}, f_{\mathrm{kin}}, z, c_{\mathrm{h}}\right)$, i.e. it also depends upon $f_{*}$ and $z$.

By varying $f_{*}=\left(10^{-4}-10^{-1}\right), z=(30-5)$, the concentration parameter $c_{\mathrm{h}}=(1-30), f_{\text {kin }}=(0.01-0.1)$, and $f_{\text {accr }}=(0.0-1.0)$, we get the results shown in Fig. 21 (left) for the mean PISN explosion energy (and mean stellar mass), $\left\langle E_{51}\right\rangle=20$. It is clear from these calculations that $f_{*} l f_{\text {dil }} \in\left[10^{-4}-10^{-1}\right]$ as assumed in our study. Furthermore, when $f_{*}$ and $f_{\text {dil }}$ are linked to each other via the $\Lambda \mathrm{CDM}$ cosmological model, we see that $f_{*} / f_{\text {dil }}$ is mostly driven by $f_{*}$, i.e. the lower (higher) $f_{*}$, the lower (higher) $f_{*} / f_{\text {dil }}$.

We can use these findings to study $f_{*} l f_{\text {dil }}$ as a function of $T_{\text {vir }}$ and gain physical insights about the environment of formation of massive first stars. This is illustrated in Fig. 21 (right), which also shows the correspondence ${ }^{9}$ between $T_{\text {vir }}$ and $M$ at $z=10$. From this figure we infer that $\left\langle f_{*} \mid f_{\text {dil }}\right\rangle \approx 0.0007$ in the smallest minihaloes, $T_{\text {vir }} \approx 6 \times 10^{3}$, which are likely associated with ultrafaint dwarf galaxies (Bovill \& Ricotti 2009; Salvadori \& Ferrara 2009; Frebel et al. 2014; Wise et al. 2014; Bland-Hawthorn, Sutherland \& Webster 2015; Salvadori et al. 2015). More massive systems, which possibly become more luminous 'classical' dwarf galaxies (e.g. Salvadori et al. 2015) have larger $\left\langle f_{*} \mid f_{\text {dii }}\right\rangle \approx 0.007$. Finally, we obtain that $\left\langle f_{*} \mid f_{\text {dii }}\right\rangle \approx 0.03$ in the most massive and rare haloes, $T_{\text {vir }}$ $\approx 6 \times 10^{4}$, which likely associated with the bulges of galaxies that form via merging of high-sigma density peaks (e.g. Salvadori et al. 2010).

We recall that $f_{*} / f_{\text {dil }}$ only determines the most likely $[\mathrm{Fe} / \mathrm{H}]$ range of PISN descendants (equation 3) while [X/Fe] is not a function of $f_{*} / f_{\text {dil }}$ (equation 4). To have an estimate of the typical $[\mathrm{Fe} / \mathrm{H}]$ for different $f_{*} \mid f_{\text {dil }}$ we can use Fig. 2, since we know that the subsequent Pop II contribution does only alter the lowest $[\mathrm{Fe} / \mathrm{H}]$-tail of the MDF of PISN descendants Fig. 4. Hence, we infer that in classical dwarf spheroidal galaxies the PISN descendants can be most likely found at $[\mathrm{Fe} / \mathrm{H}] \approx-1.5$ while in the bulges of more massive systems at

[^8]$[\mathrm{Fe} / \mathrm{H}] \approx-0.5$. Interestingly, these values are similar to the $[\mathrm{Fe} / \mathrm{H}]$ range of sub-Solar $[\mathrm{Zn} / \mathrm{Fe}]$ measurements, respectively, reported in the classical dwarf galaxy Sculptor and in the Milky Way bulge (see references in Skúladóttir et al. 2018, and their fig. 4 for a complete view of $[\mathrm{Zn} / \mathrm{Fe}]$ across different environments).

If the stellar haloes of galaxies are the result of accreting satellites with different masses, then the corresponding $f_{*} / f_{\text {dil }}$ might span a very wide range of values (Fig. 2). As a consequence, to catch the PISN descendants in these environments we should look for stars around the most likely $[\mathrm{Fe} / \mathrm{H}]$ range among all different models, i.e. $-2.5<[\mathrm{Fe} / \mathrm{H}]<-1.5$ (Fig. 7), as discussed in our observational strategy (Section 6.2.2).

## 8 CONCLUSIONS

We presented a novel method to determine the key element ratios we should look for to identify the chemical signature of very massive first stars exploding as PISN. Independent on the unknowns related to early cosmic star formation, metal diffusion, and mixing, when the mass fraction of heavy elements from PISN represents $\geq 50$ per cent of the total, our parametric study shows that there is always an underabundance of the key element ratios [( $\mathrm{N}, \mathrm{Cu}$, $\mathrm{Zn}) / \mathrm{Fe}]<0$. In fact, $\mathrm{N}, \mathrm{Cu}$, and Zn are so scarcely produced by PISN that even when subsequent generations of Pop II stars do contribute to the enrichment their underabundance with respect to Fe is preserved. Note that if primordial PISN were fast rotators the (under-)production of Cu and Zn would have not been altered, while the internal mixing might have induced efficient N production (Takahashi et al. 2018). Furthermore, due to the activation of the CNO cycle, the N abundance can largely increase in bright RGB stars. With current telescopes, RGB stars represent the majority of stellar targets for high-resolution spectroscopic follow-up in nearby dwarf galaxies. In conclusion, we can assert that the descendants of PISN, i.e. long-lived stars born in a PISN-imprinted ISM, should have $[(\mathrm{Cu}, \mathrm{Zn}) / \mathrm{Fe}]<0$.

Our model results also show that PISN descendants can cover a broad $[\mathrm{Fe} / \mathrm{H}]$ range across the overall parameter space but on average they most likely appear at $[\mathrm{Fe} / \mathrm{H}] \approx-2$. These findings nicely agree with previous studies that employed a completely different (cosmological) approach (Salvadori et al. 2007; Karlsson et al. 2008; de Bennassuti et al. 2017), thus strengthening our method and approximations. At these high $[\mathrm{Fe} / \mathrm{H}]$, SNIa might have also played a role in the chemical evolution. Yet, in our work we demonstrated that an ISM polluted by Pop II and SNIa typically have larger $[(\mathrm{Cu}, \mathrm{Zn}) / \mathrm{Fe}]$ ratio than ISM also imprinted by PISN. Furthermore, the chemical abundance patterns are quite different, thus allowing us to check and account for possible degeneracies.

Among literature stars at $[\mathrm{Fe} / \mathrm{H}] \approx-2$ we pinpointed $\mathrm{BD}+80^{\circ}$ 245 that has sub-Solar [(Cu, Zn$) / \mathrm{Fe}]$. Our re-analysis of the new and available spectra for $\mathrm{BD}+80^{\circ} 245$, including NLTE corrections for Cu , demonstrate that this star might be a convincing example of a PISN descendants. In fact, the three killing element ratios are sub-Solar and its (almost) complete chemical abundance pattern agrees with our model results for $\left.f_{*} / f_{\text {dii }}\right]=10^{-3}$ and an ISM equally polluted by PISN and normal Pop II stars with $m_{\text {popiI }}>8 \mathrm{M}_{\odot}$. These core-collapse SN typically evolve on an $\approx 30 \mathrm{Myr}$ timescale, which implies that there is likely a delay between Pop III and the subsequent star formation, in agreement with cosmological simulations of the first star-forming galaxies (e.g. Bromm et al. 2003; Jeon et al. 2014; Wise et al. 2014). This positive finding suggests that to search for the rare PISN descendants by performing

Zn surveys with the HERMES and WEAVE spectrographs is not only feasible but extremely promising.

It is interesting to note that Hartwig et al. (2018), although not investigating the imprint by PISN, found that $\mathrm{N}, \mathrm{Cu}$, and Zn are some of the most important elements to discriminate $[\mathrm{Fe} / \mathrm{H}]<-3$ stars that are enriched by a single (mono) or multiple first stars with masses $\leq 140 \mathrm{M}_{\odot}$. The concordance of these findings by two independent studies aimed at addressing very different questions related to primordial stars, strengthen the observational need for additional measurements of these key chemical elements.

Our parametric study is extremely general and can therefore be applied to different 'systems' that retain the chemical signature of PISN. Not only present-day stars dwelling in different environments (dwarf galaxies, stellar haloes, bulges) but also high-redshift gas in/and around galaxies that can be observed as Damped Ly $\alpha$ systems along with the circumgalactic and intergalactic medium (CGM, IGM). Cosmological simulations of metal-enrichment from the first galaxies have shown that very massive first stars exploding as PISN produce much larger metal-enriched bubbles than their lower mass companions, and the differences in the IGM morphology are quite remarkable even at $z \approx 4$ (Pallottini et al. 2014). Looking for the lack of our key elements in the CGM of high-z galaxies can thus be a complementary way to probe the existence of PISN and to understand their persistence across cosmic times (e.g. Mebane et al. 2017). As for the case of $\mathrm{BD}+80^{\circ} 245$, once identified a system that lacks our killing element ratios, high-resolution spectroscopic follow-up (e.g. with HIRES on ELT) can fully characterize its abundance pattern. Our work showed that statistical comparison between the observed patterns and those predicted by our models is able to reveal the most likely mass of the Pop III/II pollutants (Section 5.2) and their environment of formation (Section 7).

We should conclude by mentioning that several studies have recently focused on the key chemical abundance ratios of 'secondgeneration' stars, i.e. stars formed out from an environment solely imprinted by the first stars (e.g. Hartwig et al. 2018; Takahashi et al. 2018, for the PISN). Although our results for the 'direct descendants' of PISN, i.e. for an ISM imprinted by PISN at 100 per cent level, are consistent with these works, we should underline that our simple parametric approach is completely different in both methods and aim. Our goal was in fact to develop new strategy to identify all descendants of very massive first stars. These stars, in fact, are clearly more common than second-generation stars solely imprinted by PISN. Furthermore, once interpreted with cosmological chemical evolution models for the Local Group formation, they can provide key information on both the first stars properties and early cosmic star formation (Salvadori et al. 2015; de Bennassuti et al. 2017). By building-up a sample of PISN descendants therefore we can not only probe the existence of very massive first stars but also provide tight empirical constrain on their unknown initial mass function.
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[^1]:    ${ }^{1}$ We assume cosmological parameters consistent with the Planck 2016 results: $h=0.65, \Omega_{\mathrm{b}} / h^{2}=0.022$, and $\Omega_{\mathrm{M}}=0.32$.

[^2]:    ${ }^{2}$ Or by several PISNe with the same mass, $m_{\text {PISN }}$.

[^3]:    ${ }^{3} \mathrm{We}$ adopt a Larson IMF: $\quad \Phi\left(m_{*}\right)=A\left(m_{*} / 0.35 \mathrm{M}_{\odot}\right)^{-2.35}$ with $m_{*}=(0.1,100) \mathrm{M}_{\odot}$, and normalization constant $A$.

[^4]:    ${ }_{5}^{4} \mathrm{http}: / / \mathrm{kurucz} . \mathrm{harvard} . e d u / l i n e l i s t s / l i n e s m o l$
    ${ }^{5}$ https://koa.ipac.caltech.edu/

[^5]:    ${ }^{6}$ http://kurucz.harvard.edu/molecules/oh/ohaxupdate.asc

[^6]:    ${ }^{7}$ https://fernandez-trincado.github.io/GravPot16/index.html

[^7]:    ${ }^{8}$ In more massive Ly $\alpha$ haloes, we assume that PISN formed in each system have all the same mass, $m_{\text {PISN }}$.

[^8]:    ${ }^{9}$ The two values of $M$ refer to different choices of the mean molecular weight $\mu$, see equation (16).

