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Abstract 
Two-photon Absorption Laser Induced Fluorescence (TALIF) technique employing 

nanosecond lasers is often used to measure space- and time-resolved distributions of key 

atomic and molecular radicals in reactive environments such as plasmas and combustions. 

Although the technique was applied for about four decades, particularly in high pressure non-

equilibrium plasmas accurate measurements of species densities remain challenging. With 

atomic oxygen as an example, central aspects of the technique including the role of photon 

statistics and line profiles on the two-photon absorption rates, selection rules, spatial and 

temporal resolutions, photolytic and quenching effects, and absolute calibration methods are 

discussed.  Simulations using rate equations which include non-depletion regime, 3-level and 

6-level models are compared and criteria for non-saturation regimes are given for low- and 

high-pressure plasmas. Solutions of the density-matrix model, which include coherent 

excitation and Stark detuning phenomena, and the rate equation model are compared. The 

validity criteria for non-depletion and photolytic-free regimes and rate models are given. The 

nanosecond TALIF quench-free regime at high laser intensities is investigated using the 

density-matrix model. The two-photon cross-sections for O, H and N atomic radicals and their 

ratio with Kr and Xe rare gases used for calibrations are revisited and recommendations are 

proposed. For TALIF applying ultrafast lasers, the appropriate model for the fluorescence 

probability is discussed.   
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1. Introduction 

The development and optimization of plasma applications require a fundamental 

understanding of kinetics, dynamics and energy coupling in discharge media. Laser based 

spectroscopic diagnostics are powerful tools for in situ time- and space-resolved plasma 

property measurements. Key species densities (e.g. electron, radicals), temperatures (e.g. 

translation, rotation), main reaction channels (e.g. electron and heavy particle kinetics), 

transport phenomena (e.g. streamer, convection, shock wave) are plasma characteristics that 

can be probed by spectroscopic techniques in the spectral range UV to Mid-IR.  

Atomic radicals such as O, N, H, C, F and Cl are essential species in low-temperature reactive 

plasmas. For example, in plasma-assisted combustion O and H radicals initiate oxidation 

pathways and chain-branching processes at low temperatures [1]. Atomic N is important in 

plasma enhanced GaN film deposition [2] and together with atomic H, they are key players in 

the ammonia production [3] that is crucial for fertilizer synthesis. In plasma diamond layer 

deposition H and C radicals are important [4], whereas F and Cl find applicability in plasma 

etching processes [5].  

While for measurements of these radicals in low-pressure post-discharges in the steady state 

regime, techniques such as the chemical titration can be used, for fast detection in high-

pressure transient plasmas (e.g. nanosecond discharges), only spectroscopic based techniques 

can be employed. A first candidate is the Optical Emission Spectroscopy (OES), which gives 

easily access to intense spectrally resolved emission lines. However, the OES provides 

densities of radical excited states. The ground state can be probed by absorption spectroscopic 

techniques. First excited levels that are accessible by strong dipole transitions for O (76795 

cm-1), H (82259 cm-1), N (83284 cm-1), C (60353 cm-1), F (104731 cm-1) and Cl (71958 cm-1) 

require light sources in the vacuum UV. Hence, vacuum equipment is necessary and 

moreover, this is unfeasible for open-air plasma diagnostics. Other possibility for absorption 

techniques is to probe electric dipole forbidden transitions in the visible spectrum. For 

example, the transition at 636 nm (1D2 à3P1) was successfully employed for O detection in a 

large plasma volume and in steady state, using a sensitive CRDS technique [6]. Note that the 

Einstein coefficient for this transition is only 1.82´10-3 Hz, while for the resonant transition at 

130.2 nm (3S1 à3P2) is 3.41´108 Hz [7]. Therefore, extreme sensitivity is required for the 

absorption diagnostic when employing forbidden transitions. Time-resolved CRDS with 

resolution down to 50-ns was successfully applied in sub-mm diameter nanosecond 

discharges [8]. However, this was done only for allowed dipole transitions.     
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To overcome the vacuum UV limit and to access ground states, two-photon (or multi-photon) 

absorption-based techniques were developed. The two-photon absorption was theoretically 

introduced by Göppert-Mayer [9] and becomes a spectroscopic fluorescence tool after lasers 

were invented [10] with Doppler-free capabilities [11]. TALIF detections of a couple of 

atomic and molecular species were performed already in the eighties in flow discharges and 

flames [12],[13].  Other diagnostic derivates based on two-photon absorption were developed 

later. This includes two-photon absorption laser induced stimulated emission (TALISE) [14], 

two-photon absorption laser induced grating spectroscopy (TALIGS) [15] and two-photon 

absorption laser induced polarization spectroscopy [16] (TALIPS). More recently, TALIF 

technique was widely used to investigate a large number of plasmas using ns lasers 

[17][18][19][20][21][22][23][24] and ultrashort lasers [25][26][27]. 

Despite the numerous applications of the ns-TALIF technique, accurate measurements of 

species densities remain very challenging, particularly in high pressure transient non-

equilibrium plasmas. Investigations of sub-mm plasmas such as streamer discharges at 

atmospheric pressure requires beam waists down to 10 µm and time resolution below 1 ns. 

Yet, a strongly focused beam results in a very high instantaneous laser intensity, which can 

reach 100 GWcm-2 even for commercial ns-lasers with energies in the range of 1 mJ per 

pulse.  In saturation regimes, especially when the collisional quenching dominates largely 

fluorescence processes and it can repopulate ground states, the rate equation models have to 

be reconsidered. At very high intensity (> 1 GWcm-2) rate equation models fail to correctly 

describe the fluorescence probability and they should be replaced by density matrix models, 

which include coherent excitation and Stark detuning of transitions under intense laser beams.  

Nowadays, ultrashort lasers (e.g. ps, fs), become commercially available and are increasingly 

employed in plasma laboratories. The so-called mode-locked lasers have very distinctive 

features compared to the classical ns lasers. These lasers can reach extreme peak intensities (~ 

1 PWcm-2), large spectral widths (~ 102 cm-1) with photon statistics specific to perfect mode-

locked lasers. These properties question the validity of rate equation models and calibration 

methods. 

In this article, we revisited the fundamental characteristics of the TALIF technique, the 

validity of rate equations, the two-photon cross-sections and the calibration schemes. The 

article is organized in four sections and ends with conclusions. In section 2, the principle and 

the key aspects of the TALIF technique including selection rules, spatial and temporal 

resolutions, photon statistics and line profiles, and their effects on the two-photon absorption 
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rates are presented.  In section 3, simulations using rate equations for non-depletion regime, 3-

level and 6-level models are compared and criteria for non-saturation regimes are given for 

low- and high-pressure plasmas.  Calibration methods, photolytic and quenching effects are 

also discussed here. In section 4, solutions of the density-matrix model for significant and 

negligible quenching are presented and a comparison with the rate equation model is 

performed.  In section 5, the two-photon cross-sections for O, H and N and their ratio with Kr 

and Xe gases used for calibration, were revisited and recommendations were proposed. The 

appropriate fluorescence probability model for TALIF using ultrafast lasers is also debated.   

 

2. TALIF principle and key aspects  

The principle of the TALIF technique is described as follows. An atom or a molecule can 

absorb simultaneously two photons if their combined energies correspond to the gap between 

the ground and the excited state, if they arrive within the atom volume at the same time and if 

the transition selection rules are fulfilled. The population of excited states pumped by the two-

photon absorption process decays in one or more spontaneous emission channels. One of the 

spontaneous transitions, called the fluorescence channel, is monitored (e.g. see figures 1a, 1b, 

O transition at 845 nm, Xe transition at 835 nm) using a spectrometer or a photomultiplier (or 

an ICCD camera) equipped with a narrow band spectral filter that is centered at the 

fluorescence wavelength. The fluorescence intensity is proportional to the ground state 

population. Therefore, its measurement determines the atomic or molecular radical density 

produced, for instance, by plasmas. 

2.1 Selection rules  

Concerning selection rules, the peculiarity of the two-photon transitions is that it links states 

with the same parity (evenàeven or odd àodd states). Transitions such sàs, sàd or 2p3à 

2p23p are allowed. In addition, it is possible to select the accessible upper state by a proper 

choice of the laser polarization. If the two photons are absorbed from a linear polarized laser 

(two p photons), the transitions are restricted only to DMJ=0, while absorption of two photons 

with the same circular polarization (two s+ or two s- photons) will lead to transitions only to 

DMJ=±2 in order to conserve the angular momentum of the system [28]. For example, in 

figure 1a is shown the atomic O level system for two-photon transitions. Only the transition 
3P0à3P0 (for DJ=0) is represented. This transition has no DMJ=±2 channels and only DMJ=0 

is allowed.  Therefore, this transition can be excited by a linear polarized laser beam ( p 

photons) or by two laser beams with left and right circular polarizations (s+ and s- photons), 
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but not by a single beam with one circular polarization. We should note that in order to excite 

only the 3P0à3P0 transition, the laser spectral width needs to be small compared to the triplet 

energy separation (i.e. smaller than 0.1 cm-1), otherwise 3P0à3P2,1 transitions are also excited.  

  

  

 

 

  

 

2.2 Spatial resolution 

TALIF techniques can provide space-resolved measurements down to µm scale. The spatial 

resolution of the method is controlled by the laser beam waist and the optical collection 

system. The beam waist determines the volume in which the fluorescence occurs. Optics can 

be designed to collect photons from a part or the total fluorescence volume within a certain 

solid angle.  

Commercial lasers have the typical output close to the TEM00 mode, so with power P 

distributed in Gaussian profiles. The intensity (units W/m2) of a focused laser beam is given 

by: , with  the beam waist (i.e. the beam half 

width where intensity is I/e2) in a plane perpendicular to the propagation direction at a given z, 

r the radial coordinate, and the , where w0 is the minimum waist (the 

waist at the focal point),  is the Rayleigh length (i.e. the length where 

 ) and l the laser wavelength. For a lens with focal length, f , much larger than 

the laser waist at the lens location, wlens, the minimum waist can be calculated by, 

I(r, z) = 2P πw z( )2 exp −2 r w z( )⎡⎣ ⎤⎦
2{ }
 

w(z)

w(z)2 = w0
2 1+ z LR( )2⎡
⎣⎢

⎤
⎦⎥

LR = πw0
2 λ

 

w(LR ) = 2w0

Figure 1b: Xenon level system for two-

photon absorption diagnostics. Several 

fluorescence channels are allowed. 
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.  For example, a gaussian UV laser beam at 225 nm with output diameter of 

4 mm and focused by f = 350 mm lens will have a minimum waist of 12.5 µm, while at 3 cm 

from the focal point the waist will be about 172 µm.  

For negligible depletion of the ground state (see later) the fluorescence signal is proportional 

to . Thus, focusing the laser with short optics (w0 decreases à I(r,z) 

increases) will increase the fluorescence signal. The double integral for 

 is , where F is 

the z distance from the minimum waist position.  From this result we learn that increasing F 

more than twice Rayleigh length makes a small gain in fluorescence signal (50 % of 

fluorescence signal is within 2LR, more than 70 % of fluorescence is collected in 4LR). For 

example, if the collection optics has a magnification one, then F equals the slit width of the 

spectrometer, a fluorescence signal close to maximum is recorded if the laser is focused such 

as 2LR  ~ F. 

When the spatial region of collection optics (F) is much larger than Rayleigh length then the 

beam waist and Rayleigh length determine the spatial resolution of TALIF technique. If  F < 

LR then the spatial resolution is determined by the beam waist and collection optics. 

2.3 Temporal resolution 

The temporal resolution of TALIF technique as for any LIF technique is theoretically 

determined by the laser temporal pulse width. However, if the detection system (that includes 

photodiodes, PMT or ICCD cameras) has the response time significantly longer than the usual 

ns laser pulse width, then it can be unsuitable for measurements of the fluorescence decay 

time.  These measurements are necessary for quenching rate evaluations in high pressure 

plasmas (see section 3.4). For accurate measurements, the laser pulse duration and the 

detection resolution should be at least ten times shorter than the characteristic time of the 

fluorescence signal. When characteristic times are comparable deconvolution techniques may 

be applied for systems very stable over time. Note that the quenching characteristics time can 

be ns or hundreds of ps for plasmas at atmospheric pressures. The photodiodes, PMTs and 

ICCDs have typically the response time down to hundreds of ps. For a faster detection, streak 

cameras can be employed, whereas ultrashort lasers down to fs are now commercially 

available. 

2.4 Two-photon absorption rate 

w0 ≈ f λ π wlens

I(r, z)22πr dr dz
r∫z∫

 

rÎ (0,¥)  and zÎ (-F /2, F /2) I(r, z)22πr dr dz = 2P2 λ( )
r∫z∫ arctan Φ 2LR( )
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The rate of absorption (units Hz) for the one-photon transition process (represents the 

absorption probability per unit of time) at resonance is given by , where 

s(n0) is the absorption cross-section (units cm2), I is the laser intensity (units Wcm-2) and  

is the laser photon energy (units J). The rate of absorption of the two-photon transition at 

resonance is given by , where s(2)(n0) is the two-photon absorption 

cross-section (units cm4s).  

For example, for a monochromatic laser intensity of 10 MW/cm2 and the atomic oxygen 

absorption profile that is Doppler broadened at 300 K, the Einstein coefficient (3.41´108 Hz 

[7]) for transition 3P2à3S1 at l0 =130.2 nm can be converted in s(1)(n0) = 1.83×10-13 cm2 that 

gives R(1) = 1.20x1012Hz. For the unresolved two-photon transition 3P2à3P2,1,0 at l0 = 225.6 

nm the (includes G(2)=2, see next section) [29] can be 

converted to s(2)(v0) = 4.84×10-46cm4s that gives R(2) = 6.24x104 Hz. Although the two-photon 

absorption is much less probable than the one-photon absorption, fluorescence signals are 

easily detectible. Monitoring fluorescence signals are preferred instead of absorption 

measurements, because is much simpler to measure a few emitted monochromatic photons in 

a weak background of radiation than a few absorbed photons from an intense laser.  Molar 

fraction sensitivities down to ppm can be easily achieved by TALIF techniques. Another key 

advantage is that fluorescence techniques provide space-resolved measurements, whereas 

absorption techniques give line-of-sight integrated signals.   
2.5 Photon statistics  

The one-photon absorption rate depends on the instantaneous intensity I(t) of the laser. The 

average absorption rate, , in the time window that is determined by the temporal 

resolution of the detection system is  and equals the rate one 

computes using a laser of a constant intensity I, where . This is true whatever the 

time distribution of the I(t).  

In case of the two-photon absorption, the rate is proportional to the instantaneous . The 

average rate in the time window of the detection system is  . 

Note that this rate can be very different than the rate , computed  when 

using a laser with constant intensity I, where . This is because . 

R(1) =σ (ν0 ) I hν( )
hν

R(2) =σ (2) (ν0 ) I hν( )2

σ (2) ω( )dω = 2.66×10−35cm4∫

R(t)

R(t) =σ (ν ) hν I(t)

I = I(t)

I(t)2

R(t) =σ (2) (ν ) hν( )2 I(t)2

R =σ (2) (ν ) hν( )2 I 2

I = I(t) I(t)2 ≥ I(t)
2
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Classical Nd:YAG or dye ns-lasers are commonly multimode with stochastic phase 

fluctuations. Therefore, the laser output leads to mode beating and intensity fluctuations, 

which are on the time scale of the reciprocal laser linewidth. For example, if the laser width is 

1 cm-1, the time scale is a few ps.  The two-photon absorption rate using ns-lasers is enhanced 

when compared to a CW single mode laser. This because the absorption during intensity 

maxima outweighs the lower absorption during intensity minima in a pulsed ns-laser. When 

one measures with a fast photodiode (response time down to hundreds of ps) and fast 

electronics (~ GHz band width), the intensity of a 10-ns laser represents the averaged value 

, in the time window of about 1 ns or less and not the instantaneous laser intensity, I(t).  

So, from measurements we can compute  as a function of time.  However, the average 

rate, , depends on the . This last term can be calculated 

by [30]: , where G(2)(0) is the second order correlation function at time 

zero, which accounts for photon statistics. This is G(2)=1 for a single-mode laser (purely 

coherent state), G(2)=2 for a chaotic multimode laser field, or higher for partially mode-locked 

lasers (G(2)³2).  For ns Nd:YAG - dye lasers where the UV light is generated by sum of 

frequencies,  this can be higher than 2 as shown in reference [31]. Thus, the sensitivity of two-

photon absorption can be significantly improved when using partially or perfectly mode-

locked lasers. Large errors will result on species density or on cross-section measurements if 

this parameter is ignored.  

The second order correlation function at time zero can be measured by splitting the laser beam 

in two parts and performing photon-coincidence or autocorrelation experiments at zero delay-

time between the two beams [30]. However, this parameter is canceled out if a calibration 

scheme using TALIF with rare gases is employed (see section 3.2). Note that photon statistics 

are also important for other multi-photon techniques, such as Resonance-Enhanced Multi-

Photon Ionization (REMPI) or Coherent Anti-Stokes Raman Spectroscopy (CARS) [31].      

2.6 Two-photon excitation line profile  

The two-photon absorption spectral cross-section can be computed as, , 

where g(n) is the value of the two-photon profile function at frequency n that is the central 

frequency of the laser,  and is the spectral integrated cross-section. The measured two-

photon absorption spectral profile, g(n), contains contributions from plasma homogeneous 

(e.g. collisional, Stark) and inhomogeneous (e.g. Doppler) broadening mechanisms and from 

I(t)

I(t)
1ns

2

R(t) =σ (2) (ν ) hν( )2 I(t)2 I(t)2

I(t)2 = G (2) (0) I(t)
2

σ (2) (ν ) =σ (2)g ν( )

σ (2)
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natural and laser broadening mechanisms. The spectral function is the normalized double 

convolution:  , where fabs and flaser are the absorption and laser 

spectral profiles and . When laser and absorption profiles are Gaussian, the 

convolution is also a Gaussian function with . In case the laser is 

spectrally much broader than the absorption feature, the Gaussian profile will have 

.  

In figures 2a and 2b, the 845-line and 835-line spectrally integrated fluorescence signals that 

were time-integrated and normalized to the laser  are plotted function of the two-

photon wavenumber for O and Xe, respectively [32]. The normalization by the  is 

performed because the laser intensity is usually not constant and changes significantly from 

pulse to pulse or on a longer timescale, depending on the laser system. As shown in figure 2a, 

the triplet structure of O atoms due to transitions 3P2 à 3P2,1,0 measured in a nanosecond air 

plasma at 1 bar is unresolved. We observe a slight asymmetry of the profile.  

  
Figure 2a:  Oxygen fluorescence function of 

two-photon wavenumber.  

Figure 2b:  Xenon fluorescence function of 

two-photon wavenumber.  

 

Despite that Xe measurements were done in a low-pressure cell at 12 torr and O in a 

nanosecond discharge at atmospheric pressure, O and Xe profiles show both a FWHM of 

about 1.7 cm-1, indicating that the laser broadening is the main mechanism. If a Gaussian 

profile is assumed (this is clearly shown by the fit of the Xe single component) then the laser 

FWHM is about 1.2 cm-1. Here g(npeak) for O and Xe being about the same. However, if we 

employ a 0.1-cm-1 laser width, as the Doppler dominated broadening at 300 K is only 0.274 

g ν( ) = fabs ⊗ flaser ⊗ flaser

g(ν )dν
line∫ = 1

FWHM = Δνabs
2 + 2Δν laser

2

FWHM = 2Δν laser

I 2 dt∫
I 2 dt∫
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cm-1, the O triplet resulted from 2p4(3P2)à3p (3P2,1,0) can be spectrally resolved. This because 

the peak positions are well separated, i.e. 88630.597 cm-1, 88631.146 cm-1 and 88631.303 cm-

1, respectively. The spectral cross-section at given n is , 

where we sum contributions of three components.  

In order to achieve the highest sensitivity, the laser is tuned at resonance and the spectral 

function is evaluated at peak (resonance). This can be computed from measurements as, 

. For the calibration purpose the measurement is 

recommended (see section 3.2). This because g(npeak) will depend on species transitions, 

experimental conditions and the laser spectral profile. When convolution profiles are 

Gaussian or Lorentzian functions, we have and , 

where  and  are the Gaussian and Lorentzian FWHM in Hz units, respectively. For 

instance, Xe profile has FWHM=1.7 cm-1, the corresponding peak value gives, 

. 

 

3. Rate equation regime 

In order to obtain the ground state density of an atomic species a kinetic model that includes 

main processes needs to be employed. When the laser electric field is relatively low and does 

not perturb atom eigen states and decoherence processes dominate (e.g. collisions, Doppler 

effect, laser stochastic phase fluctuations) the laser-atom interaction, rate equations can be 

used to describe the time evolution of population distributions. They can be employed when 

where  and  are two-photon absorption and laser spectral widths, 

respectively,  is the composite Rabi frequency and tL is the laser pulse duration (see 

section 4).  

Denoting 0, 1, 2 and i the ground state, the fluorescence lower state, the fluorescence upper 

state and the ionization state, respectively (e.g. in figure 2a, for O atom we can consider 

2p3P0, 3S0, 3p3P0 and the ionization continuum, respectively), the population kinetics can be 

described by rate equations [29], 

σ (2) (ν ) = σ (2) ′J ← 2( )′J∑ g ′J ν( )

g ν peak( ) = peak value spectral area

gG ν peak( ) ! 0.94 ΔνG gL ν peak( ) ! 0.64 / Δν L
ΔνG Δν L

gG ν peak( ) = 1.84×10−11s

γ a + γ L >>Ω
(2) (t), 1 τ L γ a γ L

Ω (2) (t)



 11 

       (1) 

where  is the two-photon absorption rate,  is the two-photon stimulated emission 

rate,  is the rate of spontaneous one-photon emission to all possible channels (the 

sum is for all k allowed transitions with Einstein coefficients A2k),  is the quenching rate, 

 is the photo-ionization rate, and  is the photo-ionization cross-section. 

In system (1) we neglect the two-photon spontaneous emission, the ionization from level 1, 

the repopulating process of the state 0 from state 1 by spontaneous emission and quenching, 

and the collisional mixing of the triplet ground state. The probability of spontaneous two-

photon emission is very small and therefore cannot compete with the spontaneous one-photon 

emission or the stimulated two-photon emission. At low laser intensity when depletion of the 

ground state is negligible (i.e. n0 is about constant), recoupling processes to the n0 level can be 

neglected. Therefore, the system (1) is sufficient to correctly describe TALIF processes. 

3.1 Non-depletion regime 

From analysis of the system (1), a negligible depletion of n0 is obtain when . The 

two-photon absorption rate is computed by . The low 

intensity regime (non-depletion or non-saturation regime) can be reached by a proper choice 

of laser characteristics: I(t), hn, tL, DnL, and G(2)(0). For instance, a typical Nd:YAG - dye 

system provides laser output characteristics such as multimode (G(2)=2), 6 ns pulse length, 

Gaussian profile with 1 cm-1 spectral width and 1 mJ energy per pulse at 225 nm. The laser 

broadening dominates in this case Doppler and collisional broadenings for a plasma at 300 K 

and 1 atm. The two-photon absorption rate for O atom with the laser tuned at peak frequency 

gives , with  from 

[29]. Using different lenses, the intensity and thus the rate, can be changed orders of 

magnitude.  For example, for a laser output of 4 mm diameter, the depletion of the ground 

state is negligible, . When a 350-mm focal lens is used, the laser waist can be 

down to 12.5 µm and saturation effects become very important at focal 

point, .  If the fluorescence is collected at 3 cm away from the focal point, 

dn0
dt

= −R02(t)n0 + R20(t)n2

dn2
dt

= R02(t)n0 − A+Q + Γ(t)+ R20(t)( )n2
dni
dt

= Γ(t)n2

R02(t) R20(t)

A = A 2kk∑

 

Q

Γ (t) =σ pi hν I(t) σ pi

 

R02tL <<1

R02(t) =σ
(2)g(ν )G (2) (0) I(t) hν( )2

R02(t) =σ
(2)gL(ν peak )G

(2) (0) I(t) hν( )2 = 9.38×10−47cm4s I(t) hν( )2 σ (2)

R02τ L ∼10
−6

R02τ L ≈ 0.8×10
3
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. Thus, at this later location we will have a negligible ground state depletion. 

When using lasers with high spectral purity, due to g(n) enhancement, the saturation is present 

even for lower pulse energies. 

 The number of fluorescence photons emitted per unit volume by time t is,  

         (2) 

where A21 is the Einstein coefficient of the measured fluorescence channel.  

For simplicity, if we consider the laser temporal profile being a squared pulse of duration tL, 

after integrating Eq (1) under the assumption of non-depletion regime, we get the 

fluorescence probability per atom as, 

    (3) 

The total number density of fluorescence atoms induced by one laser pulse can be obtained 

from (3) for any laser pulse shape as, 

  .    (4) 

Equation (4) is the literature commonly used expression for plasma diagnostics. However, this 

expression is valid if the following requirements are satisfied:  

(i) , this condition implies the negligible depletion of the ground state; the 

laser pulse is much shorter than the characteristic time of the two-photon absorption 

process ( ),  

(ii) , two-photon stimulated emission and ionization rates are much 

smaller than fluorescence and quenching rates.  

In figure 3a and 3b, examples of fluorescence measurements for atomic oxygen and xenon as 

function of  are presented [32]. Measurements were performed with a 6-ns laser for 

intensities below 200 MW/cm2 in a nanosecond pulsed discharge for O at atmospheric 

pressure and in a reference gas cell for Xe at 12 torr. The 1-mJ energy per pulse was focused 

by a 35-cm UV lens and the beam diameter at the measurement location was about 350 µm. 

The two criteria  and  are theoretically fulfilled and thus 

R02τ L ≈ 0.02

nfluorescence(t) = A21n2( ′t )d ′t
0

t

∫

nfluorescence
n0

=
A21R02

R20 + Γ +Q + A( )2
e− R20+Γ+Q+A( )τ L + R20 + Γ +Q + A( )τ L −1⎡
⎣

⎤
⎦

+
A21R02

R20 + Γ +Q + A( ) Q + A( ) 1− e
− R20+Γ+Q+A( )τ L⎡

⎣
⎤
⎦.

nfluorescence = n0
A21
Q + A

⎛
⎝⎜

⎞
⎠⎟
σ (2)g(ν )
hν( )2

G (2) (0) I 2(t)dt
0

∞

∫

τ LR02 <<1

τ L <<1 R02

R20 + Γ << A+Q

I 2(t)dt∫

τ LR02 <<1 R20 + Γ << A+Q
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measurements should be in the non-depletion regime. Indeed, this regime is shown in figures 

3a and 3b by linear dependencies of time-integrated fluorescence signals as function of laser 

time-integrated squared intensities. Note that if we compute 

for both figures, where (1) and (2) are any point pairs of 

linear fits, a value of about 2 is obtained. Therefore, Eq (4) is valid for the density calculation. 

Note that when the saturation process occurs, the slope becomes smaller than 2, whereas 

when photolytic processes are present the slope becomes larger than 2 (see 3.3 section). 

  
Figure 3a: Oxygen fluorescence function of 

time integrated I2. 

Figure 3b: Xenon fluorescence function of time 

integrated I2. 

 

3.2 Calibration using rare gases 

Equation (4) gives the time integrated number density of fluorescence atoms, which is 

proportional with the ground state number density (n0), and laser and atom properties. In 

experiments, the recorder fluorescence signal is the result of the integration of nfluorescence over 

the fluorescence collection volume and the detection solid angle. In addition, the transmission 

of the optical system and the quantum efficiency of the detector will determine the amplitude 

of the recorded signal. The fluorescence signal is given then by, 

, where hnF is the energy of fluorescence photons, D(l) 

accounts for transmission and quantum efficiency of the detector at the fluorescence 

wavelength. Here, we assumed an isotropic fluorescence and all locations from the 

fluorescence volume are collected with about the same solid angle W, which represents a 

fraction of 4p sr. 
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As for OES [33], the absolute calibration of the detection spectral response can be done using 

standard radiance lamps (e.g. tungsten), usually opaque grey bodies (i.e. spectral emissivity is 

constant) for which the absolute spectral radiance is known (units W/ nm m2 sr). However, 

space- and time-distributions of fluorescence atoms and the solid angle changes have to be 

considered when compared to a standard radiance lamp that is usually a steady state surface 

source.     

An improved calibration scheme is to employ Rayleigh or spontaneous Raman scattering 

methods [34]. Scattering measurements are performed in a reference gas cell filled with a 

known gas density (e.g. H2) for which scattering cross-sections are known. Using the same 

detection system, optical and spectral calibration parameters can be determined. However, as 

the Rayleigh or spontaneous Raman signals depends linearly on the laser intensity, while the 

TALIF signal is proportional to the square of the laser intensity and photon statistics, the 

calibration is not entirely resolved. The second order correlation function and spatial 

distributions need be evaluated.  

The most common method, which accounts for laser properties, namely spatial, spectral and 

temporal intensity profiles, and photon statistics is the employment of TALIF signals 

recorded in a reference gas cell, which is filled with known Xe or Kr gas densities 

[35],[36],[37].  For example, the calibration using Xe has the advantage of very similar two-

photon absorption and fluorescence transitions compared to O atom (see figure 1). The same 

laser set-up with a small wavelength tuning can scan both species and therefore the same 

spectral, temporal and spatial profile, and photon statistics of the laser can be considered. The 

fluorescence signal being spectrally close, the detector sensitivity is usually about the same. In 

this case the oxygen density in the ground state (e.g. the 3P2 state) is given by, 

      (5) 

where the time- and spectral-integrated fluorescence signals (SF) are measured at the 

resonance wavelength (at peak) for the two-photon transitions and are normalized to . 

Eq (5) should include the ratio of D terms and photon energies if fluorescence signals and 

two-photon absorptions are at very different wavelengths.  

We should note that the radical density obtained based on Eq (5), requires knowledge of the 

quenching (see section 3.4) and of the spectroscopic data, which are given in spectroscopic 

nO =

A21
A+Q

⎛
⎝⎜

⎞
⎠⎟ Xe

A21
A+Q

⎛
⎝⎜

⎞
⎠⎟ O

σ (2)
Xe

σ (2)
O

g(ν peak )Xe
g(ν peak )O

SFO (ν peak )
SFXe (ν peak )

nXe

I 2 dt∫
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databases and journals. However, in particular for radicals, two-photon absorption cross-

sections are sparsely found in the literature. The cross-section measurement requires 

knowledge of the radical density, which is done by other techniques, such as chemical 

titrations in gas flow systems [35] or using quench-based methods [18].     

3.3. Photolytic effects 

Photolytic phenomena are observed in TALIF experiments performed using ns-lasers 

[25][38][39]. For example, in oxygen containing plasmas, photodissociation of ozone or 

molecular oxygen due to the laser intensity at 225 nm, may occur at important rates. The 

photon energy, i.e. 5.5 eV, exceeds the bond energies and the photodissociation of O2 and O3 

occurs via Herzberg continuum and Hartley bands, respectively [40]. Atomic hydrogen 

detection by TALIF suffers as well from photolytic interferences [38]. H atoms are 

additionally produced by photodissociation of hydrocarbons or water vapors by a UV beam at 

205 nm, which is typically employed for H-TALIF. Nitrogen molecules cannot be photo-

dissociated by 210 nm or 206 nm UV beams that are usually used for N-TALIF. However, 

other plasma molecular components containing nitrogen (e.g. ammonia) may induce 

photolytic effects. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

In figure 4 simulations of the fluorescence probability function of the laser intensity were 

made for O-TALIF. The beam diameter is calculated assuming a uniform beam of a 10-ns 

 
Figure 4. Fluorescence probability function of 

laser intensity for: no photolysis (full squares), 

dashed line (Eq 4), photolysis of O2 (circles), 

photolysis of O3 (empty squares) and O3(t) 

(stars). 
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laser with 2 mJ energy per pulse. The laser width is considered 0.1 cm-1 for absorption rate 

calculations and the quenching frequency is assumed 1010Hz. The spectroscopic data were 

taken from [7],[34]. In case of the negligible photolysis, the fluorescence probability was 

computed using Eq (1) (full squares) and Eq (4) (dashed line). The two curves are in excellent 

agreement below 300 MWcm-2. At higher intensities the saturation occurs (significant 

depletion of ground state) and Eq (4) overestimates the fluorescence probability. In case of the 

molar ratio [O]/[O2]= 10-6, the fluorescence probability was calculated by adding the O 

production term in Eq (1), with  taken from [40]. The 

fluorescence probability is represented with circles. These simulations were performed using 

O2 density constant during the photolytic time (i.e. tL).  This assumption is easily justified by 

computing the photo-dissociated fraction of O2, which is negligible for a 10-ns pulse and for 

the entire range of intensities shown here ( ).   

Note that in the non-depletion regime (I < 300 MWcm-2), the fluorescence signal scales with 

the intensity at powers larger than two. For comparison, the dashed line corresponds to a 

slope of 2. In case of saturation regime (I > 300 MWcm-2), where the slope should be 

normally less than two (as shown by full squares), the photolytic phenomenon increases the 

fluorescence power dependence and can compensate the slope decrease due to the power 

saturation. For example, if measurements are performed for intensities from 400 MW cm-2 to 

1 GWcm-2 the slope will be about 2, i.e. the same as for dashed line, which falsely justify the 

non-depletion regime. The use of Eq (4) in this case overestimates the O density in plasma by 

more than one order of magnitude. However, for large atomic density, e.g. when O represents 

0.1 % of O2 or more, the photolytic effect will be negligible for laser intensities considered 

here.  

Simulations were performed also for the photolysis of O3 that was consider at the same initial 

density as atomic oxygen. Because a constant O3 is not justified for all intensities, calculations 

were performed for the time-depend O3(t) (stars), by adding a specific O3 differential equation 

in Eq (1) and for the constant O3 during the photolytic time (empty squares), by adding the O 

production term  in Eq (1). The photolytic cross-section was taken as 

, with a yield of 0.15 % for O(3P) at room temperature plasmas [41]. The 

first case is when the plasma ozone production does not compensate the O3 photodissociation 

process during . The second case represents a plasma which maintains the ozone density 

during the laser pulse because of very high production rates. As shown in figure 4, the 

2σ O2

ph I hν( ) O2⎡⎣ ⎤⎦ σ O2

ph = 3×10−24cm2

RO2
Phτ L <<1

σ O3

ph I hν( ) O3⎡⎣ ⎤⎦

σ O3

ph = 3.2×10−18cm2

τ L
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fluorescence probability is largely enhanced at high intensities, in particular when plasma 

maintains a constant ozone density. Note that, the photolytic effect will be even larger when 

O3 is present in larger quantities than O.  

Thus, for examples given here the atomic oxygen density is considerably overestimated if 

these processes are not considered.  However, the photolysis phenomena can be avoided. A 

photolytic process will not impact the fluorescence signal if the number of new created atoms 

during the laser pulse is negligible compared to the initial number of atoms. For instance, in 

case of O-TALIF when studying plasmas containing molecular oxygen, the criterion 

 should be proven, otherwise the oxygen TALIF signal will be 

partially produced by the photodissociation of the ozone followed by the two-photon 

excitation.  

We should note also that O(3P) produced by photolysis of O2 have about 0.15 eV (e.g. 1300 

K) translational energy. In case they are produced in quantities comparable or larger than the 

O density in plasma, the two-photon absorption profile will be enlarged due to the Doppler 

effect. At low pressures (e.g. 1 mbar) this hot population is not thermalized during the 

fluorescence acquisition time. As the photolysis fragments fly in opposite directions with 

velocity distributions on the Newton’s sphere [42], the Doppler effect induces a larger 

broadening of the two-photon absorption profile. Consequently, we expect a profile with 

FWHM larger than 0.274 cm-1, which corresponds to Doppler broadening at 300 K. However, 

at atmospheric pressure thermalization happens in time scale below 1 ns. Therefore, the 

broadening effect will be reduced, in particular if the density of O hot atoms is much less than 

the total species density. In case of the ozone photodissociation the translation energy 

available for O(3P) is even larger, so the Doppler enhanced broadening is also expected. 

3.4 Quenching at atmospheric and high pressures  

i) case of non-depletion regime  

In case of the non-depletion regime, the collisional quenching of excited states at atmospheric 

and high pressures induces a couple of effects. The fluorescence amplitude decreases, is 

shorter in time and the two-photon absorption rate may decrease (g(n) decreases) because of a 

significant collisional broadening. However, even if the fluorescence probability decreases, 

the fluorescence signal may be detectable because of large ground state densities in high-

pressure plasmas.  

The quenching rate depends on the density, the relative speed and the nature of the particle 

colliding with the atom in the excited state. Measurements of the quenching rate at low 

2σ O2

ph I hν( )τ L nO2 nO( ) <<1



 18 

pressure (below 100 mbar) are usually done using Stern-Volmer plots [35][36]. The 

fluorescence decay is measured using ns-pulsed lasers with time-resolved detection. The 

measured decay time is given then by, . In the limit of very low pressure, 

the measured decay time equals the radiative lifetime, . The quenching rate is 

given by, , where kp (cm3/s) and np (cm-3) are the collider quenching coefficient 

and density, respectively. Note that the quenching may be also a three-body collision process, 

particularly in high pressure environments [23][24]. The total quenching rate is then 

calculated by adding k3p (np)2 terms, where k3p (cm6/s) is the three-body quenching coefficient. 

An example of the fluorescence decay measurement is shown in figure 5. The fluorescence of 

Xe atoms (transition at 835 nm) is measured in a gas cell at 12 torr. According to NIST [7], 

the radiative lifetime of the Xe excited state 5p5(2P1/2)6p 2[3/2]2 (89162.4 cm-1) is trad = 23 ns, 

whereas the measured lifetime from the single exponential decay shown in figure 5 is tm = 5 

ns. Thus, there is a significant quenching for the cell experiment. This gives a quenching 

coefficient for Xe of about 4 x10-10cm3/s, which is in good agreement with the literature [37].  

  
Figure 5: Time evolution of Xe fluorescence 

line at 835 nm. 

Figure 6: Xe fluorescence spectrum: 835 nm 

direct pumping; 828 nm pumping by quenching. 

 

In figure 6 the Xe fluorescence spectrum in the range 820 nm to 850 nm is shown. We remark 

that beside the line at 835 nm a second fluorescence line appears at 828 nm. The upper state 

(5p5(2P3/2)6p 2[1/2]0) of this transition is at 80119 cm-1. However, the two-photon absorption 

pumps only the level 5p5(2P1/2)6p 2[3/2]2 at 89162 cm-1. Thus, the presence of 828 nm 

fluorescence line is an example of quenching channels of the Xe 5p5(2P1/2)6p 2[3/2]2 state. Due 
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to collisions the population transfer occurs, and the quenching induced fluorescence is 

generated.  

The quenching rate for each channel can be obtained if species densities of each channel are 

measured. However, for the purpose of non-saturated TALIF diagnostics only the total 

quenching rate is necessary.  

In figure 7 the relative fluorescence signal is simulated considering as excitation a laser pulse 

with a Gaussian temporal profile of 6-ns FWHM.  Calculations were done using Eq (4) and 

assuming total quenching rates of 107, 108, 109 and 1010 Hz. The fluorescence amplitude and 

duration decrease with the increase of the quenching rate. We note that for Hz the 

fluorescence profile has the same width as the I2(t) profile.  Therefore, in this situation the 

quenching rate cannot be obtained from the measured decay even if the electronics provide a 

better temporal resolution.  

  
Figure 7: Simulated fluorescence signals 

function of time for different quenching rates 

(down). Gaussian I2 function of time (up). 

Figure 8: Normalized measured O fluorescence 

intensity function of time together with 

normalized laser I2(t). 

 

An example performed in air plasma at atmospheric pressure is shown in figure 8. The atomic 

oxygen fluorescence measured by TALIF is plotted function of time together with the laser 

I2(t). The fluorescence and laser profiles exhibit a FWHM of about 4 ns.  From this 

measurement we can conclude that the quenching rate is higher than 109 Hz. Indeed if we 

consider quenching coefficients of the O (3p[3PJ]) excited state (e.g. kN2=5.9´10-10cm3s-1, 

kO2=9.3´10-10cm3s-1, kAr=2.5´10-11cm3s-1 at 300 K [37]) for the dry air composition (21% O2; 

78%N2; 1% Ar), quenching rates of 1.6´1010Hz for 300 K and of 8.7´109Hz at 1000 K are 

obtained. The coefficients for 1000 K were scaled with the square root of the temperature, 
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since the relative velocity between the oxygen atom and the quencher is given by 

.  

In plasmas and in reactive media in general, the nature, the density and the temperature of 

colliders can be time- and space-dependent. Therefore, to convert fluorescence signals to 

absolute or relative densities, knowledge of the quenching rate is needed with temporal and 

spatial resolutions.  

In order to directly measure quenching rates in high pressure discharges, we need to be able to 

distinguish excitation and quenching processes.  The characteristic time of the quenching 

being usually higher than 100 ps, the excitation using ps or fs lasers is then required [43][44]. 

The fluorescence signals need to be measured using ultrafast detection such as streak cameras 

or by pump-probe spectroscopic techniques. Another solution is to perform TALIF in high 

intensity regimes where the quenching dependence may become negligible (see section 4). 

ii) case of significant depletion  

In figure 9 we represent the processes one should consider if experiments are done at high 

pressures and if we have a significant depletion of the ground state (e.g. R02tL ~1). As the 

depletion increases, a significant population will return on the ground state (2p4(3P2), 0 cm-1) 

from the 3p(3PJ) excited state by three parallel processes, i.e. the two-photon stimulated 

emission, the two-step spontaneous emission and quenching. The two-photon spontaneous 

emission is also present but at a frequency many orders of magnitude less than other 

processes. In addition, population transfers from levels 2p4(3P1) (159 cm-1) and 2p4(3P0) (227 

cm-1) will arrive on the ground state 2p4(3P2) (0 cm-1). 

Besides the levels shown in figure 9, oxygen atom has three intermediate lower levels: 3s(5S2) 

at 73768 cm-1, which is coupled radiatively to 3p(5P) by the transition at 777 nm, and to the 

ground states 2p4(3PJ), metastables 2p4(1S) at 33793 cm-1 and 2p4(1D) at 15868 cm-1, 

respectively.  The quenching rates are large for transitions that are radiatively allowed. Thus, 

the excited states 3p(3PJ) are expected to be efficiently quenched towards 3s(3S1) (Einstein 

coefficient ~ 107 Hz), and this level, in a second step, towards the ground state (Einstein 

coefficient ~ 108 Hz). The quenching rates towards 3p(5P), 3s(5S), 2p4(1S), 2p4(1D) are less 

important, because it requires the spin change. Dagdigian et al. [45] found that the quenching 

channel 3p(3P)à3p(5P), which requires the spin change, compared to the total quenching of 

3p(3P) represented 8% and 3%, for O2 and N2 collisional species, respectively. Thus, one 

expects a strong coupling of the excited state 3p(3P) to the ground state by quenching via the 

intermediate state 3s(3S). In addition, quenching frequencies could be enhanced by the 

vr = 8kT πµ( )0.5
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presence of humidity, high densities of radicals and charge species, or pressure increase due 

to adiabatic heating [46]. We should note that in a molecular gas the quenching highest value 

will be limited by the heavy particle collision frequency, which can be computed from the 

heavy particles mean free path and their thermal speeds. In plasma with high degree of 

ionization, charge collisions may change this limit.  

 

As discussed above, for a plasma at room temperature at 1 bar containing oxygen, nitrogen or 

air, the quenching frequency of the 3p(3P) excited states due to O2 or N2 can reach 1010 Hz.  

Assuming quenching frequencies up to the order of 1010 Hz is realistic for plasmas in gases 

from low pressure to atmospheric or slightly higher pressures, for channels 3p(3P)à3s(3S°) 

and 3s(3S°)à2p4(3P2,1,0) and for collisional frequencies of population transfers between the 

ground state triplet components 2p4(3P2,1,0).  

The system of equation to be solve should contain at least the following equations:  

 

  

J = 2 :
dn02
dt

= −R(02)2(t)n02 + R2(02) (t)n2 − n02(q20 + q21)+ n01q12 + n00q02 + n1 A1(02) +Q1(02)( )

J = 1:
dn01
dt

= −n01(q10 + q12 )+ n02q21 + n00q01 + n1 A1(01) +Q1(01)( )

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 9. O levels and processes: collisional 

processes (dashed arrows), spontaneous 

emissions (red arrows), stimulated 

emissions (blue arrows), two-photon 

absorption and ionization (black arrows). 

Figure 10. Fluorescence probability calculated 

function of intensity: no depletion (line), 3-

level model (squares) and 6-level model 

(circles). Beam diameter is computed for 2 mJ 

energy per pulse. 

106 107 108 109
10-8

10-7

10-6

10-5

10-4

10-3

10-2

10-1

100
5 1 0.1

 

Fl
uo

re
sc

en
ce

 p
ro

ba
bi

lit
y

Intensity (W/cm2)

 equation 4
 3-L model
 6-L model

Beam diameter (mm)

I2

 cm-1 

 
109837 
 

227 
159 
0 
 

88631 
 

 3P 
 

3P 
 

3S 

 

O+  
 

 5P 
 

76795 
 

86626 
 



 22 

  

 

 

  

where n02, n01, and n00 are the populations of ground states J=2, J=1 and J=0, respectively.  

The stimulated one-photon emission at 845 nm may be included in the system. This 

phenomenon was observed, for instance, in references [14][47][48]. For quantitative 

description of TALISE signals the stimulated process need to be added in Eq (6). However, 

this process happens only in the beam direction (i.e. under a very small solid angle) and as 

shown in [49], it is less important than the spontaneous fluorescence which initiates the 

phenomenon.  

The system (6) was solved considering quenching frequencies Q21=105, 108, 109 and 1010 Hz, 

Q1(00)+Q1(01)+Q1(02)=105, 108, 109 and 1010Hz, respectively. Ground state collisional 

frequencies of population transfers, qxy, were also considered on the order of 105, 108, 109 and 

1010 Hz, respectively and their weights were chosen to obtain the Boltzmann asymptotic 

distribution at 300 K in case the laser perturbation is removed (namely, fractions 

0.742:0.208:0.05). Ionization cross-sections were assumed the same, the laser second order 

correlation function G2)(0) = 2 and the pulse duration = 10 ns. The two-photon spectral 

profile function was considered as the double convolution of the laser profile and the 

absorption profile determined by the Doppler broadening at 300 K. Note that the beam 

diameter on the top axis in figures 4, 10, 11 and 12 is computed assuming a uniform laser 

intensity with energy per pulse of 2 mJ. This axis should be ignored in case of lasers with 

different pulse energies. 

In figure 10, the fluorescence probability was calculated for quenching and collisional rates of 

1010Hz, assuming laser FWHM=0.1 cm-1, function of laser intensity for non-depletion regime 

(Eq 4), 3-level (Eq 1) and 6-level (Eq 6) models. We note that below intensities of about 300 

MW/cm2, models and Eq 4 give identical results.  Differences are large at higher intensities 

when the depletion of ground state (n02) becomes important. In case of the 6-level model the 

slope remains the same even for higher fluxes. This because the quenching coupling processes 

return significant populations into the ground state. The fluorescence signal continues to 

J = 0 :
dn00
dt

= −n00(q01 + q02 )+ n02q20 + n01q10 + n1 A1(00) +Q1(00)( ) (6)

dn1
dt

= n2 A21 +Q21( )− n1 A1(01) +Q1(01) + A1(00) +Q1(00) + A1(02) +Q1(02) +Γ 1i(t)( )
dn2
dt

= R(02)2(t)n0 − A21 +Q21 +Γ 2i(t)+ R2(02) (t)( )n2
dni
dt

= Γ 2i(t)n2 +Γ 1i(t)n1

τ L
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increase and saturates at laser intensities higher than about 800 MW/cm2. Note that solutions 

from 3-level and 6-level models are expected to be identical when the ionization rate becomes 

much larger than the quenching and collisional rates. This can happen for intensities 

significantly higher than 1 GW/cm2. However, the validity of rate equations is questionable at 

very high intensities (see section 4), therefore these simulations were performed below about 

2.5 GW/cm2. 

In figure 11 the fluorescence probability was calculated using the 6-level model for quenching 

and collisional rates of 108, 109, 1010 Hz and 105Hz, function of laser intensity and assuming 

the laser FWHM = 0.1 cm-1. The last value corresponds to negligible quenching (i.e. Q << A, 

« Q < 106). The lines represent the fluorescence probability per atom calculated using Eq (4), 

which supposes the non-depletion (non-saturation) regime.  At low laser intensities in the 

non-depletion regime, the fluorescence probability per atom can be more than two orders of 

magnitude higher in case of low-pressure plasmas (negligible quenching) compared to 

atmospheric pressure plasmas.  This difference is reduced in the saturation regime to a factor 

2 at 2.5 GWcm-2.  

As shown, for instance in [50], for 1-photon induced fluorescence (LIF), the fluorescence 

signals are less dependent on the quenching rate at high laser intensity. In case of TALIF, this 

happens because the number of two-photon absorption processes become comparable with the 

  
Figure 11. Fluorescence probability calculated 

function of intensity using the 6-level model 

for Q=1010 Hz (stars), Q=109 Hz (full circles), 

Q=108Hz (squares), Q<106 Hz (open circles) 

and corresponding values using Eq 4 (lines).  

Figure 12. Ratio of fluorescence probabilities 

calculated using Eq 4 and 6-level model 

function of laser intensity for quenching 

frequencies from figure 11. Beam diameter is 

computed for 2 mJ energy per pulse. 
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number of two-photon stimulated emission that refill the ground state, with rates higher than 

the quenching rate. Therefore, the excited state density becomes comparable with the ground 

state density. For intensities higher than 1 GWcm-2 the TALIF technique becomes less 

sensitive to quenching and may be used to determine the density of atoms in the ground state 

in high pressure plasmas [51], where Q is expected to change spatially and temporally in the 

range of 109 Hz to 1010 Hz. However, this method will not benefit of the precision of a 

spectroscopic technique but will be tributary to uncertainties of all collisional rates. In 

addition, because laser beams have usually Gaussian radial profiles, this results in a non-

uniform saturation over the beam cross-section that worsen also the TALIF accuracy. 

Moreover, as the validity of rate equations is questionable for I > 1GWcm-2, uncertainties 

larger than a factor two are expected.  Note that for O atoms the TALIF precision is limited in 

the non-depletion regime by:  ± 30% for ,  ± 10% for A, to which we should add about ± 

10% for Q, when this is directly measured from the decay time of the excited state.  

In figure 12 the ratio of the fluorescence probability computed with Eq (4) and 6-level model 

is plotted for the same conditions as in figure 11. We can see that Eq (4) overestimates the 

fluorescence probability (so, the density of the ground state species) when the laser intensity 

is high.  In particular for low pressure plasma (negligible quenching case), one should employ 

lasers with intensities below 20 MWcm-2. Otherwise the density obtained using Eq (4) can be 

overestimated from percentage to orders of magnitude (e.g. a factor 10 at 500 MW/cm2). In 

case of high collisional plasmas, e.g. Q=1010Hz, Eq (4) works correctly for intensities up to 

300 MWcm-2.  

In figure 13 the fluorescence probability was calculated for quenching and collisional rates of 

1010 Hz, function of the laser intensity and assuming the laser FWHM = 0.1 cm-1, 1 cm-1, and 

2 cm-1. As expected, the fluorescence probability is smaller for spectrally broader lasers and 

converges at high intensities when depletion is significant. The fluorescence probability 

converges to about the same values for I > 1GW/cm2. This because when the laser intensity 

exceeds a certain value, the two-photon rates dominate the coupling between ground and 

excited states, the ratio of their populations becomes constant and equal to the ratio of their 

statistical weights.  This ratio remains constant if we continue to increase the laser intensity. 

Note that ionization rates are independent on the laser width (bound-free transition). 

Consequently, the fluorescence probability may become independent of the spectral laser 

width for intensities significantly higher than 1GW/cm2. 

 

σ (2)
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In the next section the density-matrix model is employed in order to describe the interaction 

of O atoms with very high laser fields (I > 1GW/cm2). 
 

4. Density-matrix regime 

When a ns-laser is strongly focused (e.g. beam diameter ~ 10 µm) the instantaneous intensity 

I(t), can reach more than 100 GW/cm2 even for lasers with energy of 1 mJ per pulse. In this 

case the main loss channel of the excited state is the ionization channel. This because the rate 

of this process largely overpasses the quenching rate. Beside the saturation regime that is 

rapidly reached, the time-dependent Stark shifts of eigen states are important. As result, the 

transition energy is detuned, and the two-photon absorption probability is changed. In 

addition, coherent excitation processes become important and lead to Rabi oscillations. The 

probability density of populations in ground and excited states oscillates in time. Therefore, 

the time-resolved fluorescence signal oscillates as well. In this regime the dynamics of the 

system is described by density-matrix equations [28]. 

Most of the TALIF plasma diagnostic experiments use ns-pulsed linear polarized lasers that 

are generally multimode with stochastic phase fluctuation.  The decoherence processes such 

as quenching, Doppler effect and the random phase fluctuation of laser modes will destroy 

Rabi oscillations [28][52][53]. In this case population dynamics can be described by the set of 

rate equations with time dependent rates. However, even for large quenching rates at 

atmospheric pressure, the Rabi regime is reached by focusing the ns-lasers with short optics.  

  
Figure 13. Fluorescence probability calculated 

function of intensity for laser width 0.1 cm-1 

(squares), 1 cm-1 (stars) and 2 cm-1 (circles). 
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The commercial ns-lasers are linear polarized and have typical spectral width between 

0.1 to a few cm-1. The energy separation of the fine structure of O in the ground state 

(3PJ=2,1,0 at energies 0 cm-1 (J=2), 159 cm-1 (J=1), and 227 cm-1 (J=0)) is outside of the laser 

width. So, only one of the ground state components is excited. The energy separation of the 

fine structure of upper state (3Pj=2,1,0) is less than 1 cm-1 (J=1: 88630.587 cm-1, J=2: 88631.146 

cm-1, J=0: 88631.303 cm-1; see NIST [7]), therefore this is often unresolved as shown in 

figure 2a, and different components are simultaneously excited. However, using a linear 

polarized laser only transitions for DMJ=0 can be excited. Transitions from a given MJ0 will 

form an independent channel for the two-photon absorption. For each MJ0 channel the density 

matrix equation system needs to be solved. Starting from the ground state J0=2 we have to 

solve five systems of equations for transitions from MJ0=0,±1,±2 . Due to the section rules the 

maximum number of the intermediate states for one channel of 2p4(3P2)® 2p3 (n=3)(3P0,1,2) 

are two.  

Using the results published by Dixit et al. [54], the density-matrix equations governing the 

four-level system can be adapted to our three-level system (ground plus two intermediate 

eigen states) in which we can add loss of the population and coherence by the collisional 

quenching at atmospheric pressures: 

       (7a) 

    (7b) 

    (7c) 

   (7d) 

  (7e) 

(7f) 

Where W01 and W02 represents the Rabi frequencies from the ground state to the resonant 

state, gN and gQ are the natural and the quenching width and are considered the same for the 

intermediate states. G1 and G2 are the ionization width out of the resonant states. D1 and D2 are 

the detunings of the two-photons from the Stark shifted energy difference between the ground 
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and the resonant states: . Si represents the time-dependent 

Stark shift of the state ½i ñ, wi=0,1,2 represents the energy of the state½i ñ,  wL represents laser 

frequency,  and . W12 and W21 are equal and describe the interference 

between the ionization channels. For example, in case of the channel MJ0=0, intermediate 

state J=0 and for intensity I = 1 GWcm-2, with data from [54] we compute W01=1.86 Hz W-

1cm2 x I = 1.86 GHz, G1 = 0.471 Hz W-1cm2 x I =0.471 GHz and S1= 6.51 Hz W-1cm2 x I= 

6.51 GHz, for Rabi, ionization and Stark frequencies, respectively.   

The diagonal terms of the density-matrix (i.e. r00, r11 and r22) are the density probability of 

populations in the ground and resonant excited states. The off-diagonal terms (i.e. r10, r20 and 

r12) are the so-called coherences. The excited state probability is calculated for each ½J0,MJ0ñ 

channel (based on the time evolution of the r11 and r22) and is then averaged over the initial 

MJ0 levels.   

Even at atmospheric pressure, the quenching width is relatively small compared to the laser 

width of the commercially available lasers. Therefore, the effect of the laser width on the 

excitation probability needs to be considered. If the laser line shape arises from stochastic 

phase fluctuation and its spectrum is a Lorentzian with FWHM gL, it can be introduced in 7d 

and 7e equations as terms of , where the spectral cutoff b >> gL [55]. This 

term participates in the coherence decay and will contribute to the so-called transverse 

relaxation time. 

In figure 14 a, b simulations of the excited state probability were carried out using the rate 

equations (1) and the matrix-density equations (7), for an applied constant laser pulse of 10-ns 

and for different laser intensities. For simplicity, the laser was considered in both cases 

Lorentzian. The two-photon absorption spectral profile was considered dominated by the laser 

broadening, with FWHM equal to 1 cm-1, G(2)(0)=1, the quenching rate Q=1010Hz and 

b=10´gL. In both simulations the probability was calculated considering a unresolved fine 

structure of the upper level.  

A first interesting result is the near identical time evolution of the excited state population 

probability (differences below 5%) obtained by rate equations and by density matrix 

equations for intensity at 100 MWcm-2. At 1 GWcm-2 the saturation effects are shown by the 

decay of the excited state probability, the difference is below 30 %. For simulations at 10 

GWcm-2 and 100 GWcm-2 the Stark detuning and the coherent excitation are very important. 

For these intensities the rate equations are obviously not valid. Probabilities are significantly 

 

D1,2 = 2w L - (w1,2 -w 0) - (S1,2 - S0)

 

w12 =w1 -w 2

 

S12 = S1 - S2

γ L β 2 Δ1,2
2 + β 2( )
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different and Rabi oscillations can be clearly observed at 100 GWcm-2 for the time window of 

about 100 ps. 

Excited state probability 

 

Excited state probability 

 

  

  

 
                              time (ns) 

 
                               time (ns) 

Figure 14a. Excited state probability 

function of time using rate equations. 

Figure 14b. Excited state probability 

function of time using density-matrix 

equations. 

As discussed by Eagels et al. [53] the density matrix equations reduce to a set of rate 

equations when the , where gL is the laser width, ga is the width of the 

resonant excited state, which includes the natural, the Doppler and collisional widths, W(2)(t) 

is the composite Rabi frequency and is the laser pulse length. 
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Indeed at 100 MWcm-2 the composite Rabi frequency for O computed using data from [54] 

gives an averaged value of W(2) ~ 5x1010Hz for the five independent channels. The reciprocal 

laser pulse width is 1/tL ~ 108Hz. Both values are much smaller than the laser width, i.e. 

~2x1011Hz.  

The fluorescence probability is proportional with the time integral of the excited state 

probability. This is computed by Eq (2). From figure 14 b the highest fluorescence probability 

for 10 ns laser pulse (fluorescence ~ area under the curve), is obtained for the curve at 10 

GWcm-2. This optimum occurs because at even higher intensities the population of the 

coupled ground and excited states are significantly lost by ionization processes. 

Note that the validity of rate equations for intensities up to 1 GWcm-2 (as shown in above 

simulations) is restricted to lower intensities, when spectrally narrower ns-laser are employed 

(e.g. 0.1 cm-1) or in case of partially mode-locked lasers (e.g. ).     

Another interesting question to address with density matrix equations is the probability of the 

excited state as a function of the quenching rate for different laser intensities. In figure 15 a, b 

simulations were performed for negligible quenching (i.e. Q = 105) and for Q=1010 Hz, which 

can be reached in atmospheric or high-pressure plasmas.  At 1 GWcm-2 for negligible 

quenching, the fluorescence probability for the 10 ns laser pulse (which is proportional to area 

under the curve) is more than one order of magnitude higher. This difference reduces within a 

factor 4 at 10 GWcm-2.  Whereas for 100 GWcm-2 near identical evolutions of the excited 

state is shown and the fluorescence probability ratio gives 

. The ionization rate ( ) is 

significantly larger than the quenching rate ( ). Thus, the O-TALIF is practically a 

quench-free technique when the laser intensity reaches 100 GWcm-2. The fluorescence 

probabilities during the laser pulse, i.e. , for Q: 105, 109 and 1010 Hz are in 

ratios of 1 : 0.95 : 0.66, respectively. Thus, for I ~ 100 GWcm-2 in atmospheric pressure 

plasmas, for the typical spatial and temporal changes of Q (i.e. 109 Hz to 1010 Hz), the TALIF 

detection becomes nearly unaffected by quenching processes.  

Errors due to quenching are here comparable with the spectroscopic errors (< 40 %). Note that 

the fluorescence computed after the laser pulse, i.e. , for quenching rates 109Hz 

and 1010Hz is negligible (less than 3%) compared to the fluorescence probability computed 

for 10 ns duration. We should note also that for a narrower laser (e.g. 0.1 cm-1 at 100 GWcm-

G (2) (0) > 2

A21n2(t)dt0

10ns

∫( )
Q=1010

A21n2(t)dt0

10ns

∫( )
Q<106

= 0.66 Γ ≈ 6×1010Hz

Q = 1010Hz

A21n2(t)dt0
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∫
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2) fluorescence probabilities will converge even better to the same value. Thus, large 

quenching variations in high pressure plasmas will not change fluorescence signals, and 

therefore TALIF technique becomes a quench-free oxygen detection method.    

This is an important result particularly for non-uniform transient plasmas at atmospheric or 

high pressures, where quenching can vary drastically in time and space due to changes of the 

temperature and the nature of colliders. Note that TALIF employed in the non-depletion 

regime would require a large number of experiments for the quenching characterization, 

which is not needed in this high intensity regime.  

 

For further developments of the quench-free ns-TALIF technique, experimental results at I ~ 

100 GWcm-2 should be compared with density-matrix calculations. Careful analysis should be 

conducted, as the plasma perturbation is additionally enhanced by photon processes (e.g. 

Excited state probability 
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Figure 15a. Excited state probability 

function of time for negligible quenching. 

Figure 15b. Excited state probability 

function of time for Q=1010Hz. 
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photolysis, photoionization, photodetachment). A direct comparison may be performed in 

case of uniform beams (e.g. shaped using spatial filters) and by ensuring a negligible effect on 

TALIF signals due to photodissociation and photoelectron induced processes (e.g. ensure the 

electron quenching rate below 1010 Hz).  

Finally, it should be noted that in case of a Gaussian beam, averaging over the spatial 

variation of the laser intensity and the volume would smooth out partially the probability 

oscillations and will cause the averaged probability to increase slightly beyond the saturation 

intensity. 

 

5. TALIF plasma diagnostic recommendations  

5.1. Two-photon cross-sections for radicals: O, N and H  

Regarding the oxygen atom detection, the two-photon absorption transition used by the 

plasma diagnostic community [35][36][37] is at 225.58 nm (3P2à3P2,1,0). Its cross-section was 

theoretically determined in references [56][57][58][54] and experimentally measured in the 

reference [29].  All theoretical cross-sections were found in excellent agreement (i.e. 1.32, 

1.09, 1.03, 1.20 x 10-35cm4) with the experimental value (i.e. ), within the 

experimental error ± 30%.  

Concerning the nitrogen atom, a two-photon transition frequently used by plasma community 

[36] is at 206.65 nm (4S°3/2 à4S°3/2). The theoretical paper of K. Omidvar [57] published in 

1984, gives 1.37 x 10-36 cm4 for its cross-section. Another two-photon transition also often 

employed to probe N atoms is at 210.72 nm (4S°3/2 à4D°7/2). Bischel et al. [59] measured the 

ratio of this transition to O transition at 225.58 nm (3P2à3P2,1,0) to be 0.5 (±0.125).  This is 

found in excellent agreement with the theoretical ratio of 0.49 given in reference [57]. We 

should note also that for O transition at 225.58 nm (3P2à3P2,1,0), K. Omidvar obtained 

1.09x10-35 cm4, which is in very good agreement with the experimental work of Bamford et 

al. [29] published later in 1986. 

The two-photon transition used usually by plasma community to probe H atoms [36] is at 

205.08 nm (1s 2S1/2 à3d 2D3/2,5/2). In 1971, Gontier et al. [60] and in 1986, Tung et al. [61], 

obtained the same theoretically value for this transition, namely 1.77x10-35 cm4. There is also 

a second two-photon transition channel (1s 2S1/2 à3s 2S1/2) which is excited at very close 

wavelength. However, the two-photon cross-section is much smaller and Einstein coefficients 

for fluorescence channels starting from 3s 2S1/2 are also much smaller than those from 3d 
4D3/2,5/2. Because the ratio of fluorescence intensities induced by the two channels is about 

1.33×10−35cm4
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77.5 (a factor 7.56 from the ratio of cross-sections [60], [61] and about ten from the ratio of 

Einstein coefficients [7]), we can practically neglect the second channel contribution. In 2000, 

an experimental value was obtained by Bickel et al. [62] for the transition at 243.13 nm 

(1s2S1/2 à2s2S1/2). Their converted cross-section gives 1.4(±0.4) x 10-35 cm4. The 

corresponding theoretical value from [60] and [61] is 2.25 x 10-35 cm4. This is again a good 

agreement if one considers experimental uncertainties and the assumption the authors made 

on their laser photon statistics.  

In table 1, the key spectroscopic properties for the two-photon transitions for O, N and H 

detection are given. The two-photon cross-sections taken from literature were converted to 

integrated values using   (units cm4, w is angular frequency). They are 

appropriate for absorptions performed using one laser beam which is linear polarized. 

Transition wavelengths (in air) and Einstein coefficients are taken from NIST [7]. Spectral 

two-photon cross-sections are calculated for the laser tuned at the absorption peak and 

assuming the Doppler broadening at 300 K and the Gaussian laser with FWHM of 0.1 cm-1 

(s (2)(n)*) and 1 cm-1 (s (2)(n)**).  

species O  N  N H 

excited state 3p[3P2,1,0] 3p[4D°7/2] 3p[4S°3/2] 3d[2D3/2,5/2] 

two-photon (nm) 225.58 210.72 206.65 205.08 

s (2) (cm4) 1.33(0.4) x 10-35 [29] 5.3 x 10-36 [57] 1.37 x 10-36 [57] 1.77 x 10-35 [61] 

s (2)(n)* (cm4s) 1.63 x 10-46 7.66 x 10-47 1.95 x 10-47 7.26 x 10-47 

s (2)(n)** (cm4s) 4.6 x 10-47 1.82 x 10-47 4.71 x 10-48 4.75 x 10-47 

fluorescence (nm) 844.62; 844.64; 844.68 a 868.03 746.83 656.27; 656.29; 656.285b 

A (Hz) 3.22 x 107 2.64 x 107 4.16 x 107 6.47 x 107 

A21 (Hz) 3.22 x 107 2.53 x 107 1.96 x 107 6.47 x 107 

Table 1. Spectroscopic data for TALIF O, N and H. All cross-sections do not include G(2)(0) factor;  

(*) and (**) are computed at peak for Doppler at 300 K, laser width 0.1 cm-1 and 1 cm-1, respectively; (a) 

all three transitions occur when using broad lasers (e.g. 1 cm-1); (b) fluorescence channels for H are 

considered unresolved.  

 

As we discussed in previous sections, an accurate TALIF experiment that benefits from the 

precision of the so-called spectroscopic method (i.e. better than ± 40% for O atoms) requires 

to be in the non-depletion regime (i.e. low laser intensity). For O atoms from figure 12 and 

13, we see that the non-depletion regime is attained when the laser intensity is below 20 

MW/cm2, and this whatever quenching rates between 105Hz to 1010Hz (plasmas from low to 

σ (2) = σ (2) ω( )dω∫
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atmospheric pressure) and whatever laser widths between 0.1 cm-1 to 2 cm-1 (typical widths 

for ns-lasers).  In case of atmospheric or high-pressure plasmas where the quenching rate can 

reach 1010Hz, the non-depletion regime is extended up to about 300 MW/cm2. 

As shown in table 1, line 5, when using a laser of 0.1 cm-1, the atomic oxygen has the largest 

spectral cross-section among the three species. However, when transitions are excited with 

broader lasers such as 1 cm-1, O and H peak cross-sections are about the same. Therefore, we 

expect the hydrogen saturation to become important at approximately the same laser intensity 

as for oxygen. Yet, the N cross-section for the 206.65 nm is one order of magnitude lower. 

Because R02 scales with I2, the saturation will roughly occur at laser intensities higher by a 

factor about three. Consequently, the non-depletion conditions that are valid for O atoms, are 

also satisfied for H and N atoms. 

5.2. Calibration schemes using Xe and Kr 

Calibration schemes using Xe and Kr, were proposed in 1998 by Goehlich et al. [35] and in 

2001 and 2005 by Niemi et al. [36], [37]. Because two-photon absorption cross-sections were 

not available for Xe and Kr transitions employed in the calibration schemes, the authors have 

determined the ratios of two-photon cross-sections. For this purpose, they have used 

calibration cells filled with known density of Xe and Kr (assuming ideal gas law), titration 

methods to determine the absolute densities of O, N, and H radicals and the well-known O 

cross-section value taken from [29]. Fluorescence intensities were compared, and based on Eq 

(5) the ratio of two-photon cross-sections were obtained by Niemi et al. [36] as: 

, and from Goechlich et al. [35] as:  , with an accuracy of 50 %. 

The Kr and Xe two-photon transitions were at 204.13 nm and 225.44 nm, respectively. In 

2005, Niemi et al. [37] proposed a better calibration scheme for oxygen detection, using Xe 

with two-photon and fluorescence transitions at 224.3 nm and 834.9 nm, respectively. The 

two-photon cross-section ratio obtained from their measurement was 

, with an accuracy of 20 %.   

From these experimental ratios we can deduce that  

, for the two-photon transitions of H at 205.08 nm and N at 206.65 nm, 

respectively. Yet, this is in large disagreement with the theoretical ratio, which is found more 

than one order of magnitude bigger, namely  

.  

σ 204.13nm
(2) (Kr) σ 205.08nm

(2) (H ) = 0.62, σ 204.13nm
(2) (Kr) /σ 206.65nm

(2) (N ) = 0.67, σ 225.44nm
(2) (Xe) /σ 225.58nm

(2) (O) = 0.36

σ 225.44nm
(2) (Xe) /σ 225.58nm

(2) (O) = 0.51

σ 224.3nm
(2) (Xe) /σ 225.58nm

(2) (O) = 1.9

σ 205.08nm
(2) (H ) /σ 206.65nm

(2) (N )

= 0.67 / 0.62 = 1.08

σ 205.08nm
(2) (H ) /σ 206.65nm

(2) (N )

= 1.77 ×10−35 / 1.37 ×10−36 = 12.92
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The theoretical cross-sections for N and H are given without uncertainty values in 

[57],[60],[61]. However, the precision of theoretical cross-sections can be judged from the 

very good agreements with spectroscopic experiments. We should recall that experimental 

and theoretical cross-section ratios of N (210.72 nm) and O (225.58 nm) are in excellent 

agreement (i.e. 0.5(±0.125) [59] and 0.49 [57]), and all theoretical values cited in section 5.1 

for O (225.58 nm) and H (243.13 nm) are in very good agreement with the experimental 

cross-sections (all within less than factor 1.6). 

Experiments from Goechlich et al. [35], and Niemi et al. [36], [37] appear also fairly accurate. 

The non-depletion regime was checked by plotting fluorescence intensities (ILIF) function of 

the laser squared energy (E2pulse). When we compute for O, H, Kr and Xe experiments 

, slopes in the range of 1.9 to 2.1 are obtained from 

their data. As these slopes are close to 2, we may consider Eq (5) to be valid. However, this is 

not entirely accurate. In practice, we will need to satisfy the two criteria, namely (i)  

and (ii) , and to ensure negligible photolytic effect in case of molecular 

experiments.  

Unfortunately, we cannot verify the validity of criteria mentioned above. The laser intensity 

(or the beam diameter) at the fluorescence collection point is not given in these publications. 

As shown in figure 12, the laser intensity value (units W/cm2) determines non-depletion or 

saturation regimes, and as discussed in section 3.3, it allows to estimate the photolytic effects. 

Another critical point is the employment of spectral filters and photomultipliers to detect 

fluorescence signals instead of spectrometers. The recorded signals may contain background 

emissions of different natures and percentages. For instance, as shown in figure 6, in a Xe gas 

cell even at low pressure an additional line of about 30 % intensity compared to fluorescence 

line is recorded at only 6 nm spectral distance. This line can be well in the spectral window of 

interference filters of 10-nm or 19-nm FWHM, as those used in [35], [36], [37]. In addition, 

the background signal due to straylight can be important (see figure 6) and need to be 

subtracted. This issue is also present for radicals detected in the gas-flow system. For 

detection in plasmas, besides additional atomic or molecular spectral features and the 

straylight, the continuum background radiation due to recombination or bremsstrahlung may 

be significant in the spectral window of the filter.  

These types of contributions cannot be accurately subtracted from fluorescence signals 

measured using the detection systems from [35], [36], [37]. The spectral overlapping is 

ln ILIF (1) ILIF (2)( ) / ln Epulse(1)
2 Epulse(2)

2( )

τ LR02 <<1

R20 + Γ << A+Q
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suggested by the systematic overestimation of radiative lifetimes that are between 10% to 

80% larger than in NIST [7]. In [35] the Xe(7p[3/2]2) radiative lifetime is measured to be 123 

ns, whereas NIST gives about 106 ns. In table 1 of [36],[37] the radiative lifetime of excited 

states O(3p[3P2,1,0]), H(3d[2D3/2,5/2]), N(3p[4S°3/2]), Kr(5p’[3/2]2 and Xe(6p’[3/2]2 were 

measured as: 35.1, 17.6, 29.6, 34.1, and 40.8 ns, respectively. If we compute radiative 

lifetimes using the reciprocal of the sum of Einstein coefficients recommended by NIST we 

get: 31.1, 15.46, 24.04, 28.5 and 22.81 ns, respectively.  

Using a similar approach and detection system, Boogaards et al. [63] reported in 2002 a value 

of 0.56 for the cross-section ratio of Kr and H, which is close to 0.62 given in [36]. However, 

this result is also susceptible of systematic errors due to issues mentioned above. 

Thus, the disagreement between the theoretical and the experimental two-photon cross-section 

ratios originates probably from larger uncertainties of experiments performed in [35], [36], 

[37]. Therefore, calibration schemes and cross-section ratios using rare gases should be 

reassessed. Here, we should mention the recent work of Drag et al. [64] published in 2019, 

where Xe (6p’[3/2]2) two-photon absorption cross-section was determined using a direct 

absorption technique in a reference gas cell. The authors reported a value lower by a factor 2 

than that given in [37]. Note that this approach eliminates most of problems related to the 

quantitative TALIF and therefore a superior accuracy is expected. 

5.3. TALIF using ultrafast lasers 

When employing ultrafast lasers such as 100-fs that are mode-locked lasers with negligible 

phase fluctuation, the two-photon transitions are expected to be coherent processes. This 

because the laser excitation lasts much shorter time than the collision time and consequently 

decoherence processes due to quenching are negligible. Natural and Doppler decoherence 

processes are also unimportant during the laser interaction time.  The characteristic times of 

quenching ( ³ 100 ps), of Doppler (for O at room temperature ~ 20 ps) and of natural (for O 

excited states ~ 30 ns) decoherence processes are much larger than the excitation time (~ 100 

fs). This suggests that density matrix equations cannot be reduced to rate equations. Yet, in 

the literature calibrations using rare gases based on Eq (5) are performed, which implies not 

only the validity of the rate model but also the non-depletion condition. An accurate 

quantitative approach should take into account the coherent excitation. The G(2)(0) factor for 

mode-locked lasers is a very large number, which approaches  [65], 

where N are the number of locked modes (e.g. on the order of 105 for a fs-laser). Thus, the 

sensitivity is largely increased when using fs and ps lasers. Note that a commercial 100-fs 

G (2) (0) ≈1 3 2N +1 N⎡⎣ ⎤⎦
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laser has energy per pulse in UV (e.g. 205 nm) on the order of tens of µJ. The instantaneous 

intensity can reach PWcm-2 if the laser is strongly focused (beam diameter ~ 10 µm).  

Therefore, the Stark detuning of transition components needs to be considered. For radicals 

and rare gases detuning phenomena have different strengths.  Due to the large spectral width 

(e.g. 100-fs laser at Fourier limit gives about 146 cm-1 spectral width), the excitation of many 

transitions and species at the same time should also be evaluated.  

Another key advantage when employing ps- and fs-TALIF is the reduced photolytic effect 

[25] [26]. This can be easily understood if we inspect the criterion for the photolytic-free 

regime. For example, in case of the molecular oxygen photolysis, this reads 

. When using a 100-fs laser, the pulse length (tL) is a factor 10-5 

smaller than for a 10-ns laser. Therefore, as long as the laser intensity ratio (Ifs / Ins) is smaller 

than a factor 105, the ultrashort laser fulfils better the photolytic-free criterion.  

5.4. Recommendations for TALIF diagnostics 

Often in plasma diagnostics articles employing TALIF (or LIF) techniques with nanosecond 

(or ultrashort) lasers, diagnostic key parameters are only partly evaluated. The validity of Eq 

(5) is incompletely established by plots of the fluorescence versus the laser pulse energy 

frequently in arbitrary units instead of the laser intensity units (Wcm-2). As described in 

previous sections, photolytic combined with saturation effects can mislead the interpretation 

of these plots.  Moreover, even a 1-mJ 10-ns commercial laser can provide very high 

instantaneous intensities (e.g. 100 GWcm-2), where the fluorescence evaluation requires 

density-matrix models.   

As shown by the excellent work of Bamford et al. [29] on the atomic oxygen, in order to 

perform accurate measurements, we need to carefully treat all variables impacting the TALIF 

signal. Note that their experiments were done at 0.5 torr with laser intensities < 16 MWcm-2, 

for which, as indicated in figures 4 and 12, the depletion and photolytic effects are negligible.  

Within less than a factor two (mainly due to the assumption on photon statistics), calibrations 

using standard radiance sources, Rayleigh or spontaneous Raman scattering based techniques, 

should be employed. This can significantly reduce error sources that are inherent for Xe or Kr 

calibration-based techniques.  For instance, a calibration using a commercial standard source 

can have the spectral radiance (W/nm m2 sr) with a precision of +/-2 %. An accurate spatial 

filtering and beam profile characterization may increase uncertainties on the order of ten, 

twenty percent.  Whereas, at present, the Xe two-photon absorption cross-section seems to be 

known with a precision of a factor two. Moreover, at present according to NIST, from nine 

2σ O2

ph I hν( )τ L nO2 nO( ) <<1
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spontaneous transitions of the Xe excited state, the Einstein coefficients are given only for 

three transitions with +/-18 % accuracy. In addition, one should consider also errors of 

quenching rates, of ionization cross sections and of the rare gas density. Yet, as discussed in 

section 3.2, the calibration using rare gases has very important advantages and therefore the 

community should continue to address the accuracy issues.   

To summarize, for accurate and sensitive measurements of atomic densities by TALIF using 

ns-lasers one should check the following items: 

• for best sensitivity, use the highest laser energy, employ photon collection systems 

with large solid angles and detectors with high sensitivity at the fluorescence 

wavelength, 

• when employing spectral filters, check the nature of the collected light using 

spectrometers,  

• to ensure negligible depletion and photolytic effects: 

o measure the laser beam waist in the plasma region where the fluorescence is 

collected and compute I2, 

o measure g(npeak) that is specific for experimental conditions, 

o estimate G(2) for the employed laser type (usually G(2) ~ 2 if multimode laser 

with stochastic phase fluctuation; G(2) = 1, for single mode ns laser; this 

parameter cancels out when calibrations with rare gases are performed),  

o calculate the two-photon absorption rate R02 and adjust beam optics in order to 

satisfy the non-saturation criterion (i): R02tL <<1, 

o measure the quenching rate Q from the decay time of the fluorescence signal (it 

may require ps-lasers at atmospheric pressure), 

o verify the criterion (ii): R20 + G << (A + Q), when invalid, adjust beam optics 

to satisfy the inequality,  

o estimate the photolytic effect in cases where large concentrations of photolytic 

sensitive species are present (e.g. ). 

Disregarding photon statistics, similar recommendations can also be established for one-

photon laser induced fluorescence (LIF) for atomic or molecular plasma diagnostics.  

    

6. Conclusions 

The theory of the two-photon absorption laser induced fluorescence using ns-lasers for plasma 

diagnostics from low to atmospheric pressures, from low to high laser intensities was 

2σ O2

ph I hν( )τ L nO2 nO( ) <<1
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revisited. The rate equation regimes including non-depletion and saturation as well as the 

density-matrix regime were presented for atomic oxygen. The influence of two-photon 

absorption cross-section, photon statistics, laser spectral profile, quenching and photolytic 

processes on the TALIF signals was discussed.  Density matrix simulations showed that 

TALIF becomes a quench-free technique for O detection performed using 10-ns lasers with 

intensity of 100 GWcm-2. The two-photon cross-section ratios of O, N, H, Kr and Xe, based 

on the literature theoretical and experimental works were analyzed. It was found that 

experimental ratios used by the plasma community for calibration should have larger 

uncertainties than given in references [35],[36],[37]. For accurate and sensitive ns-TALIF 

measurements a list of recommendations was proposed. In case of the employment of 

ultrashort lasers, characteristic times of decoherence processes were found much longer than 

the excitation time. This suggested that the fluorescence assessment requires the density-

matrix description, which includes coherent excitations and Stark detuning processes. 
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