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Abstract

In this series of papers we present a novel arbitrary-order discrete de Rham (DDR) complex
on general polyhedral meshes based on the decomposition of polynomial spaces into the ranges
of vector calculus operators and complements linked to the spaces in the Koszul complex. The
DDR complex is fully discrete, meaning that both the spaces and discrete calculus operators are
replaced by discrete counterparts. We prove a complete panel of results required for the analysis of
discretisation schemes for partial differential equations based on this complex: exactness properties,
uniform Poincaré inequalities, as well as primal and adjoint consistency. We also show how this
DDR complex enables the design of a numerical scheme for a magnetostatics problem, and use the
aforementioned results to prove stability and optimal error estimates for this scheme.
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1 Introduction

The design of stable and convergent schemes for the numerical approximation of certain classes of partial
differential equations (PDEs) requires to reproduce, at the discrete level, the underlying geometric,
topological, and algebraic structures. This leads to the notion of compatibility, which can be achieved
either in a conforming or non-conforming numerical setting. Relevant examples include PDEs that
relate to the de Rham complex. For an open connected polyhedral domain Q c R?, this complex reads

R —25 H'(Q) 2% H(curl; Q) 1 H(div; Q) —4%5 12(Q) —2 {0}, (1.1)

where ig denotes the operator that maps a real value to a constant function over , H! (Q) the space of
scalar-valued functions over Q that are square integrable along with their gradient, H(curl; Q) (resp.
H(div; Q)) the space of vector-valued functions over € that are square integrable along with their curl
(resp. divergence). In order to serve as a basis for the numerical approximation of PDEs, discrete
counterparts of this sequence of spaces and operators should enjoy the following key properties:

(P1) Complex and exactness properties. For the sequence to form a complex, the image of each discrete
vector calculus operator should be contained in the kernel of the next one. Moreover, the following
exactness properties should be reproduced at the discrete level: Imig = Kergrad (since € is
connected); Im grad = Ker curl if the first Betti number of Q is zero; Im curl = Kerdiv if the
second Betti number of Q is zero; Imdiv = L?(Q) (since we are in dimension three).
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(P2) Uniform Poincaré inequalities. Whenever a function from a space in the sequence lies in some
orthogonal complement of the kernel of the vector calculus operator defined on this space, its (dis-
crete) L2-norm should be controlled by the (discrete) L?-norm of the operator up to a multiplicative
constant independent of the mesh size.

(P3) Primal and adjoint consistency. The discrete vector calculus operators should satisfy appropriate
commutation properties with the interpolators and their continuous counterparts. Additionally,
these operators along with the corresponding (scalar or vector) potentials should approximate
smooth fields with sufficient accuracy. Finally, whenever a formal integration by parts is used
in the weak formulation of the problem at hand, the vector calculus operators should also enjoy
suitable adjoint consistency properties. The notion of adjoint consistency accounts for the failure,
in non-conforming settings, to exactly verify global integration by parts formulas.

In the context of Finite Element (FE) approximations, discrete counterparts of the de Rham complex
are obtained replacing each space in the sequence with a finite-dimensional subspace. These subspaces
are built upon a conforming mesh of the domain, whose elements are restricted to a small number
of shapes and, in practice, are most often tetrahedra; see [2] for a complete and extremely general
exposition including an exhaustive bibliography, and also [[14] on the link between Raviart-Thomas—
Nédélec differential forms and FE systems. The restriction to conforming meshes made of standard
elements can be a major shortcoming in complex applications, limiting, for example, the capacity
for local refinement or mesh agglomeration; see, e.g., the preface of [21]]. The extension of the FE
approach to more general meshes including, e.g., polyhedral elements and non-matching interfaces, is
not straightforward. Recent efforts in this direction have been made in [13 29] (see also references
therein), focusing mainly on the lowest-order case and with some limitations on the element shapes in
three dimensions. The extension to specific element shapes has also been considered in [[18} 27]. A
recent generalisation of FE methods is provided by the Isogeometric Analysis, which is designed to
facilitate exchanges with Computer Assisted Design software. In this framework, spline spaces and
projection operators that verify a de Rham diagram have been developed in [11]]; see also [12].

General polytopal meshes can be handled by several lowest-order methods grounded, to a different
extent, in the seminal work of Whitney on geometric integration [33]]. These methods share the common
feature that discrete de Rham complexes are obtained by replacing both the spaces and operators with
discrete counterparts. Specifically, the spaces consist of vectors of real numbers attached to mesh
entities of dimension equal to the index of the space in the sequence (vertices for H' (Q), edges for
H(curl; Q), faces for H(div; Q), and elements for L?(€)). In Mimetic Finite Differences, discrete
vector calculus operators and L2-products are obtained by mimicking the Stokes theorem; see [6] for
a complete exposition. Their extension to polytopal meshes has first been carried out in 30, [31]], then
analysed in [9} |10]; see also [26] for a link with the Mixed Hybrid Finite Volume methods of [25] 28]
and [24, Section 2.5] along with [23} Section 3.5] and [1] for links with Hybrid High-Order methods.
In the Discrete Geometric Approach, originally introduced in [[17]] and extended to polyhedral meshes
in [15] [16]], as well as in Compatible Discrete Operators [7, 8], the key notions are topological vector
calculus operators (expressed in terms of incidence matrices) along with the Hodge operator. The role
of the latter is to establish a link, through the introduction of physical parameters, between quantities
defined on primal and dual mesh entities. All of the above schemes are limited to the lowest-order, and
their analysis often relies on an interplay of functional and topological arguments that is not required in
our approach.

Discretisation methods that provide arbitrary-order approximations on general polyhedral meshes
have only recently appeared in the literature. A first example is provided by Virtual Element Methods,
which can be described as FE methods where explicit expressions for the basis functions are not available
at each point. A de Rham complex of virtual spaces on polyhedra has been recently proposed in 5],



with polynomial degrees decreasing by one at each application of the exterior derivative; see also the
related works [3, 4] concerning applications to magnetostatics. In order to derive an actual discretisation
scheme starting from the sequence of virtual spaces, a variational crime involving projections is required,
so that the exactness properties of the virtual de Rham complex cannot be directly used in the analysis.
A different approach is pursued in [20} 22|, where a discrete de Rham (DDR) complex is presented,
based on decompositions of full polynomial spaces into the range of vector calculus operators and their
L2-orthogonal complements. This sequence involves discrete spaces and operators that appear, through
discrete Lz—products, in the formulation of discretisation methods. The analysis in [20} 22] focuses on a
subset of properties (P1)—(P2) involved in the stability analysis of numerical schemes: local exactness
([22 Theorems 4.1 and 5.1]), global complex property, discrete counterparts of Im grad = Ker curl for
domains that do not enclose voids and Im div = L?(Q) ([20, Theorem 3]), and Poincaré inequalities for
the divergence and the curl ([20, Theorems 18 and 20, respectively]).

In this series of papers, we present a new DDR sequence based on explicit complements of the
ranges of vector calculus operators; these complements are easier to implement, and enable a complete
proof of the full set of properties (P1)—(P3). To the best of our knowledge, this is the first time that such
a complete panel of results is available for an arbitrary-order polyhedral method compatible with the
de Rham complex. The complements considered here are linked to the spaces appearing in the Koszul
complex (see, e.g., [2, Chapter 7]) and enjoy two key properties on general polyhedral meshes: they
are hierarchical (see Remark [T| below) and their traces on polyhedral faces or edges lie in appropriate
polynomial spaces (cf. Proposition [30). These properties make it possible to prove discrete integration
by parts formulas for the discrete potentials (see Remarks [0 below and also [19, Remarks 3] 4 and [5]])
that play a key role in the proof of (adjoint) consistency. We note that these discrete integration by
parts formula, and the consistency they entail, do not seem available when building the sequence on the
orthogonal complements as in [22]. In this first paper we define the (DDR) sequence associated with
a polyhedral mesh of a domain and prove properties (P1)—(P2) along with the commutation property
in (P3). The focus of the second paper [[19] is on the proof of the remaining consistency results in
property (P3), and on the application of the theory developed in both papers to a model problem in
magnetostatics.

The rest of the paper is organised as follows. In Section [2] we establish the general setting. Section[3|
contains the definition of the DDR sequence along with key intermediate results for the discrete vector
calculus operators (including the commutation property in (P3)) and the proof of (P1). Discrete Poincaré
inequalities corresponding to (P2) are proved in Sectiond] Finally, Appendix [A]contains results on local
polynomial spaces including those on the traces of the trimmed spaces constructed from the Koszul
complements.

2 Setting

2.1 Domain and mesh

For any (measurable) set Y ¢ R?, we denote by Ay := sup{|x — y| : x,y € Y} its diameter and by |Y|
its Hausdorff measure. We consider meshes My, := 7, U F, U &, U V), where: 7}, is a finite collection
of open disjoint polyhedral elements such that Q = Ure;, T and h = maxreg;, hr > 0; 5, is a finite
collection of open planar faces; &y, is the set collecting the open polygonal edges (line segments) of the
faces; V}, is the set collecting the edge endpoints. It is assumed, in what follows, that (7, ) matches
the conditions in [[21} Definition 1.4]. We additionally assume that the polytopes in 7, U ¥, are simply
connected and have connected Lipschitz-continuous boundaries. This notion of mesh is related to that
of cellular (or CW) complex from algebraic topology; see, e.g., [32, Chapter 7].

The set collecting the mesh faces that lie on the boundary of a mesh element 7' € 7}, is denoted by
r. For any mesh element or face Y € 7, U ¥, we denote, respectively, by &y and Vy the set of edges
and vertices of Y.



2.2 Orientation of mesh entities and vector calculus operators on faces

For any face F' € 7}, an orientation is set by prescribing a unit normal vector nr, and, for any mesh
element T € 7, sharing F, we denote by wrr € {1, 1} the orientation of F relative to T, that is,
wrr = 1if ng points out of T, —1 otherwise. With this choice, wrrnr is the unit vector normal
to F that points out of 7. For any edge E € &y, an orientation is set by prescribing the unit tangent
vector £g. Denoting by F' € ¥, a face such that E' € &, its boundary 0 F is oriented counter-clockwise
with respect to np, and we denote by wrpgr € {—1, 1} the (opposite of the) orientation of E relative
to that 0F: wrpg = 1 if tg points on E in the opposite orientation to F, wrg = —1 otherwise. We
also denote by npg the unit vector normal to E lying in the plane of F such that (¢g,npg) form a
system of right-handed coordinates in the plane of F, so that the system of coordinates (fg,npg, nF)
is right-handed in R3. It can be checked that wpgnpg is the normal to E, in the plane where F lies,
pointing out of F.

For any mesh face F € ¥, we denote by grad; and divy the tangent gradient and divergence
operators acting on smooth enough functions. Moreover, for any r : F — R and z : F — R? smooth
enough, we define the two-dimensional vector and scalar curl operators such that

rotpr = o_xp(gradp r) and  rotp z = dive (0-xp2), 2.1

where 0_x, is the rotation of angle —7 in the oriented tangent space to F.
2.3 Lebesgue and Sobolev spaces

For Y measured subset of R?, we denote by L?(Y) the Lebesgue space spanned by functions that are
square-integrable over Y. When Y is a subset of an n-dimensional variety, we will use the boldface
notation L?(Y) := L2(Y)" for the space of vector-valued fields over ¥ with square-integrable components.
Given an integer / and Y € {Q} U 7;, U 7, H (Y) will denote the Sobolev space spanned by square-
integrable functions whose partial derivatives of order up to / are also square-integrable. Denoting
again by n the dimension of ¥, we let H'(Y) := H!(Y)"” and C/(Y) = C/(Y)". For all F € F,
we let H(rot; F) = {v e L*(F) : rotpv € LZ(F)}. Similarly, for all Y € {Q} U 7}, H(curl;Y) :=
{v eL?(Y) : curly € L2(Y)} and H(div;Y) = {w eL2(Y) : divw € LZ(Y)}.

2.4 Polynomial spaces and decompositions

For a given integer £ > 0, PY denotes the space of n-variate polynomials of total degree < ¢, with the
convention that Pg = R for any ¢ and that ]P;l := {0} for any n. Forany Y € 7, U ¥, U &, we denote
by P¢(Y) the space spanned by the restriction to ¥ of the functions in Pg. Denoting by 1 < n < 3 the
dimension of ¥, P¢(Y) is isomorphic to P (see [21, Proposition 1.23]). In what follows, with a little
abuse of notation, both spaces are denoted by P (Y). We additionally denote by ﬂ';))’y the corresponding

L2-orthogonal projector and let £%¢(Y) denote the subspace of P¢(Y) made of polynomials with zero
average over Y. For the sake of brevity, we also introduce the boldface notations P¢(T) := P(T)? for
all T € T, and PE(F) = PL(F)? forall F € F,.

Let again an integer £ > 1 be given, and denote by € C &, a collection of edges such that Sg =
Ug e E forms aconnected set. We denote by PLE) = {q@ e CO(Se) : (q¢)|E € PL(E) forall E € @}
the space of functions over Sg whose restriction to each edge E € € is a polynomial of total degree < ¢
and that are continuous at the edges endpoints; these endpoints are collected in the set Vi C V),. Setting
xy the coordinates vector of a vertex V € V},, it can be easily checked that the following mapping is an
isomorphism:

PLE) 5 gg — ((”é_’ZE(Q(E)IE)Ee(ﬁ’ (ge(xv))veve) € (>< PI2E) | xR, (2.2)

EcC




For all Y € 7, U ¥, denote by xy a point inside Y such that Y contains a ball centered at xy of
radius phy, where p is the mesh regularity parameter in [21, Definition 1.9]. For any mesh face F' € 7,
and any integer £ > 0, we define the following relevant subspaces of P! (F):

G'(F):=grad, P\ (F),  G“(F):=(x —xp)' P\ (F), (2.3a)
RE(F) = roty PITU(F), REU(F) = (x —xp)PUN(F), (2.3b)

(where y* is a shorthand for the rotated vector 0_/2y) so that
PI(F) = G (F) ® 6“ (F) = R (F) ® R“‘(F). (2.4)

Notice that the direct sums in the above expression are not L2-orthogonal in general. The L?-orthogonal

. . . . V4 C,f Vi c’f . .
projectors on the spaces (2.3) are, with obvious notation, ', .., T ., Mg o, and .. Similarly, for

any mesh element T € 7, and any integer £ > 0 we introduce the following subspaces of PUT):

GUT) = grad P (T), G°(T) = (x —x7) x PN, (2.52)
RUT) = curl P+ (T), REUT) = (x —x7)PIN(T), (2.5b)

so that
PUT) = GY(T) ® G>(T) = RUT) @ RSU(T). (2.6)

Also in this case, the direct sums above are not L2-orthogonal in general. The L?-orthogonal projectors

on the spaces (2.5) are ﬂg’]‘y ﬂcg’f)T, JT%’T, and ﬂ‘;éfT.
Remark 1 (Hierarchical complements). Unlike the L?-orthogonal complements considered in [22], the

Koszul complements in (2.4) and (2.6) satisfy, forall Y € 7, U F, and all € > 1,
G Y) cg%(Y) and RSCLY) c ROU(Y). (2.7

Remark 2 (Vector calculus isomorphisms on local polynomial spaces). For any polygon F, polyhedron
T, and polynomial degree £ > 0, a consequence of the polynomial exactness [2, Corollary 7.3] is that
the following mappings are isomorphisms:

roty : POL(F) = REV(F) (2.8)
divp : REO(F) = PEVF), div : R&((T) = PU(T), (2.9)
curl : G4(T) = RIN(T). (2.10)

An estimate of the norms of the inverses of these differential isomorphisms is provided in Lemma [31]
below.

Remark 3 (Composition of L?-orthogonal projectors). Let X € {G,R}, £ > -1, and Y € T, U 7.
Using the definition of the L2-orthogonal projectors, and denoting by 71";, y the L2-orthogonal projector

on P! (Y), it holds

. _ ¢ ¢ el _ ¢t I
Txy =Txy°Tpy and Ty =T xy°Tpy- (2.11)

In what follows, we will need the local Nédélec and Raviart—-Thomas spaces: For Y € 7, U 77,
NAY) =67 (Y) @ 64(Y), RTL(Y) =R (YY) @ REC(Y). (2.12)

These spaces sit between P=1(y) and PY(Y) and are therefore referred to as trimmed in the finite
element literature. Notice that we have selected the index in (2.12) so as to reflect the maximum
polynomial degrees of functions in each space and, as a result, it is shifted by +1 with respect to [20,
22].



2.5 Recovery operator

As mentioned above, the direct sums in (2:4) and (2.6) are not L2-orthogonal. The following lemma
however shows that, for any of these decompositions, a given polynomial can be recovered from its
orthogonal projections on each space in the sum.

Lemma 4 (Recovery operator). Let E be a Euclidean space, S be a subspace of E, and S be a
complement (not necessarily orthogonal) of S in E. Let s and n§ be, respectively, the orthogonal
projections on S and S°. Then, the mappings 1d — nsng : E — E and 1d — nns : E — E are
isomorphisms.

We can therefore define the recovery operator Rg sc(-,-) : S X §¢ — E such that

Rs.se(b,c) = (Id - ﬂsﬂg)_l(b —nge) + (Id — ﬂgﬂ's)_l(c - ngb) V(b,c) e Sx S (2.13)
and this operator satisfies the following properties:

ns(Rs,se(b,c)) =b and n5(Rsse(b,c))=c V(b,c) € S x S°, (2.14)

a =R sc(nsa,nsa) Va € E. (2.15)

Proof. Let us denote by ||-|| the norm in E. To prove that Id — msnx§ is invertible, we show that the
mapping msmg has a norm < 1, which implies

(Id - 7r57r§)_1 = Z(nsng)". (2.16)
n>0
The space E being finite dimensional, it suffices to see that, for any x € E with ||x|| = 1, we have

lms(n5x)|| < 1. Since ms is an orthogonal projector, by Pythagoras’ theorem we have ||7s(75x)|| <
l75x ], with equality only if nx € S, that is, only if 7ix = 0 since ngx € S§°. In this case,
lrs(n5x)]| = 0 < 1. Otherwise, ||rs(ngx)|| < [lx5x|| < [lx]| = 1, where the second inequality is a
consequence of the fact that 7§ is an orthogonal projection. This concludes the proof that Id — wgmry is
an isomorphism. The invertibility of Id — 77rs is obtained similarly, exchanging the roles of S and S°.

Let us prove the first relation in (2.14). The second follows using the same arguments. We expand
(Id - rs7§)~" in (Z-13) using the series (2-16) (and similarly for (Id — 7§7s)™") to write

ns(Rsse(b,¢) =75 ) (ws7§)" (b = m5€) + 75 ) (n§ms)" (¢ — 75b)

n>0 n>0
= |ng Z(nsng)" - g Z(ﬂgﬂs)"ﬂg b+ |ns Z(ﬂ'gﬂ's)n - Z(ﬂ'sﬂ'g)nﬂ's c.
n>0 n>0 n>0 n>0

We have 715 3,50(msmms)" ng = s 21 (msmg)™ (we have used msmrs = ms to introduce the pre-factor
ns) and the operator acting on b above therefore reduces to mg, and returns b since b € S. As for the
operator acting on ¢, using again msnms = s shows that it is equal to 0. This concludes the proof of the
first relation in (2.14)).

Fix a € E and set z := a — Ry s (7sa, nga). Applying 2.14) to b = nsa and ¢ = nga shows that
sz = ngz = 0. Since E = S & S¢, we can write 7 = zg +2z§ with zs € S and zg € S¢, and the definition
of the orthogonal projectors on S and S¢ therefore yield, with (-, -)g the scalar product on E,

121> = (2. 2)E = (z,25)E + (2.25)E = (752,25)E + (752, 25)E = 0.

Hence, z = 0 and (2.19) is established. i



The following lemma shows that the norm of the recovery operator for the decompositions (2.4) and
(2.6) is equivalent to the sum of the norms of its arguments, uniformly in /. In other words, it states
that the decompositions are not just algebraic but also topological (uniformly in /). Since the recovery
operator will mostly be of interest to us for these pairs of spaces, to alleviate the notations from here on
we will write

Ry () =Ry ) xet ) () VX € {R.G}, VY € T U Fi. (2.17)

Lemma 5 (Estimate on the norm of the recovery operator). For all £ > O, there exists @ < 1 depending
only on the mesh regularity parameter in [21, Definition 1.9] such that, for all X € {R,G} and all
Y €9, U %,

ISy 75 lly <@ and a7l Ny < (2.18)

where ||-||y denotes the norm induced by ||-|| 2y on the space of endomorphisms of PY). As a result,
RSy oW llzyy = Wl + IWlizy,  Y,w) € XA¥) x XO4(1), (2.19)

where a ~ b means C~'a < b < Ca with C > 0 depending only on the mesh regularity parameter.

Remark 6 (Recovery operator and L?-orthogonal complements). When working with L2-orthogonal
complements to G¢(Y) and R’ (), instead of the Koszul complements in (2.3) and (2.5), the recovery
operator is trivial since it consists in the sum of its two arguments (its topological property (2.19) is
also obvious). As mentioned in the introduction, however, the Koszul complements enable proofs of
commutation and consistency properties that do not seem straightforward with orthogonal complements;
the trade-off lies in having to deal with a less trivial recovery operator (although it purely remains a
theoretical tool, see Remark [9), whose topological properties are more complex to establish.

Proof. 1. Proof of [2.18). We estimate ||z G.T g rllr for an element 7' € 7;, the other cases being

identical. The linear mapping R® 3 x hT (x —x7) € R3 maps T onto a polyhedron T of diameter

1, transports the spaces P¢(T), G*(T) and G** (T) only their equivalent over T, and simply scales the
2 . ¢ :
L2-norm of functions. As a consequence, || G.T g rlir =7 6.7 g = ||T , and we only have to estimate
the latter quantity.
Assume that we establish the existence of @ < 1, depending only on the mesh regularity parameter,

such that

¢ T R el (T _ -1 7
'/fv Y <a ”"”LZ(T)””ng”LZ(T) Y e G (T)=xxP(T). (2.20)

Notice that, with the selected mapping, x7 is mapped onto 0 € T. Then, forall w € PUT),

4 c,l ol R c,l
/fﬂg,T( gTw) ngT( grw) ‘/f”gfw ﬂgr(ﬂgfw)

< xS wlya )l o|lwlP? (2.21)

G.T gTw”LZ(T) LX(T)’

where the first equality comes from the definition of n; = the first inequality is obtained applying
R20)tov = ﬂ'cg’ffw, and the conclusion is obtained using the fact that ﬂ'g 7 and ﬂ;t’f are both Lz(f)—

orthogonal projectors and have thus norm 1. The bound (Z.21) shows that ||z¢ 67 Cgffllf < a and
concludes the proof.
We therefore only have to establish (2.20). Note that, in the rest of the proof, polynomials are

indifferently considered over R3 or some of its open subsets. We also remark that, by choice of x7 in



T and of the mapping T T, we have B(p) C T c B(1), where B(r) is the ball in R centered at 0
and of radius r. The proof of (2.20) is done by contradiction: if this relation does not hold, there exists
a sequence (fn)neN of open sets between B(p) and B(1), a sequence (a;),en converging to 1, and a
sequence (Vy)nen in x X PC1(R3) such that

4 2 4
Ll ey I 7 valha, Q22)

n

Upon replacing v,, by "n/”"n”LZ(fn)’ we can assume that ||vn||L2(fn) = 1. Since B(p) C T,, we
infer that ||"n||L2(B(p)) < ”"n”Lz(fn) = 1; hence, (V,)nen is bounded for the L?(B(p))-norm in the

finite-dimensional space x x P¢~1(R?), and converges up to a subsequence to some v € x x P ~1(R?).
Likewise, we can assume that nfg Vn =W in GY(R?). The characteristic function 15 satisfies

1) <17 <1p() and converges’tﬁerefore, up to a subsequence, in L= (B(1)) weak-x towards some
function @ satisfying 1p(,) < 6 < 1p(1). Noting that

2 _ ~ 2 ¢ 2 _ et 2
HVn”Lz(fn) = L(]) 1Tn|vn| , and Ilﬂgj:nvnHLz(fn) = /B(l) lTnlﬂgj:nvM >
the aforementioned convergences enable us to take the limit n — oo of (2.22) and find
B
The Cauchy—Schwarz inequality, on the other hand, gives
B(1) B(1)
which, combined with (2.23)), shows that,

/B(l) v -w = Vv ll25 1) IVOW Il 2 51y -

Hence, V@v and VOw are co-linear. Restricted to B(p), over which 6 = 1, this proves that v and w are
co-linear. Since v € G (B(p)) and w € G*(B(p)), we infer that v = w = 0 on B(p), and thus on R3.
This leads to 0 = ||[VOy ||L2( B(1)) = liMy e [[v.ll L2(F,) = 1, which yields the sought contradiction.

2. Proof of (2.19). By (2.13), recalling the abridged notation (2.17)), we have

L o\—
IRy W)z < 10d = 2%, 7550 My (9l + Iy Wl )

Lt -1 0
+11(1d = 7S 7% ) (IIﬂ},YVIILm + ||W||L2<Y>) :

The expansion (2.16) and the estimates (2.18) show that

£ el \-1 ¢ el 1
10d = wh y 257y < 3 Il S Il < ) o = o

n>0 n>0
.. 0 _ 1 . 0
and, similarly, [|(Id - 7%’ w6 )7 ly < =5 Since [l7% Wil < IWll2y) and 175 vl 2y <
1R% ||L2(Y) as both ﬂfY y and n';’fy are L?-orthogonal projectors, we conclude that

, 2
IRy W)z < 7 (Pl + Wz )

-
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¢ and 7%°

. . . 2
To prove the converse inequality, we use (2.14) along with the L*-boundedness of 7 , Xy

to write

R
Wllzcpy + il ry = 15y Ry o)llz ) + 1755 Ry o)l < 21RG , 0) 2.

This concludes the proof of the norm equivalence (2.19). i

3 Discrete de Rham sequence

We define in this section a discrete counterpart of the de Rham sequence (I.I]). Throughout the rest of
this section, we fix an integer k > 0 corresponding to the polynomial degree of the discrete sequence.

3.1 Discrete spaces
The DDR spaces are spanned by vectors of polynomials whose components, each attached to a mesh

entity, are selected in order to:

1) enable the reconstruction of consistent local discrete vector calculus operators and (scalar or vector)
potentials in full polynomial spaces of total degree < k (or < k + 1 for the potentials associated with
the gradient);

2) give rise to exact local sequences on mesh elements and faces.

Specifically, the discrete counterparts of the spaces H!(Q), H(curl; Q), H(div;Q), and L?(Q) are
respectively defined as follows:

X’g‘md,h = {gh = ((g0)rem- (aF)Fer-qs,) qr € P*(T) forall T € 7,
gr € P*1(F) forall F € %,

and gg, € ?’Ck“((‘}h)},
Xon = {Kh = ((VRT- VR )T s VR.F> Vi p)Fes,s (VE)Ees,)
vrr € R¥1(T) and Vg € REK(T) for all T € Ty,

VR.F € R*=1(F) and Ve € RSk (F) forall F € %,
and vp € PX(E) forall E € Sh},

Xﬁiv,h = {Eh =((wg.r.wg r)ress WF)Fes,)
wg.r € G (T) and wg, 1 € GSX(T) forall T € Ty,

and wy € PK(F) forall F e ﬂ}

and
PX(Tn) = {gn € LX(Q) : (qn)yr € PH(T) forall T € 7} .

Remark 7 (Component of X {g‘ra 4., On the mesh edge skeleton). By the isomorphism (2.2) with € =

En, we can replace the space PX1(E},) in the definition of X ’g‘md, , by the Cartesian product space

(XEe En PI(E )) X RV, This product space is in particular easier to manipulate in implementations
of the DDR complex.

Remark 8 (Components of Xi‘url , and Xgiv ,)- For each mesh element or face Y € 7, U F1, the pair
k

c :
of components (vgy, v,R,Y) of a vector in X 4,

defines an element in R7*(Y). Similarly, for any
T € Ty, each pair of element components (Wg r, wcg’T) of a vector in Xﬁiv’ , defines an element in
NH(T).



Index  Space 1% E F T
0 Xiuan |R=PV) PHUE) PEI(F) PR (T)
b X PEE)  RE(F)x RE(F)  RA1(T) x R (T)
2 X PE(F) 6" (1) x (1)
3 P PE(T)

Table 1: Polynomial components attached to each mesh vertex V € V},, edge E € &, face F € ¥, and
element T € 7}, for each of the DDR spaces.

The polynomial components attached to mesh vertices, edges, faces, and elements for each of the
DDR spaces are summarised in Table (notice that we have accounted for Remark |7 for X ’g‘ rad ). A
inspection of Table |1 reveals that its diagonal contains full polynomial spaces on the mesh entities of
dimension corresponding to the index of the space in the sequence (with the convection that P*(V) := R
for any vertex V € V},). The components collected in the upper triangular portion of the table are
non-zero only for k > 1, and encode additional information required for the reconstruction of high-order
discrete vector calculus operators and potentials. In particular, the complements RS (F), R* (T), and
GoX(T) complete the information contained, respectively, in the face curl, element curl and tangential
trace, and element divergence to construct the corresponding face or element vector potentials; see |19}
Sections[3.1.2]and [3.1.3]|.

In what follows, given e € {grad, curl,div} and a mesh entity ¥ of dimension greater than or
equal to the index of X ’.‘ 4> We denote by X ’f,Y the restriction of this space to Y, i.e., X ’."Y contains the
polynomial components attached to Y and to all the mesh entities that lie on its boundary.

3.2 Interpolators

In the following, for all q, € X’g‘rad s We set

qe = (g8, € P*(E). 3.1)

The interpolators on the DDR spaces are defined collecting component-wise L2-projections. Specifically

lgrad,h Q) - X ’g‘rad’ ,, 18 such that, for all g € co(Q),

llgrad,hq = ((”I;;,}‘IIT)TG% (”I%_,II:CIIF)FET;,,Q&I) € X]g(rad,h (3.2)
where 71'];,_’113(6]3,1)|E = ﬂ’;{}gqm forall E € &, and gg, (xv) = q(xv) forall V € V. '

I* ., CO(Q) — XK ., is defined setting, for all v € C%(Q),

=curl,h ° curl,

k — k-1 c,k k-1 c,k k
!curl,hv = ((FR,TV|T,7TR’TV|T)Te7;1, (”R’th,F’ﬂR,FVt,F)FEﬁ,’ (ﬂp,E(V|E 'tE)EESh),
where v = np X (v|r X nr) denotes the tangent trace of v over F. Finally, !giv - H! Q) - X giv n
is such that, for all w € H'(Q),

k . k-1 k k
Ly, v = ((”g,TWITa”Cg,TWIT)TeTh’ (ﬂp,p(wuv “MF)Fes,)-

The restriction of the above interpolators to a mesh entity ¥ of dimension larger than or equal to the
index of the corresponding space in the sequence (see Table([I]) is denoted replacing the subscript / by
Y. Finally, we let n’;, nt L%(Q) — PX(7;) denote the global L?-orthogonal projector such that, for all

q € LX(Q), (75, ,@)ir =7 7 qir forall T € 7.
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3.3 Discrete vector calculus operators

We define in this section the discrete vector calculus operators that appear in the DDR sequence, obtained
collecting the L?-orthogonal projections of local discrete operators mapping on full polynomial spaces.
In what follows, the operators that only appear in the discrete sequence (3.33) through projections are
denoted in sans serif font, while those appearing verbatim (without projection) in the sequence are in
italic font.

3.3.1 Gradient

The discrete counterpart of the gradient operator in the DDR sequence maps on Xi‘url ,» and therefore
requires to define local gradients on mesh edges faces, and elements.
For any E € &y, the edge gradient G — PK(E) is defined as: For all g € XK

Pk+l (E),

grad E —grad, E~

Gkqr = ql, (3.3)

where the derivative is taken along E according to the orientation of ¢g.
For any F € 7}, the face gradient Gk — P¥(F) is such that, for all q, = (gF.q&r) €

grad F
X’g‘rad pandallwg € PE(F),
‘/G’}‘,q “WFE =—/61F divpwrp + Z wFE/QSF(WF “NFE) (3.4)
Fooor F Ecé E
F
= / grady gr -wr + Z wFE/(CISF —qr)(WF - nFE). (3.5)
F Ec&Efp E

The existence and uniqueness of GfV 4, in PX (F) follow from the Riesz representation theorem applied

to this space equipped with the usual L2-product. Similar considerations hold for the other discrete
vector calculus operators defined below, and will not be repeated.

The scalar trace yk“ Xk — PK+1(F) is such that, for all q, € Xk

—grad,F —grad,F’

/yé”q divp vr =‘/G'7761F'VF+ D wFE/chF(VF'”FE) Vvr € RO (F). (3.6)
F - EcEp E

This relation defines yk” 4, uniquely in P**! (F) owing to the isomorphism property (2.9) with £ = k+2.

Remark 9 (Validity of (3.6)). The relation (3.6) holds, in fact, for any vy € R*(F) @ R“**2(F). To
check it, take vp € R (F) and notice that the left-hand side vanishes owing to divg vg = 0, while the
right-hand side vanishes owing to the definition (3.4)) of G’;_ 4, and again divg vy = 0. This means, in

particular, that (3.6) holds for any vz € RT**1(F) c R*(F) ® R“***(F) (see Remark .

For all T € 7}, the element gradient G .0 — PX(T) is defined such that, for all 4, =

—grad,T
(g7, (9F)Fesr>qer) € KXo and all wy € PH(T),

'/G;E T WT / leVWT+ Z LL)TF/ krl (WT -nF) (37)
T ZF

FeFr

=/gradqr~wT+ wn/()f 4, —qr)(wr - np). (3.8)
T Fefr

11



Lemma 10 (Consistency properties). The edge, face, and element gradients, and scalar trace satisfy
the following consistency properties:

VE € &), Gilyaa ) =7p (g Vg eH'(E), (3.9)
VF € 7 Gy (Iyraarq) = grady g Vg € PKI(F), (3.10)
VE €T vi (Igmard) =4 Vg € PHI(F), (3.11)
VEeFy  mpp(via,)=ar V4, € Xgeaa s (3.12)
VT € 7, G (a1 q) = grad g Vg € PHI(T). (3.13)

Proof. Let us prove (3.9). Take ¢ € H'(E). For all rg € PX(E), denoting by xv, and xy, the
coordinates of the vertices V| and V; of E, oriented so that £z points from V| to V;, we have

L(!grad,Eq)/rE (Igrad Eq rE)(xVZ) (Igrad Eq rE)(le) /(Igrad Eq)rE

= (qre)(xv) - (qrE)xy,) - /E arly = /E e,

where we have used an integration by parts in the first line, obtained the second equality applying
the definition of I* g € P (E) (which satisfies (!’g‘rad £q)(xv) = q(xy) for all V € Vg and

grad E
(I Loraa, D) = Tp g q) together with ry, € P*=1(E), and used another integration by parts to
conclude. This proves that ([/g‘rad,Eq)’ = ﬂ’;)’E(q’).
Relation (3.1I0) can be deduced as in [22| Proposition 4.1]. To prove (3.T1), we write (3.6) for
q, = I’grad g with g € P1(T), use (3.10) and notice that gg,. = qjoF (since gjor € PX1(EF)) to
get, for all vy € RE¥2(F),

/ k+1(1graqu)diVFVF=—/gl’adFLI'VF+ Z wFE/q|aF(vF-nFE)=/qdiVFvF.
F E F

EESF

The isomorphism property (2.9) with £ = k + 2 then concludes the proof that yk” (I* Loraa, rq) =q

The equality (3.12) follows from (3.6) written for vz € R®*(F) (this choice is made possible by
(2.7)) after replacing the full face gradient G; by its definition (3.4)), simplifying the boundary terms,
and invoking again the isomorphism property (2.9), this time with € = k.

Finally, (3.13) can be established from following the ideas in [22| Lemma 5.1]. O

The following proposition contains a stronger version of [22| Eq. (5.16)], with test function taken
in the Nédélec space N**!1(T) instead of P*(T).

Proposition 11 (Link between element and face gradients). Forall T € T, and all (q ,zr) € XK
Nk+l (T),

—grad, T X

‘/G§QT ~eurlzy = — Z wTF/GIkqu - (zr X nF). (3.14)
T 4

FeFr E
Proof. Writing (3.7) with wy = curlzr € P*(T) and recalling that div curl z;- = 0, we have
‘/qu ~eurlzy = Z wTF/ qu (curlzy - np) = Z a)TF/ k”q divp(z7 X np),
Fefr FeFr

the last equality being a consequence of [22, Eq. (3.7)]. To conclude, we invoke (3.6) with vy =
(z7)|F X nF € RT*(F) (cf. (A.3) and Remark@) and cancel the edge terms using [22, Egs. (5.13)
and (5.14)]. O
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The global gradient G Gk X ’g‘m an = Xi‘url , 1s obtained collecting the projections of each local

gradient on the space attached to the corresponding mesh entity: For all q, € Xk DG

Q;{lgh = ((FI'CR_J]" (Gé{zT)’ n-;él,{T (GéigT))TG'ﬁl’ (ﬂ-l'CR_,Il: (GII(:QF)’ n-;élfF (GI;;‘QF))FE‘]'_;,’ (Gng)EESh)

(3.15)
332 Curl
We next consider the DDR counterpart of the curl operator, which maps on X* Xy, and therefore has
components at mesh faces and inside mesh elements. For all F' € ¥, the face curl CF : &‘u N
P*(F) is such that, forall y . = (v F, v R.F (VE)Eegr) € Xcurl P

/Céﬁp rF =/VR,F'r0tF rF — Z wFE/VEVF Vrr € PR(F). (3.16)
F F E

E€&F
Reasoning as in [22, Proposition 4.3], we get
Cx (I il FY) = np (10t v) Vv € H'(F). (3.17)
Proposition 12 (Local complex property). Let F € ¥}, and denote by G Gk grad F Xi‘url F the
restriction to F of the global gradient Qfl defined by (3.15). Then, it holds
ImG% c KerCf  VF € F. (3.18)

Remark 13 (Two-dimensional complex). The relations (3.10) and (3.18) show that the following two-
dimensional sequence forms a complex:

grad F

— X _>*F Cr k 0
R gradF curlF — PY(F) —— {0}.

Having assumed F simply connected, adapting the arguments of [22, Theorem 4.1], one can additionally

prove that this complex is exact, that is, Ker Gk = I‘Yg‘md R, Imgé = Ker Cl’§, and Im C1’§ = Pk(F).

Proof of Proposition[I2] Let 4, € Xk
have, for all rp € P¥(F),

[ ckGha, e = [ wih@ha,) votere = 3 wre [ Gha,rr

EcEr E

Z‘/Glli—qF'l‘OtFrF— Z wFE‘/GIl‘;qFrF
F = =S

EESF E

Xoraa.r- Using the definition (3.16) of Ck and (B13) of G} we

Z wFE/ [ger (ot rp -npE) — qpre| =0,

EE(()F

where the suppression of %L in the second line is possible since roty rp € RX~!(F), the third line is

R F
obtained using the definitions (3.4) of G withwp = rotp rp (additionally noticing that divg (rotg rp) =

0) and (3.3) of G’é, while the concluswn is obtained reasoning as in [22, Point 2. of Proposition 4.4]
(see in particular Eq. (4.19) therein). m|
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The tangential trace ytk F lfurl F P*(F) is such that, for all Vi € &‘uﬂ > recalling the
notation (2.17)),

k . k
Yerve =R s (Vg pV Vi p)- (3.19)

where yt"R FYp € R¥(F) is defined, using the isomorphism property 2.8) with £ = k + 1, by

/qug pYp TOtp rp Z/C]EKF rE+ Z wFE/VEFF Vrr € PORL(F). (3.20)
F 77 F

Ec&Efp E

Remark 14 (Validity of (3:20)). Observing that both sides of (3.20) vanish when rr € PO(F), it is
inferred that this relation holds in fact for any r € P**1(F). We also notice that, since ”I;e F (yf Y F) =

¥¥ o gV (by virtue of (3:19) and (2:14)), y*, . can be replaced by y¥ . in the left-hand side of (3:20).
The actual computation of yf  does not require the implementation of the recovery operator in

the right-hand side of (3.19), but rather hinges on the solution of the following equation: For all
(re.wr) € PORI(F) x ROM(F),

k _ k
‘/’}/t’FKF‘(I‘OtFrF +wF)_/CFKF rr + wFE/vErF+/vRF WE.
F F EeS

Indeed, the test functions of the form (rr, 0) with 7z spanning P%**!(F) enforce that 71'R F (yt PVE) =
'yt R.F F satisfies (3.20), while the test functions of the form (0, w ¢) with w  spanning R k(F) enforce
that 7r,R r (yt PVp) = Ve - These two conditions combined yield (3.19). Similar considerations hold
for the three-dimensional potential reconstructions defined in [T9} SectionsB.1.2]and [3.1.3).

Proposition 15 (Properties of the tangential trace). It holds

”17(?_,11? (7’{<,FKF) =vRr and ”%I,CF (yfc,FKF) =Ver F € Xcurl F» (3.21)

Yer Lanp¥) = 7 gV W e N*H(F), (3.22)

7(r(Gra,) = Ga, Vg, € XEoar (3.23)

Proof. 1. Proofof@]) Since R*"'(F) c RX(F), we have & k P o= n’;{},n’%F and thus, using
_ I

— ok k=1 (2K
(2.14) and Remark we obtain nR,F('yt,F_F) = g p(m R’F‘yt’F_F) T (YerrpVr) Ap-
plying the deﬁnitions @ of y¥, . and BI6) of Cy with a generic rp € P"F(F) leads to

k _ k-1 _ .
fF YigpYp TOtprp = fF vR.F - TOtp rp, hence 71'RF(7/t RFvF) = vg . This proves the first

relation in (3.21)). The second relation is a straightforward consequence of (3.19) and (2.14).

2. Proof of (3.22). Letv € Nk“(F). Writing (3.20) for v . = !curl v, observing that CX (I* L r¥) =
rotpv € PK(F) by (3.17) and that v = v - tg for all E e Er by (A) with £ = k + 1, and

integrating by parts the rlght -hand side, 1t is inferred that 'yt R. F(I url, Fv) = 71"7‘%, V- Thus, by
@.19, v¢ k(1% wlr?) = R F(7r v) = Jr’;, V> where the conclusion results from (2.1T)

with (X,Y,¢€) = (R F.,k) followed by lb
3. Proof of 323). Let g, € Xgrad - Forall rp € P**1(F), it holds

Z wFE/GECIE rp = Z CUFE/‘]SF(rOtFVF nFE)—‘/GI;«“q “Totp rp, (3.24)
E

Ec&EF Ec&EF

where the first equality follows recalling that GX E4E = q on E, integrating by parts on each edge,
noting that (rp)| g = —TOlpTrp - NFE (see [22, Eq (4.20)]), and cancelling out the vertex values that
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appear twice with opposite sign, while the conclusion is obtained recalling the definition (3.4) of G’I‘:
and observing that divy (rotg rr) = 0. Writing (3.20) for v . = Q;QF, we obtain

/Vﬁyz,p(glquF)'l‘OtFrF=/£§/(—Q§/Q?TVF+ Z CUFE/GJI;*‘IE VF=‘/GI;LIF'1‘0tFFF,
F = F = E =

E 681:‘ F
where we have used the inclusion (3.18) in the cancellation, while the conclusion follows from (3.24).
This implies 7’5,12,1?(911(721:) = ﬂ'];e’F (G’;g ). By definition, the component of GFq on REK(F) is
JTR fa (Gk ) Plugging the above results into (3.19) with y . = Q 4y and using the recovery formula
2.15) with (S, §°) = (R*(F), R®¥(F)) and a = G’f,gF concludes the proof. O

For all T € 73, the element curl Ck Xk

curl,T
(VR,T,V;Q’T’ (VR,F’V;Q’F)FET}’ (VE)EEST) Xi{url,T’

— PX(T) is defined such that, for all vy =

/C Voo WT_./TVRT curl wr + Z a)TpfthvF (wr X np) Ywr € PK(T). (3.25)
Fe¥fr

The following polynomial consistency property is proved as in [22, Lemma 5.2] (recall the shift of
exponent in the notation of the Nédélec space with respect to this reference):

VI €T,  Ch(Iigsv) =curly Vv e N*U(T). (3.26)
Proposition 16 (Link between element and face curls). Forall (v,,rr) € X _curl T X x PK+1(T), it holds
/ Chyy -gradrr = Y wrp / Cky, rr. (3.27)

T Fers F

Proof. For any rr € P*(T), writing (3.23) for wy = gradry € PX(T) and using the fact that
curl(gradrr) = 0 and that (grad rr )|r X np = rot(rr|r) forall F € Fr (see [22, Eq. (3.6)]), we infer
that fT C;KT gradrr = Ypeq WTF fF V{CFKF -rot(rr|r). Using Remark we arrive at

/CigT-gradrTz Z WTF /C;{?KF”T"' Z wFE/vErT .
T F E

FeFr Ee&Ep

By [22] Eq. (5.13)], the edge terms in the above expression can be cancelled, thereby proving (3.27). O

The global curl C* — Xﬁiv’ , 1s such that, for all v, e Xk

—h —curl h —curl h’

QZK;, = ((ﬂ'ﬁ (Céc"KT)’ﬂcngT (C;C"KT))TG‘E,’ (Cllf“KF)Feﬁ)- (3.28)

3.3.3 Divergence

For all T € 7y, the element divergence D; : ngT — PK(T) is defined by: For all wr =

(WQ,T’WCQ,T, (WF)Feg;) € g’gw,
Dkw =— | wgr-gradgr + Ygr € PX(T) (3.29)
TWr 4T = G.T * gradgqr wrF | WFqr qr . .
T T Fer F

The global divergence Dk Xk

Xgvn ™ P (T,) is obtained setting, for all w, € X«

—div,h’

(Dyw,)r =Dsw, VT €Ty, (3.30)
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Proposition 17 (Local exactness property). It holds, for all T € Ty,
Imgi :KerDi, (3.31)
where Q’} denotes the restriction to T of the global curl Qk defined by (3.28)

Proof. Let us start by proving that DX (Cky,.) =0 forall v, € X*
Proposition |16, for all g7 € P*(T),

that is, Img’; C Ker(D%). By

—curl, T’

/Tn'gT(cva) gradgr = ) wTF'/FCIIf"KF qr (3.32)

Fefr

k-1

where we have used grad gr € G~! (T) to introduce the projector 6T

(3.29) of Di, we have, for all g7 € PX(T),

/Di(g;KT)qT /ﬂgT(Ck ) -gradgr + Z “)TF/FCII;KT gr =0.

T Fefr

. Hence, using the definition

Since gr is arbitrary in X (T), this shows that DX (C%y..) = 0.
Let us now prove the inclusion Ker(D?) C Im Qi. We fix an element w,. € ﬁiv 7 such that

D?mT = 0 and prove the existence of v, € Xi‘urlj such that w, = g;KT. Enforcing DﬁmT =0

in (3.29) with g7 = 1, we infer that }\p . wrF /F wr = 0. Thus, [22, Lemma 5.3], which remains
valid in the present context, provides (vg, r, v?R F) resr and (VE)Egeg, such that, for all F' € Fr, letting

V= (VR,F’V;?,F’ (vE)EegF), it holds wr = CI’f_gF for all F € Fr. Enforcing again D?mT =0in
(329)), this time for a generic test function g7 € P*(T), and accounting for the previous result, we can

write, for all v, € Xk Xeun,r With boundary values as above,

/WQ,T -grad gr = Z wTF/CfézF qr =/7tg}(C§gT)-graqu,
T FeFr F T

where the conclusion follows from the relation (3.32)) linking volume and face curls. Since grad g7 spans
G*1(T) as g7 spans P* (T) this proves that n’;‘} (Cky..) = wg r. Finally, we selectve 7 € R*1(T)

in such a way as to have 7' ; (Ck r) =W . thatis, recalling (3.25),
/V?{T -eurlzy = / wcg’T -Zr — Z WTF / yfngF -(z7 X nE) Yzt € gc’k(T).
T r F ey F
T
By the isomorphism (2.10), this condition defines v& 7 uniquely. O

3.4 Discrete sequence

Recalling the definitions (3.2), (3.13), (3.28), and (3.30) of the global discrete operators, the DDR
sequence reads:

Ly oy G C Dk
R .- gl‘adh h} —curlh —h> —leh —]> pk(ﬁ) —0> {0} (3'33)
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3.5 Commutation properties

Lemma 18 (Local commutation properties). It holds, for all T € Ty,

G (Igaarq) = Ly s (gradg) Vg e C/(T), (3.34)
Cr (L 7v) = I, 7 (curly) Vv € H¥(T), (3.35)
D} (L5, 7w) = mp 1 (divw) vw € HY(T). (3.36)

Proof. We start by noticing that all the interpolates defined in (3.34)—(3.36) are well-defined under the
assumed regularities.

1. Proof of (3.34). By (3-9)itholds, forall E € E7,GX (1 ]g‘rad p4IE) = 7r,P E(qlE) = 7r,P £((grad q) g - tE).
Let now F € Fr. Writing the definition (34) of Gk with 4, = Ig]rad rqiF and wr € RT*(F), and

recalling (A.2) to replace gg, with ﬂ'l,;;’;;((,]g PIE = ﬂ’;{éq| £ (see (3.2)) in each edge integral, we infer

k (1k _ k-1 : k-1
LGF(Zgrad,FQIF)'wF—_‘/Fﬂ'p,FCIIF divewr + Z wFEL”p,EQIE(WF'nFE)

EcEr

I—/qdiVFWF+ Z wFE/q(wF-nFE)=/graqu|F-wF,
F E F

EESF

where we have removed the projectors using their definition to pass to the second line and we
have integrated by parts to conclude Recalling the definition (2.12) of RT*(F), we can first let
wF span R*"'(F) to infer 71' [Gk Lovaa F4IF ] = nk‘l (gradF q|r), and then RSK(F) to infer
R [G" (Lgraa,r17)] = ﬂm(gradww) The proof that | [G (If 19)] = 7l (gradq)
and 798 [Gk (1 grad, r4)] = 75 (grad q) is similar: we write the definition (3.7) of Gk for g,
grad Tq and wr € R‘Tk(T) use property (A4) along with (3.12) to replace yk"l(lgrad F4IF) w1th
1;) }v [7?1 ( lgrad #4) F)] P Fq |F in each face integral, remove the projectors using their definitions,

and integrate by parts. This concludes the proof of (3.34).
2. Proof of (333). Forall F € F7, by B.17) itholds Cy (It V() = 75 - ((curlv) - np), where we

have used rotg vy = (curlv)|r -ng, see [22, Eq. (3.7)]. Writing the definition (3.25) for wr € NK(T),
we have

/Ck (I llrlTv wT—/%v curle+
F

k-1
R,T

orthogonal projector 7, on RT*(F) in the boundary integral. By (2.12) together with (2.15)
written for (E, S, 8¢) = (RT*(F), R*"1(F), R®(F)) and (3.21)),

“rr -/F ﬂ];e(r’F blik,F (!i(url,FKt,F)] -(wr Xnp),

(3.37)
using its definition and, recalling (A.3)), we have introduced the L2-

eFr

where we have removed

k kK (1k _ k-1 c.k _ Lk
TRT,F [Vt,F (!curl,F"t,F)] = mR"“(F),'RC’k(F)(HR,FVLF’ ”R,F"t,F) =Ry, FYVLF-

Plugging this relation into (3.37)), we infer

k
/C (IcurlTv) wT=/Tv-curle+ wTF/%T/thF (wanF)—/curlv wr,
Fe¥fr

where we have used again (A.5)) to remove the projector in the boundary term and we have integrated
by parts to conclude. Letting wr span G*~1(T) (resp. G (T)), this yields 7rk ! [Ck (Icu]rl Tv)] =
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’; 1 (curlv) (resp. 7r [Ck (1% arl, )] = ﬂ'g o (ccurlv)), thus concluding the proof of (333).

3. Proof of (3.36). The proof is done as in [22, Lemma 5.4], noticing that the cancellation of the

component in the complement of G* (), obtained therein by orthogonality of this complement, is not
required here since this component is absent from the definition (3.29) of D?. m|

Remark 19 (Global commutation properties). Global commutation properties can be readily inferred
from the local ones stated in Lemmal[I8]when interpolating functions that have sufficient global regularity.

3.6 Complex and exactness properties

The properties collected in the following theorem show that the sequence (3.33)) forms a (cochain)
complex.

Theorem 20 (Complex property). It holds

Iyaa iR = Ker Gj., (3.38)
Im G c KerCF, (3.39)
ImC) c Ker Dy, (3.40)
Im D} = P*(T5). (3.41)

Proof. 1. Proof of (3.38). From the consistency properties (3.9), (3.10) and (3.13)) of the full gradients

and the definition (3:I3) of GF, it is readily inferred that G (I L5, C) = 0 for all C € R, hence
k k
Igmld WRCKerG,.
To prove converse inclusion Ker Qk cl ’g‘ra anR, let q, € Xgra 4., be such that Qﬁgh = 0. By the

definitions (3:13) of G} and (3:3) of G%, this means that gy = 0forall E € &, that is, (gg,) | is
constant over E. Since € has only one connected component, accounting for the single-valuedness
of gg, at vertices, we thus infer the existence of C € R such that gg, = C. Let now F € ¥, and
wr € REK(F). We have Ty (Gk ) =0, and thus

0=‘/G];7qF'WF=_/QFdiVFWF+ Z wFE/QSF(WF'nFE)=/(C_QF)diVFWF,
Fo F E F

EESF

where the second equality comes from the definition (3.4) of GX Fdp and the conclusion is obtained

accounting for the fact that g, = C and integrating by parts. Since w  is generic in R® *(F), recalling
the isomorphism (2.9) this implies 7Tk_1 (qF —C) =0, and thus g = ﬂk‘;C. As, for all F € ¥y, the
previous results give 4, = (qF, ng) _grad 7 C, we also have yﬁ”q = C by (3.11). Similarly, let
T € 7, and wy € R®*(T). Writing the definition @3.7) of G; 4, for wy € RS*(T), and accounting for

”;ékr (GigT) =0 and yll‘;lq = C, it is inferred

OZ/Gqu'WT=—‘/CITdiVWT+ Z wTF/C(WT'nF)=/(C—61T)diVWT,
T = T F F

Fe¥fr

which 1mpl1es 1nvok1ng the isomorphism (2.9)), 7T 1 (g7 — C) = 0 since wr is generic in R® k).

Hence g7 = 7r C for all T € 73, which concludes the proof that g, =y Loraa, »C-

2. Proof of @D The inclusion (3.39) follows from the local property:

ImG% c KerCk VT e 7, (3.42)
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ie, Ck (Q;QT) =0forallg e X]gmdj. Let T € 7. The relation (3:I8) implies Cf (Q’I‘:zF) =0 for
all F € F7. The fact that ﬂ’ng [ck(Gk gT)] = 0 then follows from (3.32)). We next notice that it holds,

for all wp € GX(T),

—/TC;E(Q;{ZT)WT :—/j‘w%/(G;EgT)-CUI'IWT'F Z (")TF‘/FG];"QF‘(WTX”F):O’

Fefr

where we have used the definition (3:23) of C% and the property (3:23) of the tangential trace recon-
struction in the first equality, the fact that carlwr € R k=1(T) to cancel the projector, and the link (3.14)
between volume and face gradients to conclude. This shows that ncg’kT [ck (G q, )] = 0 and concludes

the proof of (3.42).

3. Proof of (3.40). Immediate consequence of (3.31)) after observing that C: ? and D; are the restrictions
of C} and D¥ to T, respectively.

4. Proof of (3.41). The inclusion Im Dﬁ c Pk(T3) is an obvious consequence of the definition (3.30)

of the global divergence. To prove the converse inclusion, let g, € P*(7;). Since the continuous
divergence operator div : H' (Q) — L?(Q) is onto (see, e.g., [21, Lemma 8.3]), there exists v € H! (Q)
such that divy = gj. Setting p, = I% v € XX . the commutation property (3:36) and the def-

inition (3.30) of the global divergence yield D’h‘g h = ﬂ';, p(divy) = n’;) pdh = qn- This shows that
Pk(T5) c Im DX, thereby concluding the proof of (3.41). ]

Remark 21 (Kernel of the full curl operator). Combining the inclusion with the relation (3.27)
linking element and face curls, it is inferred that, for all ¢ € X5 ;. 7y ;[C] (Q?gT)] = 0.
On the other hand, (3.42) implies ncg’lfT [ck (Q?gT)] = 0. Hence Ck (QI;‘ZT) = 0 by (2.15) with
a=Ck (Q§2T) and (S, 5°) = (G*(T), G*(T)). This shows that Im G¥ c KerCk.

The exactness properties of the DDR sequence, depending on the topology of the domain, are
collected in the following theorem.

Theorem 22 (Exactness). Denoting by (bg, b1, by, b3) the Betti numbers of Q (with by = 1 since Q is
connected and bz = 0 since Q C R3 ), we have

b1 =0 = ImGj =KerC}, (3.43)
b, =0 = ImC} = KerD}. (3.44)
Remark 23 (Meaning of vanishing Betti numbers). In broad terms, the condition »; = 0 means that Q
does not have any tunnel, while b, = 0 means that Q does not enclose any void. A typical example of

Q that has by # 0 is (the interior of) a torus, and an example of Q with b, # 0 is a domain enclosed
between two concentric spheres.

Proof. 1. Proof of (3.43). Recalling (3.39), we only have to show the inclusion

KerC) c ImG}, (3.45)
that is, forall v, € Xﬁuﬂ’h such that gflgh = 0, there exists 4, € X’g‘rad,h such thaty, = Qﬁgh. In what
follows, we show how to construct such a q,-

We start by constructing a function gg, € PX*1(Ey) such that vi = (gg,)’ for all E € &;. Let
Vo,V € V) be two distinct mesh vertices of coordinates xy, and xy, respectively, and denote by
Ep C &y aset of edges that form a connected path P from Vj to V (such a path always exists since € is
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connected). By the fundamental theorem of calculus, there is a unique function gg, € Pck“ (Ep) such
that gg, (xy,) = 0 and (gg P)l’ = Ve forall E € Ep, the derivative being taken in the direction of E
(g&p 1s obtained integrating, in the direction defined on each edge E by ¢, the functions (VE)eesp)-
We want to show that the value gg, (xy ) taken at V is independent of the choice of the path P. To
this end, denote by P another path from Vy to V formed by the edges in &, and denote by —P the
same path but with reversed orientation. We assume, for the moment, that &p and & are disjoint. By
similar considerations as before, there exists a unique g¢; € Pr(E p) such that q&p (xv,) = 0 and
(6181'5)|’E =vg forall E € Ep. Since by = 0 (i.e., there is no “tunnel” crossing ), the path B := P — P’
formed by the edges in Ep = Ep U Ep is a 1-boundary, i.e., there is a set of faces Fp C F, giving rise
to a connected surface Sp = Upeg, F such that B = dSg. We fix an orientation for S and, for all
F € Fp, we denote by wpr € {—1, 1} the orientation of F relative to Sg. For all E € &p, there is a
unique face F € Fp such that £ € &, and we let wpg = wprwrE denote the orientation of E relative
to Sg. Since CI’f_KF =0 for all F € ¥p, it holds

0= Z a)BF/FCféKF:— Z WBF Z wFE/EVE=— Z wBE/VE,

FeFn FeFg Ecér Ecép E

where the second equality is obtained from (3.16) with rr identically equal to 1, while the conclusion
follows observing that all the edges that are interior to S appear exactly twice in the sum, with opposite
signs. Thus, reasoning as in [22, Proposition 4.2], there exists gg,, € PX*!(Ep) such that (gg,)’ = VE
for all E € Ep, which we can be uniquely identified by additionally prescribing that gg, (xy,) = 0.
Under this condition, by uniqueness we infer (g¢,) | = (e, )| forall E € Ep and (qe,)|E = (96;) |E
for all E € Ep. Since ggy is continuous at the vertices of B, this shows that gg, (xy) = qe5 (xv).
This reasoning can be extended to paths P and Psuchthat Ep N & 5 # 0, the only difference being that
one should reason, in this case, on each connected component of the manifold Sg (corresponding to a
“loop” inside the path B = P — P). The details are left to the reader.

Repeating this reasoning for each vertex V € 9V}, and all possible paths connecting Vj and V, we
conclude that there exists a unique gg, € PX*1(Ey) such that gg, (xv,) = 0 and, recalling the notation

@.1),
gy =Ghqr=ve  VEec&),. (3.46)

Let now F € 7. We look for a g € P*1(F) such that 4, = (qr.qe;) € X]g(rad’F satisfies
Ve = Q’;QF. Plugging CI’f{F = 0 into (3.16)), we infer, for all rr € P*(F),

k k
VR F * roty rp = Z WFE VETrF = Z WFE GEC]E rep = GFC] -rotp rr,
F E E F =F

EcEF EcEFr

where the second equality is a consequence of (3.46)), while the conclusion follows from (3.24). This
shows that ve p = 7l 1. (lequ) for all gz € P*~!(F). Let us now enforce v nsk lequ), that

RF = R,F(
is, for all wp € REK(F),

/VR,F'WFZ/GIECIF‘WFZ—/QFdiVFWF+ Z wFE/CISF(WF‘nFE),
F F = F E

Ec&Ep

where we have used the definition (3.4) of Gf; in the second equality. Recalling the isomorphism (2.9)),
the above condition defines the sought g € P*~1(F) uniquely.

Writing the definition (3.23) of CKy,. with wr € G“*(T), using Jrcg’]fT (Cky,.) =0, invoking (3:23)

to write ‘yf‘, vy =Gk 4. and using the link (3.14) between element and face gradients with zp = wr, we
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see that, for any T € T, vr1 = 7rR T(Ggq ) with q, = (qr.(qF)Fesr»qe,) forall gr € pr=1(T).

Proceeding then as for g above, we can select g7 € Pk (T) to additionally have v¢ RT = ?R’,]fT (Gi 4, ).
This concludes the proof of (3.43).

2. Proof of (3.44). The proof can be obtained reasoning as in [20, Point 2b) of Theorem 3]. As a
matter of fact, this argument is based on a local exactness property analogous to (3.31) together with a
topological assembly of the mesh valid for domains that do not enclose voids (b, = 0), and it therefore
does not depend on the specific choice of the complements in (2.5)) and (2.3). O

4 Poincaré inequalities

In this section we state and prove Poincaré-type inequalities for the operators in the DDR sequence.
4.1 Component L’>-norms

We equip the DDR spaces with the L2-like norms naturally associated with the choices of polynomial
components. Specifically we set, for all 4, € Xgra dh

1

2
. 2 .
llg, llgrad.n .=( § |||2T|||gmdj) with

T €Ty,
3
T M lmar = (larsg + 3 el War) Ve, € Xiar
rerr . 4.1)
VF € ¥ lllg I = llgr s - + hellgell? 2 Vg _ e Xk
hs 9 lgrad.F -= {9 F Il 2(F) ENGEN2(E) 9p € Xgrad,F-
Ec&EF
Similarly, for ally, € Xc url,
1
Iy, Mewrt s = ( R T|||cw) with
TeT,
1
VT € T, vl =verlls + IV 2117 + helly Il © o, ext
h> Yrillcur,T -— R, T LZ(T) VR,T L2(T) F KF curl, F KT Zeurl, T

FeFr
1

2
VE € i IV lleunt —(uvanzm+||vRF||L2(F) > hEqungz(E)) Vo € Xk g

EESF
4.2)
Finally, forallw, € Xﬁw o
1
I”Wh'”dlvh = ( Z ”lmT”ldlv ) with
TeT,
1
2 c 2 2 2 k
VI € Tns MWy llaivr = (Iwe.rllf2 ) + WG 7 llp2 ) + Z helwella gy ) Y%7 € Xy

Fe¥fr
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4.2 Discrete Poincaré inequalities

In order to state the Poincaré inequality for the gradient in the case k = 0, we need to reconstruct face
and element values from edge values. To do so, we select, for all F € Fj, (Arg)Ecs, € [0, 1] &F guch
that Y. peg, Are = 1 and, for all T € 7y, (ArF)res € [0, 1177 such that 2res ATF = 1. We then
define face and element averages as follows:

VF € ﬁ aF = Z /lFE ﬂ-%’EQE Vq € Xgrad F
EESF

YT €T,  qr = Z ATF qF Vg, € Xgrad,r
Fefr

4.3)

Werecall that gz = (g, ) |E (see Remark. If q, € X0 we still denote by g and g, the averages

grad h’

generated by the restrictions 4, € X0 Xorad,F and q, € Xgra ar of q,

Theorem 24 (Poincaré inequality for the gradient). Let q, € Xk Xorad, be such that
Z ITlgr =0 ifk=0, (4.4)
TeT,
Z/qT—O ifk=1. 4.5)
TeT,

Then, there exists a real number C > 0 independent of h and q, and depending only on Q, k, and the
mesh regularity parameter, such that

|||C] ”Igrad h < C”lG 6] ”lcurl h- (4.6)
Proof. See Section4.3] |

Remark 25 (Choice of weights in (@.3)). Assume that, for all Y € 7;, U ¥, xy € Y is a point such that
Y is star-shaped with respect to xy. The weights in (4.3)) can be selected as follows: for all F € 7,

AFg = d’;ﬁ:lf | for all E € &Er, with drpg denoting the orthogonal distance between xr and E; for all

TeTy, Arp = dT3|FT“|D | for all F € Fr, with dr r denoting the orthogonal distance between x7 and F.
With this choice, the condition (4.4)) becomes

Z Z Z |PTFE|7T(7)>,E‘]E:% Z Z Z Z |Prrelqe. (xv) =0

TeT, FeF, E€EF TeT, FeF, E€EFp VeVE

where, for any mesh element T € 7}, face F € ¥, and edge E € Ef of vertices V| and V,, PrpE is the
tetrahedron of vertices x7, X, xy,, and xy,. When xy = ﬁ fY X, we recover the construction on the
dual barycentric mesh of [8, Section 4.1].

For the sake of completeness, we state in what follows Poincaré inequalities for the curl and the
divergence that are easy consequences of the results of [[20]].

Theorem 26 (Poincaré inequality for the curl). Denote by (bg, by, by, b3) the Betti numbers of Q (with
bo = 1 and b3 = 0) and assume by = 0. Let (Ker Ck)L be the orthogonal of Ker Ch in Xk . foran
inner product whose norm is, uniformly in h, equivalent to ||-|l|cur1,n. Then, Q 5 o (Ker g )+ — Ker D’;l
is an isomorphism. Further assuming that by = 0, there exists C > 0 independent of h, and depending
only on Q, k and the mesh regularity parameter, such that

—curl,h

Iy lleurt.ne < CICHYlllaivn Vv, € (Ker Cj)*. 4.7
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Proof. The isomorphism property is a consequence of (3.44)). In order to prove the Poincaré inequality
(4.7), combine [20, Theorem 20] with [20, Proposition 16] (which requires the additional assumption
b = 0) and the norm equivalence of [20, Proposition 14] (see also [19 Eq. (4.5)]). m]

Theorem 27 (Poincaré inequality for the divergence). Let (Ker D’;l)l be the orthogonal of Ker D’;L
in X ]giv’h for an inner product whose norm is, uniformly in h, equivalent to |||-||giv.n- Then, Dfl :
(Ker D;‘l)l — PK(T) is an isomorphism and there exists C > 0 independent of h such that

llw, llaiv.n < CIIDNW, N2y Yw, € (KerDj)™. (4.8)

Proof. The isomorphism property is a consequence of (3.41). The Poincaré inequality (4.8)) follows
from [20, Theorem 18] accounting for the norm equivalence stated in [20, Proposition 14] or [19}

Eq. @3)]. O
4.3 Proof of the discrete Poincaré inequality for the gradient
4.3.1 Preliminary results

We need the preliminary results established in the following lemmas.

Lemma 28 (Estimates of local H'-seminorms for k = 0). It holds, recalling @3),

VEeFu, D e - 7% parlag S 0GR W r Y4, € Xouarr (4.9)
EGSF
VT € T, D ar =Gl S NG s V4, € Xopars  (4:10)
Fefr

where a < b means a < Cb with C > 0 depending only on the mesh regularity parameter.

Proof. Throughout the proof, < has the same meaning as in the statement. Let F € ¥, and q, =

(0,9e.) € X(g)rad - Forall E € Ep, recalling that g = (&) | it holds

hg 1
|7 paE — qer (xv)| < TlGOEqu S hpllGYgellizey YV € Ve (4.11)

Denote by E; and E; two distinct edges in &. Constructing a connected path of edges in Ef that starts
in E; and ends in E; (which is possible since the boundary of F is connected), inserting +gg, (Xv )
for all V € ‘VF vertex internal to the path, using triangle inequalities, and invoking (4.1T]) along with

1
lger (xv)) — gep (xv)| < hElIGLqElli2(g) for all E € Ef of vertices V} and V3, it is readily inferred
that

1
|7T(¢)>,EICIE1 —7T(7)>,E261E2| S Z hZlGhqelli2 e < ”lg(;?zFl”curl,F, (4.12)
EGSF

where we have invoked a discrete Cauchy—Schwarz inequality, card(Er) < 1, and the definition (#.2))
of [|||llcurs,7 to conclude. We next notice that, for all E € &, it holds

— 0 0 0 0
G~ 7% zagl=| > Are(p pqe -7 =ap)| < 1694, MewnF»
EESF

where we have used the definition (4.3) of g along with 3 rcg,. Arg = 1 in the equality, and (.12))
along with Apg > 0 and again }.pcg, Arg = 1 to conclude. Hence, follows by writing

-1= 0 2 — 0 2 0 2
D G =7 pae e = D) dr — 79 pael® S 1G%G, Mo -
Ecér Ee€&F
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The proof of (.10) is similar. Letting 7' € 7j, and q, € Xorad - the first step consists in leveraging
®@.9) as to pass from (@.11) to (4.12)) in order to prove that for all F | and F, distinct faces of ¥,

@r, ~drl < ), NGhq, e, (4.13)
FeFr
We then write, for all Fe Fr,
2

> Arr(@r -5

Fe¥fr

0 0
S D hillGa, Mo r < 162 a, eun 1
Fefr

—1= -1 = — 12
e Oy =l | P R O

where we have used the definition (4.3) of g7 along with Y rce A7p = 1 and |F| < hzﬁ in the
first inequality, a Cauchy-Schwarz inequality, @.13), A7r > 0, Ypcs A7F = 1, and the fact that
card(¥r) < 1 (owing to mesh regularity) in the second inequality, and invoked again a Cauchy—Schwarz
inequality and card(¥7) < 1, together with hz < hp for all F' € Fr and the definition of ||| lllcurt.7
to conclude. Summing the previous inequality over the faces FofT yields (@.10). O

Lemma 29 (Estimates of local H'-seminorms for k > 1). Assume k > 1. Then, it holds:

VF € i llgradp arlls o+ Y he'lar = el S NGEG Mo r V4, € Xiraa
Ec&Efp
4.14)
VI €T, llgradgrills , + Y b lar - aelts e S 1GE @ Waunrs Ve, € Xiraa 1
Fe¥fr
(4.15)

where a < b means a < Cb with C > 0 depending only on k and the mesh regularity parameter.

Proof of Lemma[29, Throughout the proof, < has the same meaning as in the statement, and we also
use a ~ b as a shortcut for “a < band b S a”.

1. Proof of @.14)). Let q, € Xgrad r and define A, s € R as the average of gg, over JF. Using

triangle and trace inequalitles along with the fact that card(Er) < 1 by mesh regularity, we infer that

D e llar —aelfypy 5 ) hElaE = Agor s g + i lar = Ag.or IFa ) = T+ Ta. (4.16)
EcEF EcEFr

We proceed to estimate the terms in the right-hand side. Since gg,. is continuous, a Poincaré—Wirtinger
inequality along O F together with hg ~ hf readily yields

T ) hellGhaell < 1GEG, W p- (4.17)
Ec&fp

To estimate T, we apply the definition (3:4) of G to q, -1 ’g‘rad’ rAg.or € XK

test function vr € R® k(F) such that divp vp = gr — Ay oF (this is possible because k > 1) and
lvE ||L2(F) hrllgr — Ag.oFllL2(ry (see Lemmabelow) Using the definition of %K

Xorad,F and take as a

R.F and recalling

the consistency property (3-10) of G&., we have

k
/G];“(q gradF ‘IaaF)'vF:/Fﬂ?R,F(GII(?gF)'vF
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and thus, using Cauchy—Schwarz and discrete trace inequalities, we infer
lgr = AgorI2 ) < I17%5 (GEg )2 IV E + lgE = Ag.orlli2g) Ve - nrEll
F q.0F ll2(py S 1Tg p\Brd )L (m) IVFIIL2(F) qdE ¢.0F lL2(e)lIVF - RFE|L2(E)
EGSF

K
S hellwig e (GFa )2 oy lar = Ag.or Il r)

1
+ > hillge = Agor e lar — Agor ) (4.18)
EGSF

Simplifying by |lgr — Ag.orF lL2(F)> accounting for (@ in the last term, using a discrete Cauchy—
Schwarz inequality, squaring, and dividing by h yields

T < 173 (GF 4, ) Iz oy + IG5, Meurr S 1G4 ur (4.19)
Plugging (#.17) and (4.19) into (@.16) yields
D hgllar = qe sy < NG K 2 - (4.20)
EESF

To estimate the first term in the left-hand side of @.14)), we write the definition (3.3]) of G¥ ¥4, with
wr = grady g to infer

||graquF||Lz(F) /ﬂPF(GI;;q ) wp — Z wFE/(%F—CIF)(wF-nFE)
E

Ecér 4.21)

1
S sk (G i W rllz e + D by ldee = el Welle ).
EESF

where we have used the fact that w € P~ (F) to insert the projector in front of G’I‘,qF in the first line,
and we have invoked Cauchy—Schwarz and trace inequalities to pass to the second line We next notice

-1 (gk _ k k-1_ck
that ﬂ’;)’},(GFgF) F(n'k | (Gkg ) T 71';“,( )) since, by (Z.T1), ﬂRF SDF ﬂ';“L
and ﬂ(;ék;]ﬂ'kp_}: = n;ekFl = n;szl (’;?kF given that Rk~ 1(F) c R%*(F) by 7). By virtue of (2.19)

along with the L?(F)-boundedness ofnRF , this gives ||7rk ! (Gk )||L2(F) ||7rk ! (Gk )||L2(F)+
||7r,R r (Géq )||L2(F) |||GFq llcurt,7. Using this result along with (.20) in @I) and simplifying
gives

lgradp g2 ) < 1G4, e r (4.22)

which, summed to (4.20), yields (4.14).

2. Proof of ([.15). The ideas to prove (.I5) are similar to those used for F' above, but the Poincaré—
Wirtinger inequality leading to is not readily available for face potentials, as they are discontinuous
from one face to the other, and needs to be separately established. Let

1 1
Agor = — Z |FlA,r with A, p = —/ gr forall F € F7
0T IFl JF

denote the average over 0T of the piecewise polynomial function defined by (¢r)res, . As a starting
point to estimate the second term in the left-hand side of (4.13), using triangle and trace inequalities
along with the fact that card(#7) < 1 by mesh regularity, we write

D hillar = arlta ey 5 D) hEtlar = Aqrltae + D e AGE = Agar T
Fefr Fe¥fr Fe¥fr

+h?llar = Agorlfa gy = T+ T+ Tz (4.23)
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The Poincaré-Wirtinger inequality |[gr — Ag,FllL2(r) S hrllgradg grlly2 ) combined with #@.22)
readily yields for the first term

dr L (F) S G G
FefFf

Since Ay o7 is a weighted average of all (Aq F)Fe(}‘r , the bound

s IG% 4, |||cur1 T (4.25)

follows if we prove that, for all F, F’ € ¥,
B g r = Aqr s gy = Wil IF1|Ag . = Ag.rl? 5 1GE G, Nun7- (4.26)

Creating a sequence (F = Fy, Fy, ..., F,, = F’) of faces in ¥7 such that, foralli = 0,...,m — 1, the
faces F;, F;;1 share an edge E;, inserting

-
0 0 0 0
0=-7p gqE, + Z [(nP,Eini - Aq,Fin) - (RP,EH]quH - Aq,F,-+1)] 7 Byt DEme
i=0

into |[A, r — Ay r/|, using triangle inequalities and the fact that hr, =~ hp,, and |F;| = |F;4]| for all
i =0,...,m—1by mesh regularity, and recalling the definition (4.2)) of |- |l cur1,»» (4.26) is a consequence
of

VFeFr,  hp|FllAgr = np pqel’ S hellGrg, llamr  VE€8r.  (427)

To prove this relation, we write

”Aq,F _ﬂ(g)D,EqE”iZ(E) < ||AqF _QE”iZ(E)
< WP A = @1 gy + 1l = 921 sy < hENlGE, I 5

where the first inequality comes from the L% ( E)-boundedness of 7r7> > the second inequality is obtained
introducing gy and using a triangle inequality together with a discrete trace inequality, while we have
used (4.14) and the same arguments that lead to (4.24) in the conclusion. The relation follows
noticing that |F| = hp|E|, so that |F||A, F — n%’EqEP ~ hpl|AgF —7 This concludes

the proof of (4.26)), hence of (4.23).

Finally, to estimate T3, we apply the definition (3.7) of the element gradient to q, = 1 {g‘ra arAq.or €

+ and take as a test function wr € RS*(T) such that div wr = g7 — Ag.or- By Lemmabelow,

0 2
P E9E N2 gy

k
Kgrad,

we have ||wT”L2(T) hrllgr — Ag, 6T||L2(T) Noticing that, for all F € Fr, (wr)|F - nr € Pk‘l(F)

(see (A.6)), using (3.12) to replace yk“(q _gmd rAq.or) by qr — Ay ot proceeding as in (#.18)
and noticing that

> it lar = Agor |2 S T+ T,

Fefr
we infer
< NG 4, Meun, - (4.28)
Plugging (#.24), @.25), and (#.28) into (@.23) yields
D hEllar = arlit gy S 1GHa, Neun s (4.29)
Fefr

Proceeding in a similar way as for the proof of (4.22)), that is, writing (3.8)) with wr = grad g, and
additionally noticing that, owing to (3.12), yk”q can be replaced by g in the boundary term since

(wr)|F - nF € Pr=I(F) for all F € Fr, we mfer || grad QT“LZ(T) |||G§q |||curlT Summing this
estimate together with (4.29) yields (4.15). i
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4.3.2 Proof of Theorem

We are now ready to prove Theorem [24]

Proof of Theorem[24] Let us first consider the case k > 1. By [21], Theorem 6.5] with p = ¢ = 2, (4.3)
implies

D laritsgy s ) (lleradarliy, o+ > hitllar = arlls s | < 1GhG, lunss  (4:30)
TeT, TeTh FeFr

where the conclusion is a consequence of (4.13)) followed by the definition (4.2) of the |||||cur1,,-norm.
Let now T € 7, and write, using triangle inequalities along with a trace inequality and the bound
card(#r) < 1 resulting from mesh regularity,

D helar ey < lar Iy + Y. hellar —ar iy < lar sy + 13 IGK g, ey r» (43D
FeFr Fe¥fr

where the conclusion follows from hg < hy for all F € ¥ along with (4.13). Similarly, triangle and
trace inequalities along with the geometric bound card(Er) < 1 yield

Dhe D hellgElly gy S D) helarlt e + D) e D) hellgr - el g,

Fe¥r EcéFr Fefr Fefr EcéF (4_32)

2 2 ek 2
S Narliz gy + i lG7 a4, Neun. -

where the conclusion follows using (.31) for the first term and @.14) along with hg < hr for the
second. Adding @.31)) to (4.32), summing the resulting inequality over T € 7y, recalling the definition
(4.1) of the || llgraa, -norm, using the fact that iz < h < hq for all T € 7}, and invoking (4.30), we get

2 2 2 k 2 k 2
DD hellg e r < D Narlita + HollGEG, Wan < NGKG, Mo - 4:33)
TeT, FeFr T €T

Summing (@.30) to (.33) yields (4.6).

The proof for the case k = 0 is the same provided that we replace, in the above expressions,

(97.9F,qE) With (g7, qF, n(;) £4E) defined by (.3) (additionally noticing that grad g, = 0), (4.14)
with @9), and @13) with @.10), and that we notice that, by a Poincaré—Wirtinger inequality on each

edge, [lge — 75 pqelli2 ) < helGLaElzE)- g

A Results on local spaces

This section collects miscellaneous results on the Koszul complements defined in (2.3) and (2.5)), as
well as on the trimmed spaces (2.12)) obtained from the latter.

Proposition 30 (Traces of Nédélec and Raviart-Thomas functions). It holds, for all F € Fp,

VE € EF (vr)e te € PTYE)  Vvp e NU(F), (A1)

VEe&F  (wp)g-nre € PUYE)  VYwrp e RTU(F) (A.2)
and, for all T € Ty,

VE € & (vr)e -te e PCUE)  Wvr e NUT), (A.3)

VF € Fr (wr)p -np € PCYF)  Ywr € RTUT), (A.4)

VEeFr  (vp)p xnp € RTE(F)  Vvr e NU(T). (A.5)
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Proof. 1. Proof of (A1) and (A3). The tangent edge traces of functions in G~ (F) (resp. G~ 1(T))
are in Pf‘l(E) for all E € Ef (resp. E € &r). To prove (A.T)), it then suffices to recall the definition
(2.3a) and observe that the quantity (x — xp)* - tg = (x =%~ fg + (xg —xp)* - tg is constant
over E, the cancellation coming from the fact that (x — xg) and ¢g are parallel for all x € E. To
prove (A3), recall the definition (Z.5a) of G (T) and observe that, for all v € P*~1(T) and all x € E,
[((x—x7)XVv] - -tg = [(x = tp + [(xg —x7) xv] - tg € PC7I(E), where the cancellation
follows observing, as before, that the vectors (x — xg) and ¢g are parallel.

2. Proof of (A.2) and (A.4). The normal traces of functions in RV(F) (resp. RE1(T)) are in PC1(E)

(resp. PE71(F)) forall E € EF (resp. F € Fr). To conclude, recall the definition (Z:3b)) (resp. (Z.3b)) of
RSL(F) (resp. RS (T)) and observe, using similar arguments as above, that the quantity (x —x ) - npg
(resp. (x —x7) - np) is constant for any x € E (resp. x € F). This implies, in particular, for all T € 7p,

VFeFr,  (zr)F-nr € PTUF) Ve € RUT). (A.6)

3. Proof of (A3). For all vy € G“1(T) ¢ P"1(T) we have (vr)|r x np € P7H(F) ¢ RT(F)
since n is constant. It therefore suffices to prove (A.3) for vz € G“(T). Recalling (2Z.5a), there is
zr € P (T) such that vy = (x —x7) X zr. Thus, we can write

(vr)ip Xnp = ((x —x7) X27)|F X RF
=((x —x7)|F - np)(zr)iF + ((27)1F - nF)(XT —X)|F
=((xF —xT)|F : nF)(ZT)\F + ((ZT)|F ‘np)(xf —x)lF - ((ZT)|F ‘np)(XF —X1)
= ((xp —x7) Xz27)|)F X np+((2r)|F - nF)(XF —X)|F,

ePl-1(F) eRSE(F)
where we have used the vector algebra identity
(AXB)xC=(A-C)B-(B-C)A  VA,B,C €R? (A7)

with A = x —x7, B = z7, and C = np to pass to the second line; to pass to the third line, we have
noticed that (x — x7) - np is constant on F for the first term, and we have added +xF inside the last
parentheses and developed; the last line follows from an application of withA =xr—x7,B =27,
and C = np. Since PI1(F) = RN F) o RO (F) c REV(F) o RO (F) = RTY(F), this concludes
the proof. O

Lemma 31 (Norms of the inverses of local differential isomorphisms). The norms of the inverses of the
isomorphisms defined in 2.8)—(2.10) satisfy, for all F € Fy, or T € Ty,

I(rote) '\l < hp, (dive) 'l S he (V)™ S by, and  |[(curl)™'|| S Ay

where, above, ||-|| denotes the norm of the corresponding isomorphism when its domain and co-domains
are endowed with their L*>-norms, and a < b means that a < Cb with C depending only on the
polynomial degree € and on the mesh regularity parameter.

Proof. We only prove the estimate on ||(curl)~!||, since the other ones follow from similar arguments.
The idea is to use the transport 7 > x + X = h}] (x—x7) € T as in the proof of Lemma We recall
that B(p) c T c B(1), where p is the mesh regularity parameter and B(r) = {y e R? : |y| < r}.
Letv € RI™1(T) and set 7(X) := v(x). Since the transport x — X is linear, ¥ belongs to R™!(T),
and can be considered as a polynomial in R™'(R3). As curl : ¥ x PI1(R3) — RY(RY) is an
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isomorphism, it has a continuous inverse for any pair of norms we choose on the domain and co-
domain; we endow X x P~ (R?) with the L?(B(p))-norm and R‘~!' (R?) with the L>(B(1))-norm. The
continuity of the inverse of this curl operator gives w € X x P‘~1(R?) such that curl w =¥ on R and
||w ||L2( B(1) S ||?||Lz( B(p))’ wEere the hidden constant depends only on Athe spaces and their norms, that
is, on £ and p. Since B(p) c T C B(1), this shows that curl w =¥ on T and ||W||L2(f) < ||V||Lz(f).

For x € T, define w(x) := hyw(X). Then, w € (x —x7) x P{"1(T), curlw = v (the scaling by iz
cancels out the factor h}l which appears when differentiating x +— w (h}1 (x —x7))), and, denoting by
Jr the Jacobian of the transport T — T, we have

1~ 1<
Wllyzcry = hrldr B IRl < bl BRI = hr vl

which concludes the proof. O
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