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Abstract

This paper is a further investigation of the problem studied in [14], where the authors
proved a law of large numbers for the empirical measure of the weakly asymmetric normalized
binary contact path process on Zd, d ≥ 3, and then conjectured that a central limit theorem
should hold under a non-equilibrium initial condition. We prove that the aforesaid conjecture
is true when the dimension d of the underlying lattice and the infection rate λ of the process
are sufficiently large.

Keywords: normalized binary contact path process; non-equilibrium fluctuations; fourth mo-
ment; generalized OU process.

1 Introduction

1.1 Background. We prove a central limit theorem for the empirical measure of the weakly
asymmetric normalized binary contact path process, whose law of large numbers was derived in [14].
Since we assume the initial distribution is non-stationary, the fluctuations are non-equilibrium.
Non-equilibrium fluctuations have long been an open problem in the theory of hydrodynamic limit
for interacting particle systems. Previous results such as in [11, 12] heavily depend on the special
structure of the concerned model, such as self-duality. Recently, Erhard et al. [1] considered non-
equilibrium fluctuations for the symmetric simple exclusion process with a slow bond by deriving
a precise estimate on the correlation function of the system. Moreover, Jara and Menezes [5, 6]
introduced a powerful tool to obtain non-equilibrium fluctuations of interacting particle systems.
The proof is mainly based on a sharp estimate on the relative entropy [15] of the law of the process
with respect to the product reference measure associated to the hydrodynamic limit profile. Such
an approach was also investigated by Jara and Landim [4] in the context of a stirring process
perturbed by a voter model.

Informally, the model considered in this paper can be interpreted as the infection of a disease on
the lattice Zd. To each site x is associated a value η(x) ∈ [0,∞), which describes the seriousness of
the disease at site x. At each transition time, site x could be recovered or infected by its neighbors
at some given rate. Between transition times, the value η(x) evolves according to some ODE. We
refer the readers to the next subsection for a detailed and rigorous description of the model. Main
features of the process are listed below. First of all, the configuration can take arbitrarily large
value at each site. Second, at each transition time, a large amount of quantity could be added
to or removed from a site. These features raise two main problems, as already addressed in [14],
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in the proof of fluctuations. The first is to obtain a uniform bound for the fourth moment of the
occupation variable. The second is to prove continuity of the limiting trajectory.

It is well-known that the model considered in this paper belongs to a larger class of interacting
particle systems called linear systems (Cf. [9, Chapter 9]). In such a system, the usual way to
bound the moments of the occupation variable is first to use the Hille-Yosida Theorem and then
to find the positive eigenvector corresponding to the eigenvalue zero of a matrix obtained from the
Hille-Yosida Theorem. When bounding the fourth moment, such a strategy is almost impossible
since we have to consider a (Zd)4 × (Zd)4 matrix. Instead, depending on the special structure of
the model, we relate the fourth moment to a random walk and use random walk techniques to
bound the fourth moment. We believe that such a method could be used to bound higher moments
of occupation random variables. However, the main drawback of this method is that we need the
dimension of the underlying lattice and the infection rate of the model to be large enough.

1.2 The model. In this subsection, we introduce the model formally. The weakly asymmetric
normalized binary contact path process on the lattice Zd is a continuous-time Markov process with
state space [0,+∞)Z

d . Any element η ∈ [0,+∞)Z
d is called a configuration. For x, y ∈ Zd, we

write x ∼ y if |x−y| =
∑d

i=1 |xi−yi| = 1. We denote by O the origin of Zd. For any configuration
η ∈ [0,+∞)Z

d and x ∈ Zd, we define ηx ∈ [0,+∞)Z
d as

ηx(u) =

{
η(u) if u ̸= x,

0 if u = x.

Moreover, for x, y ∈ Zd such that x ∼ y, we define ηx,y ∈ [0,+∞)Z
d as

ηx,y(u) =

{
η(u) if u ̸= x,

η(x) + η(y) if u = x.

Fix constants λ, λ1, λ2 ≥ 0 and an integer N large enough such that λ ≥ λ1/N . For each x ∈ Zd,
let {Yx(t)}t≥0 be a Poisson process with rate 1. Moreover, for each 1 ≤ i ≤ d, let {Ux,x+ei(t)}t≥0

be a Poisson process with rate λ − λ1/N and let {Ux,x−ei(t)}t≥0 be a Poisson process with rate
λ + λ1/N , where {ei}1≤i≤d is the canonical basis of Zd. Note that Ux,x+ei ̸= Ux+ei,x. Assume
that all these Poisson processes are independent. Then the weakly asymmetric normalized binary
contact path process evolves as follows:

(i) for any event moment t of Yx(·), ηt = ηxt−, where ηt− = lims<t,s→t ηs,

(ii) for any event moment r of Ux,y(·) where y ∼ x, ηr = ηx,yr− ,

(iii) for 0 ≤ t1 < t2, if there is no event moment of Yx(·) or {Ux,y(·) : y ∼ x} in [t1, t2], then

ηs(x) = ηt1(x) exp
{(

1− 2λd+ λ2/N
2
)
(s− t1)

}
, t1 ≤ s ≤ t2,

or equivalently,
d

ds
ηs(x) = (1− 2λd+ λ2/N

2) ηs(x), t1 ≤ s ≤ t2.

The weakly asymmetric normalized binary contact path process can also be defined equivalently
via its infinitesimal generator LN . More precisely, fix a strictly positive function α : Zd → R such
that ∑

x

α(x) < ∞,
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and let

X =

{
η ∈ [0,∞)Z

d

:
∑
x

α(x)η(x) < ∞

}
.

According to the evolution of this process introduced above and [9, Theorem 9.1.14], the generator
LN of the process is given by

LNf(η) =
∑
x∈Zd

[
f(ηx)− f(η)

]
+

(
λ± λ1

N

) ∑
x∈Zd

d∑
i=1

[
f(ηx,x∓ei)− f(η)

]
+
∑
x∈Zd

(
1− 2λd+

λ2

N2

)
fx(η)η(x),

(1.1)

where fx(η) is the partial derivative of f with respect to the coordinate η(x) and f is taken over
all functions on X such that f has continuous first derivatives fx and

sup
x

||fx||∞
α(x)

< ∞,

where || · ||∞ is the supremum norm of a function. Let {ηt}t≥0 be the process with generator LN .1
For each N , let ηNt = ηtN2 . Then the process {ηNt }t≥0 has generator N2LN . Let P := PN be the
probability measure on D([0,∞), [0,∞)Z

d

) induced by the process {ηNt }t≥0 and let E := EN be
the corresponding expectation. Without ambiguity, P and E will also be used to denote the law
and the expectation of the process {ηt}t≥0.

For more background on the model, such as its close relationship with the contact process, we
refer the readers to [14] and references therein.

1.3 Hydrodynamics. In this subsection, we review the law of large numbers for the empirical
measure proved in [14]. Denote by Cc(Rd) the set of continuous functions f : Rd → R with compact
support and by Ck

c (Rd), k ∈ N, the subset of Cc(Rd) containing all functions furthermore having
continuous k-th derivatives. Let M+(Rd) be the set of positive Radon measures in Rd endowed
with the vague topology, i.e., for measures µn, n ≥ 1, and µ in M+(Rd), µn → µ as n → ∞
if and only if for every test function G ∈ Cc(Rd), ⟨µn, G⟩ → ⟨µ,G⟩. Here ⟨µ,G⟩ =

∫
Gdµ for

µ ∈ M+(Rd) and G ∈ Cc(Rd). For any t ≥ 0, let πN
t (du) ∈ M+(Rd) be the random empirical

measure given by
πN
t (du) :=

1

Nd

∑
x∈Zd

ηNt (x) δx/N (du),

where δx/N is the usual Dirac measure concentrated on the point x/N .
We say ρ(t, u) is a weak solution of the following linear parabolic equation{

∂tρ (t, u) = λ∆ρ (t, u)− 2λ1

∑d
i=1 ∂ui

ρ (t, u) + λ2 ρ (t, u), t > 0, u ∈ Rd,

ρ(0, u) = ρ0(u), u ∈ Rd,
(1.2)

if for each t, ρ(t, ·) is integrable and for any G ∈ S
(
Rd
)

and any t > 0,

⟨ρ(t, ·), G⟩ − ⟨ρ0(·), G⟩ =
∫ t

0

ds
{
λ ⟨ρ(s, ·),∆G⟩+ 2λ1

d∑
i=1

⟨ρ(s, ·), ∂ui
G⟩+ λ2 ⟨ρ(s, ·), G⟩

}
,

1The process {ηt} actually depends on the scaling parameter N since the generator does. However, to distinguish
between the notations {ηt} and {ηNt } introduced soon afterwards and to make notations simple, we suppress the
dependence on N here.
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where ρ0 is the initial density profile and S
(
Rd
)

is the family of all Schwartz functions.

Theorem 1.1 ( [14, Theorem 1.1]). Let ρ0 : Rd → [0,∞) be bounded and integrable. Initially,
{ηN0 (x)}x∈Zd are independent and E

[
ηN0 (x)

]
= ρ0(x/N) for all x ∈ Zd. Moreover, assume the

second moment is uniformly bounded,

sup
x∈Zd,N≥1

E
[
ηN0 (x)2

]
< ∞.

Suppose d ≥ 3 and
λ >

1

2d(2γd − 1)
,

where γd is the escape probability that the simple random walk on Zd starting at O never returns
to O again. Then for all t ≥ 0, as N → ∞,

πN
t (du) → ρ(t, u)du in probability,

where ρ(t, u) is the unique weak solution to the equation (1.2).

1.4 Fluctuations. In this subsection, we state our main result for the central limit theorem
of the empirical measure. Fix hereafter a horizontal time T > 0. Let S ′(Rd) be the space of
tempered distributions. Let D

(
[0, T ],S ′(Rd)

)
be the space of S ′(Rd)-valued trajectories which

are right continuous and have left limits. The density fluctuations field YN
t , 0 ≤ t ≤ T , is an

S ′(Rd)-valued process defined as

YN
t (H) =

1

N1+d/2

∑
x∈Zd

η̄Nt (x)H
( x

N

)
, (1.3)

where H ∈ S(Rd) and η̄Nt (x) is the centered occupation variable η̄Nt (x) = ηNt (x)−E
[
ηNt (x)

]
. Note

that the space is divided by N1+d/2 instead of the usual scaling Nd/2. We shall prove a central
limit theorem under the following non-equilibrium initial condition.

Initial Condition. Suppose that {ηN0 (x)}x∈Zd are independent and identically distributed random
variables with E

[
ηN0 (x)

]
≡ 1. Furthermore, assume ηN0 (x) has bounded fourth moment uniformly

in N ,
sup
N≥1

E
[
ηN0 (x)4

]
< ∞. (1.4)

We remark that the constant one appearing in the first moment above can be replaced by any
others. Now we are ready to state our main result.

Theorem 1.2. Take λ2 = 0. There exist d0 and λ0 such that for any d > d0 and for any λ > λ0,
the sequence of the processes {YN

t , 0 ≤ t ≤ T}N≥1 converges in distribution, as N → ∞, with
respect to the Skorohod topology of D

(
[0, T ],S ′(Rd)

)
to the generalized Ornstein-Uhlenbeck process

{Yt, 0 ≤ t ≤ T} in C
(
[0, T ],S ′(Rd)

)
, the formal solution of dYt =

(
λ∆Yt − 2λ1

∑d
i=1 ∂uiYt

)
dt+

√
C(λ, d) dWt,

Y0 = 0,
(1.5)
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where C(λ, d) = (1 + 2λd) (1 + 1/hλ) with hλ given by

hλ =
2λd (2γd − 1)− 1

1 + 2dλ
(1.6)

and Wt is a space time white noise of unit variance. Recall γd is given in Theorem 1.1.

Remark 1.3. Based on [3], the rigorous meaning of Y· is the unique random element taking values
in the space C

(
[0, T ],S ′(Rd)

)
such that:

(i) For every function H ∈ S(Rd) and every G ∈ C∞
c (R),

G(Yt(H))−G(Y0(H))−
∫ t

0

G′(Ys(H))
(
λYs(∆H) + 2λ1

d∑
i=1

Ys(∂ui
H)
)
ds

− 1

2
C(λ, d)||H||22

∫ t

0

G′′(Ys(H)) ds

is a martingale with respect to the natural filtration Ft = σ(Ys(H), s ≤ t,H ∈ S(Rd)), where
||H||2 is the L2-norm of the function H, i.e., ||H||22 =

∫
Rd H(u)2 du.

(ii) Y0 is identically equal to zero: Y0 ≡ 0.

Remark 1.4. As observed in [14, Remark 1.3], we could reduce the case λ2 ̸= 0 to the case λ2 = 0.
Indeed, if λ2 ̸= 0, then the sequence of the processes {YN

t , 0 ≤ t ≤ T}N≥1 converges in distribution,
as N → ∞, with respect to the Skorohod topology of D

(
[0, T ],S ′(Rd)

)
to {eλ2tYt, 0 ≤ t ≤ T}, where

{Yt, 0 ≤ t ≤ T} is the unique solution to (1.5). By Ito’s formula, informally, {eλ2tYt, 0 ≤ t ≤ T}
can also be interpreted as the solution to the SDE dZt =

(
λ∆Zt − 2λ1

∑d
i=1 ∂uiZt + λ2Zt

)
dt+ eλ2t

√
C(λ, d)dWt,

Z0 = 0.

That’s why we only discuss the case where λ2 = 0.

The rest of the paper is organized as follows. In Section 2 we give a detailed proof of Theorem
1.2, except two main propositions, i.e., Propositions 2.1 and 2.2. These two propositions are crucial
and their proofs are postponed to Sections 3 and 4.

2 Proof of Theorem 1.2

In this section, we prove Theorem 1.2. The strategy to prove such a result is routine. We first
prove the tightness of the sequence {YN

t , 0 ≤ t ≤ T}N≥1 by checking Aldous’ criterion. Then we
prove the uniqueness of the limit following the martingale approach. Since the general case λ1 > 0

follows from the same strategy, to fix ideas, we shall only present the proof for the case λ1 = 0.
Note that most of our results hold for d ≥ 3 and λ > 1

2d(2γd−1) except in Propositions 2.1 and 2.2,
where we need d and λ to be large enough.

Since Propositions 2.1 and 2.2 are one of the main contributions of this paper, and since they
will be used frequently in the proof of Theorem 1.2, we state them below first. Proposition 2.1
states that the fourth moment of the occupation variable is uniformly bounded, and Proposition
2.2 says that ηNt (x)2 and ηNt (y)2 are asymptotically independent in the limit N → ∞ when sites
x and y are far away. Their proofs are postponed to Sections 3 and 4.
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Proposition 2.1. There exist d0 and λ0 such that for any d > d0 and any λ > λ0,

sup
0≤t≤T,N≥1

E [ηNt (x)4] < ∞ for all x ∈ Zd.

Proposition 2.2. There exist d0 and λ0 such that for any d > d0 and any λ > λ0,

lim
N→∞

sup
|x−y|>N1/2

sup
0≤t≤T

Cov
(
ηNt (x)2, ηNt (y)2

)
= 0.

Remark 2.3. Recall that ηNt = ηtN2 . To make notations short, in Sections 3 and 4, we actually
shall prove the following stronger results,

sup
0≤t<∞

E [ηt(x)
4] < ∞, and lim

N→∞
sup

|x−y|>N1/2

sup
0≤t<∞

Cov
(
ηt(x)

2, ηt(y)
2
)
= 0.

2.1 Tightness. In this subsection, we prove the tightness of the sequence {YN
t , 0 ≤ t ≤ T}N≥1.

By Mitoma’s Theorem [10], it suffices to prove that for any H ∈ S(Rd), the real-valued process
{YN

t (H), 0 ≤ t ≤ T} is tight. We shall prove the statement above by checking Aldous’ criterion
(Cf. [7, Chapter 4]). More precisely, we need to show that

(i) for every 0 ≤ t ≤ T ,
lim

M→∞
lim sup
N→∞

P
(
|YN

t (H)| > M
)
= 0; (2.1)

(ii) for every δ > 0,

lim
γ→0

lim sup
N→∞

sup
τ∈TT , θ≤γ

P
(
|YN

τ (H)− YN
τ+θ(H)| > δ

)
= 0, (2.2)

where TT is the set of stopping times with respect to the natural filtration bounded by T .

Before proving tightness, we first state two lemmas, which correspond to Lemmas 4.4 and 4.5
in [14]. Since the proofs are omitted in [14], for completeness, we shall give them here. The first
lemma is concerned about the second moment of the occupation variable.

Lemma 2.4. For any 0 < t ≤ T and for any x ∈ Rd,

lim
N→∞

E
[
ηNt (x)2

]
= 1 + 1/hλ,

where hλ is defined in (1.6).

Proof. Since both the initial condition and the process are translation invariant, without loss of
generality, we can take x = O the origin. By [14, Lemma 2.3],

E
[
ηNt (O)2

]
=
∑
y∈Zd

etN
2Ψ(O, y) + etN

2Ψ(O,O)Var
(
ηN0 (O)

)
,

where

Ψ(O, y) =


2λ, y ∼ O,

1− 2λd, y = O,

0, otherwise,
and if x ̸= O, Ψ(x, y) =


2λ, y ∼ x,

−4λd, y = x,

0, otherwise.
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As in the proof of [14, Lemma 2.4], let Λ(x) = k(x) + hλ, x ∈ Zd, where k(x) is the probability
that a symmetric simple random walk on Zd hits the origin eventually when starting from x, then

Λ(x) =
∑
y∈Zd

etΨ(x, y)Λ(y) for any t ≥ 0 and x ∈ Zd.

Therefore,

E
[
ηNt (O)2

]
− Λ(O)/hλ = etN

2Ψ(O,O)Var
(
ηN0 (O)

)
−
∑
y∈Zd

etN
2Ψ(O, y)

k(y)

hλ
. (2.3)

By [9, Theorem 2.8.13], limt→+∞ etΨ(x, y) = 0 for all x, y ∈ Zd. Moreover, since the second
moment of ηN0 (O) is bounded uniformly in N , the first term on the right-hand side of (2.3)
converges to zero as N → ∞. Since Λ(y) ≥ hλ for all y, the second term on the right-hand side of
(2.3) is bounded by

Λ(O)

h2
λ

sup
|y|>M

k(y) +
1

hλ

∑
|y|≤M

etN
2Ψ(O, y)

for any M > 0. Since lim
M→+∞

sup
|y|>M

k(y) = 0 when d ≥ 3, we finish the proof by first letting

N → ∞ and then M → ∞.

The next lemma states that the second moment of the density fluctuation field, acting on any
test function H, is uniformly bounded in N and t.

Lemma 2.5. For any H ∈ S(Rd),

sup
0≤t≤T

sup
N≥1

E
[
YN
t (H)2

]
< ∞. (2.4)

Proof. According to the definition of YN
t (H),

E
[
YN
t (H)2

]
=

1

N2+d

∑
x∈Zd

∑
y∈Zd

Cov
(
ηNt (x), ηNt (y)

)
H
( x

N

)
H
( y

N

)
.

An analysis similar with that given in the proof of [14, Prosition 2.1] shows that, under our initial
condition, there exists C > 0 independent of x, y and N such that

Cov
(
ηNt (x), ηNt (y)

)
≤ C k(x− y), ∀x, y.

When d ≥ 3, it is well-known that there exists a constant2 C > 0 such that k(x) ≤ C ∥x∥2−d
2 for all

x (Cf. [8]), where ∥ · ∥2 is also used to denote the l2-norm of a point since this causes no confusion.
Therefore,

E
[
YN
t (H)2

]
≤ C

N2d

∑
x∈Zd

∑
y ̸=x

∥∥∥ x

N
− y

N

∥∥∥2−d

2

∣∣∣H ( x

N

)∣∣∣ ∣∣∣H ( y

N

)∣∣∣+ C

N2+d

∑
x∈Zd

H
( x

N

)2
,

where C is a constant independent of N . Then, for sufficiently large N ,

E
[
YN
t (H)2

]
≤ C

∫
Rd

∫
Rd

∥u− v∥2−d
2 |H (u)| |H (v)| du dv + C

N2

∫
Rd

H (u)
2
du,

from which Lemma 2.5 follows directly.
2Throughout the paper, the constant C may be different from line to line.
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Now we are ready to prove the tightness. By Dynkin’s martingale, for any H ∈ S(Rd),

MN
t (H) := YN

t (H)− YN
0 (H)−

∫ t

0

N2LNYN
s (H) ds, (2.5)

NN
t (H) :=

[
MN

t (H)
]2 − ∫ t

0

{
N2LNYN

s (H)2 − 2YN
s (H)N2LNYN

s (H)
}
ds (2.6)

are both martingales with respect to the natural filtration. Direct calculations yield that

N2LNYN
s (H) = λYN

s (∆NH), (2.7)

where ∆N is the discrete Laplacian, ∆NH(x/N) = N2[H((x+1)/N)+H((x−1)/N)−2H(x/N)],
and

N2LNYN
s (H)2 − 2YN

s (H)N2LNYN
s (H)

=
1

Nd

∑
x∈Zd

ηNs (x)2

(
H
( x

N

)2
+ λ

d∑
i=1

H

(
x± ei
N

)2
)
.

(2.8)

It is easy to see that (2.1) follows from the Markov inequality and Lemma 2.5. To check (2.2), by
(2.5), we only need to deal with the martingale term and the integral term respectively. For the
martingale term, by Eq. (2.8),

E
[ (

MN
τ+θ(H)−MN

τ (H)
)2 ]

=
1

Nd

∑
x∈Zd

(
H
( x

N

)2
+ λ

d∑
i=1

H

(
x± ei
N

)2
)
E
[ ∫ τ+θ

τ

ηNs (x)2 ds
]
.

Hence, by Chebyshev’s inequality, we only need to show that

lim
γ→0

sup
x∈Zd,N≥1,τ∈TT ,θ≤γ

E
[ ∫ τ+θ

τ

ηNs (x)2ds
]
= 0. (2.9)

By Proposition 2.1 and Hölder’s inequality,

E
[ ∫ τ+θ

τ

ηNs (x)2 ds
]
= E

[ ∫ T+θ

0

ηNs (x)21{τ≤s≤τ+θ} ds
]

=

∫ T+θ

0

E
[
ηNs (x)21{τ≤s≤τ+θ}

]
ds

≤
∫ T+θ

0

√
E
[
ηNs (x)4

]√
P
(
τ ≤ s ≤ τ + θ

)
ds ≤ C

∫ T+θ

0

√
P (τ ≤ s ≤ τ + θ) ds

≤ C
√
T + θ

√∫ T+θ

0

P (τ ≤ s ≤ τ + θ) ds = C
√
T + θ

√
E
[ ∫ T+θ

0

1{τ≤s≤τ+θ}ds
]

= C
√
T + θ

√
E
[ ∫ τ+θ

τ

1 ds
]
= C

√
(T + θ)θ,

from which Eq. (2.9) follows and then the martingale term satisfies (2.2). For the integral term,
by (2.7),

E

(∫ τ+θ

τ

YN
s (∆NH)ds

)2
 ≤ E

[
θ

∫ τ+θ

τ

(
YN
s (∆NH)

)2
ds

]
≤ θ

∫ T+θ

0

E
[(
YN
s (∆NH)

)2]
ds.

Therefore, the integral term also satisfies (2.2) by Lemma 2.5. This proves the tightness of the
sequence {YN

t , 0 ≤ t ≤ T}N≥1.
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2.2 Characterization of the limit. Since the sequence {YN
t , 0 ≤ t ≤ T}N≥1 is tight, any

subsequence further has a subsequence that converges. For short, we still denote the subsequence
by {YN

t } and denote the limit by {Yt}. Then the uniqueness of {Yt} the limit follows directly from
Lemmas 2.6 and 2.7 below.

Lemma 2.6. If d and λ are large enough, then for any function H ∈ S(Rd) and for any ϵ > 0,

lim sup
N→∞

P
(

sup
0≤t≤T

|YN
t (H)− YN

t−(H)| > ϵ
)
= 0. (2.10)

Since the mapping from ω ∈ D([0, T ],R) to sup0≤t≤T |ωt − ωt−| is continuous, from the above
lemma, the limit {Yt} is continuous.

Proof of Lemma 2.6. Observe that

sup
0≤t≤T

|YN
t (H)− YN

t−(H)|2 ≤ sup
x∈Zd, 0≤t≤T

N−(d+2)H(x/N)2

(
ηNt (x) +

∑
y∼x

ηNt (y)

)2

≤ (1 + 2d)N−(d+2) sup
0≤t≤T

∑
x∈Zd

ηNt (x)2

(
H(x/N)2 +

∑
y∼x

H(y/N)2

)
.

(2.11)

Claim. For any H ∈ S(Rd), the process
{
N−(d+2)

∑
x∈Zd ηNt (x)2H(x/N)

}
converges in distribu-

tion, as N → ∞, with respect to the Skorohod topology of D ([0, T ],R) to 0, the trajectory identical
to zero on 0 ≤ t ≤ T .

Since the mapping from ω ∈ D ([0, T ],R) to sup0≤t≤T ωt is continuous, the last term in (2.11)
converges in probability to zero as N → ∞, which proves the lemma.

It remains to prove the claim. By Lemma 2.4, for each 0 ≤ t ≤ T ,

lim sup
N→∞

E
[
N−(d+2)

∑
x∈Zd

ηNt (x)2H(x/N)
]
= 0, (2.12)

which implies that N−(d+2)
∑

x∈Zd ηNt (x)2H(x/N) converges in probability to zero for each fixed
0 ≤ t ≤ T . Therefore, to conclude the proof, we only need to prove that the sequence of the process{

N−(d+2)
∑
x∈Zd

ηNt (x)2H(x/N), 0 ≤ t ≤ T
}
N≥1

is tight. The proof is similar as that given in Subsection 2.1. We need the fourth moment to be
uniformly bounded as given in Proposition 2.1. The familiar readers can skip it without much of
loss. We give the detailed proof of the tightness below for completeness.

Now we prove the tightness by checking Aldous’ two conditions. By (2.12), Aldous’ first con-
dition (2.1) is satisfied. A similar computation as in Subsection 2.1 shows that

N−(d+2)
∑
x∈Zd

ηNt (x)2H(x/N)−N−(d+2)
∑
x∈Zd

ηN0 (x)2H(x/N)−
∫ t

0

N−d
∑
x∈Zd

H(x/N)As(x, η
N ) ds

is a martingale with quadratic variation given by∫ t

0

N−2(d+1)
∑
x∈Zd

H(x/N)2Bs(x, η
N ) ds

9



where

As(x, η) = (1− 4λd)ηs(x)
2 + λ

∑
y∼x

{
ηs(y)

2 + 2ηs(x)ηs(y)
}
,

Bs(x, η) = ηs(x)
4 + λ

∑
y∼x

(
2ηs(x)ηs(y) + ηs(y)

2
)2
.

Therefore, for any stopping time τ bounded from above by T and for any θ ≤ γ, by Cauchy-
Schwartz inequality,

E
[( ∫ τ+θ

τ

N−d
∑
x∈Zd

H(x/N)As(x, η
N ) ds

)2]
≤ γ

∫ T+γ

0

E
[(
N−d

∑
x∈Zd

H(x/N)As(x, η
N )
)2]

ds

≤ γ

∫ T+γ

0

(
N−d

∑
x∈Zd

H(x/N)
) (

N−d
∑
x∈Zd

H(x/N)E[As(x, η
N )2]

)
ds. (2.13)

By Proposition 2.1, E[As(x, η
N )2] is uniformly bounded in N and t. Thus, the term (2.13) converges

to zero as N → ∞ and then γ → 0. This shows that the integral term satisfies Aldous’ second
condition (2.2). For the martingale term, first note that E[Bs(x, η

N )] is uniformly bounded in N

and t according to Proposition 2.1. Therefore, the quadratic variation of the martingale vanishes
in the limit N → ∞. Then it is easy to see that the martingale term also satisfies (2.2). This
completes the proof.

Lemma 2.7. If d and λ are large enough, then for any function H ∈ S(Rd), the initial value
satisfies Y0(H) ≡ 0. Moreover, for any function G ∈ C∞

c (R),

G(Yt(H))−G(Y0(H))− λ

∫ t

0

G′(Ys(H))Ys(∆H) ds− 1

2
||H||22 C(λ, d)

∫ t

0

G′′(Ys(H)) ds

is a martingale with respect to the natural filtration Ft = σ(Ys(H), s ≤ t,H ∈ S(Rd)).

The above lemma gives a martingale characterization of the limit. By Remark 1.3, the limit is
uniquely determined.

Proof of Lemma 2.7. For any function H ∈ S(Rd), since initially {ηN0 (x)}x∈Zd are i.i.d. and the
second moment is uniformly bounded, it is easy to check that Var(YN

0 (H)) is of order O(N−2).
Since YN

0 (H) has mean zero, YN
0 (H) converges to zero in probability as N → ∞. Thus, Y0(H) ≡ 0.

Now fix G ∈ C∞
c (R). By Dynkin’s martingale,

MN
t := MN

t (G,H) := G(YN
t (H))−G(YN

0 (H))−
∫ t

0

N2LNG(YN
s (H)) ds (2.14)

is a martingale with respect to the natural filtration. Define Mt as

Mt := G(Yt(H))−G(Y0(H))− λ

∫ t

0

G′(Ys(H))Ys(∆H) ds

− 1

2
||H||22 C(λ, d)

∫ t

0

G′′(Ys(H)) ds,

where {Yt} is the limit of {YN
t } as we have mentioned above.
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To conclude the proof of the lemma, we only need to show that {Mt}t≥0 is a martingale.
By [13, Theorem 5.3], this property will hold if we show that MN

t converges to Mt in distribution
for each fixed 0 ≤ t ≤ T and that {MN

t }N≥1 are uniformly integrable for each t ≥ 0.
Direct calculations yield that

N2LNG(YN
s (H)) = N2

∑
x∈Zd

[
G
(
YN
s (H)−N−(1+d/2)ηNs (x)H(x/N)

)
−G(YN

s (H))
]

+ λN2
∑
x∈Zd

∑
y∼x

[
G
(
YN
s (H) +N−(1+d/2)ηNs (y)H(x/N)

)
−G(YN

s (H))
]

+ (1− 2λd)N2
∑
x∈Zd

G′(YN
s (H))N−(1+d/2)ηNs (x)H(x/N).

Using Taylor’s expansion and rearranging the above terms, we rewrite N2LNG(YN
s (H)) as

λG′(YN
s (H))YN

s (∆NH) +
1

2Nd

∑
x∈Zd

G′′(YN
s (H))ηNs (x)2

(
H(x/N)2 + λ

∑
y∼x

H(y/N)2
)

(2.15)

plus an error term bounded from above by

||G′′′||∞
6N1+3d/2

∑
x∈Zd

H(x/N)3
{
ηNs (x)3 + λ

∑
y∼x

ηNs (y)3
}
.

From Proposition 2.1, the above term converges in L1 to zero as N → ∞. By Lemma 2.5 and
Proposition 2.1, the second moment of the term (2.15) is uniformly bounded in N , thus the
martingale MN

t is uniformly integrable.
To prove that MN

t converges to Mt in distribution, first note that we can replace the discrete
Laplacian ∆N by continuous Laplacian ∆ in the first term of (2.15), since an analysis similar with
that in the proof of Lemma 2.5 shows that

Var
(
YN
s (∆NH)− YN

s (∆H)
)
= O

( 1

N2

)
.

Let

H̄2(x/N) := H(x/N)2 + λ
∑
y∼x

H(y/N)2.

To deal with the second term in (2.15), we first replace it by

1

2Nd

∑
x∈Zd

G′′(YN
s (H))E[ηNs (x)2]H̄2(x/N) (2.16)

since the second moment of the error term is bounded from above by

||G′′||2∞
4N2d

∑
x, y∈Zd

Var
(
ηNs (x)2, ηNs (y)2

)
H̄2(x/N)H̄2(y/N)

≤ C
(

sup
|x−y|>N1/2

Var
(
ηNs (x)2, ηNs (y)2

)) ||G′′||2∞
N2d

∑
x, y∈Zd

H̄2(x/N)H̄2(y/N)

+ C
(

sup
0≤t≤T,N≥1

E[ηNt (x)4]
) ||G′′H̄||2∞

N3d/2

∑
x∈Zd

H̄2(x/N),

11



which converges to zero as N → ∞ by Propositions 2.1 and 2.2. Next, according to Lemma 2.4
we could replace (2.16) by

1 + 1/hλ

2Nd

∑
x∈Zd

G′′(YN
s (H))H̄2(x/N).

Finally, without much effort, we replace the above term by (1/2)C(λ, d)||H||22G′′(YN
s (H)). In

conclusion, we have shown that MN
t equals

G(YN
t (H))−G(YN

0 (H))−
∫ t

0

λG′(YN
s (H))YN

s (∆H) +
1

2
C(λ, d)||H||22G′′(YN

s (H)) ds

plus an error term which converges to zero in probability. Since the process {YN
t } converges to {Yt}

in distribution, the martingale MN
t converges in distribution to Mt, and the proof is completed.

3 Proof of Proposition 2.1

In this section, we will prove Proposition 2.1. To make our strategy of the proof easy to catch, we
first in Subsection 3.1 revisit a lemma given in [2] by Griffeath, which says that the second moment
of the occupation variable is uniformly bounded. Then, we prove the uniform boundedness of the
fourth moment in the rest subsections. Note that, throughout this section, {ηt}t≥0 is the Markov
process with generator LN given in (1.1) with λ1 = λ2 = 0.

3.1 A preliminary illustration for second moments. In this subsection, we reprove the
following lemma which was already proved in [2].

Lemma 3.1. (Griffeath, 1983) If d ≥ 3, λ > 1
2d(2γd−1) and η0(x) = 1 for all x ∈ Zd, then

sup
t≥0

E
[
ηt(O)2

]
< +∞.

An alternative proof of Lemma 3.1. As we have mentioned in the proof of Lemma 2.4, when η0(x) =

1 for all x,

E
[
ηt(O)2

]
=
∑
x∈Zd

etΨ(O, x).

Let Υ = Ψ+ 4λdIZd×Zd , where IZd×Zd is the Zd × Zd identity matrix, then

E
[
ηt(O)2

]
= e−4λdt

+∞∑
n=0

tn

n!

∑
x∈Zd

Υn(O, x)

= e−4λdt
+∞∑
n=0

tn

n!

∑
x0,x1,...,xn∈Zd:

x0=O

n−1∏
i=0

Υ(xi, xi+1).

For any x ∈ Zd, we define m(x) = 2d if x ̸= O and m(O) = 2d+ 1. Furthermore, we introduce the
random walk {βn}n≥1 on Zd such that, for each n ≥ 0,

P
(
βn+1 = y

∣∣βn = x
)
=

1

2d

12



if x ̸= O and y is a neighbor of x, while

P
(
βn+1 = y

∣∣βn = O
)
=

1

2d+ 1

if y is a neighbor of O or y = O. For any x, y ∈ Zd, we define H(x, y) = Υ(x,y)m(x)
4dλ . Then, according

to the definition of {βn}n≥0,

E
[
ηt(O)2

]
= e−4λdt

+∞∑
n=0

(4λdt)n

n!
EO

[
n−1∏
i=0

H(βi, βi+1)

]
,

where EO is the expectation corresponding to the law of the random walk {βn} starting from O.
By the definition of Υ and direct calculations,

H(βi, βi+1) =


1 if βi ̸= O,
2d+1
2d if βi = O and βi+1 ̸= O,

(1+2λd)(2d+1)
4λd if βi = βi+1 = O.

Hence H(βi, βi+1) ≥ 1 and

E
[
ηt(O)2

]
≤ e−4λdt

+∞∑
n=0

(4λdt)n

n!
EO

[
+∞∏
i=0

H(βi, βi+1)

]
= EO

[
+∞∏
i=0

H(βi, βi+1)

]
. (3.1)

Let τ̂ = inf{n ≥ 1 : βn = O}, then

P
(
τ̂ < +∞

∣∣β0 ∼ O
)
= 1− γd.

Since H(βi, βi+1) = 1 when βi ̸= O,

EO

[
τ̂−1∏
i=0

H(βi, βi+1), τ̂ < +∞

]

= EO

[
τ̂−1∏
i=0

H(βi, βi+1), τ̂ = 1

]
+ EO

[
τ̂−1∏
i=0

H(βi, βi+1), 1 < τ̂ < +∞

]

=
1

2d+ 1

(2d+ 1)(1 + 2λd)

4λd
+

2d

2d+ 1

2d+ 1

2d
(1− γd) =

1 + 2λd

4λd
+ 1− γd.

Then, by strong Markov property,

EO

[
+∞∏
i=0

H(βi, βi+1)

]
=

+∞∑
k=0

(
1 + 2λd

4λd
+ 1− γd

)k

γd.

When λ > 1
2d(2γd−1) ,

1+2λd
4λd + 1 − γd < 1 and hence the above formula is finite. This proves the

lemma by Eq. (3.1).

Liggett recalls Lemma 3.1 in [9, Section 9.6] and proves it in a different way with that given
in [2]. Our above proof is inspired by that given by Liggett a lot. The main difference between our
proof and Liggett’s is that Liggett bounds etΨ(O, x) from above by finding an positive eigenvector
of Ψ with respect to eigenvalue 0 while we give up this approach, for the reason that such an
eigenvector is difficult to calculate when we deal with the fourth moment later.

Our proof of Proposition 2.1 follows a similar analysis with that in the above proof of Lemma
3.1, where a critical step is to bound elements of etG from above, where G is a (Zd)4×(Zd)4 matrix
and will be given in the next subsection. To complete this step, a random walk on (Zd)4 will be
introduced. For mathematical details, see later subsections.
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3.2 Preparation. Hereafter, we shall prove Proposition 2.1. Before proving the fourth moment
is uniformly bounded, we first introduce some notation. According to similarities among the four
coordinates of the point (x, y, z, w) ∈ (Zd)4, we divide the points on (Zd)4 into the following five
types:

(i) if a point has the form (x, x, x, x) where x ∈ Zd, then we say the point is of type I;

(ii) if a point has the form (x, x, x, y), (x, x, y, x), (x, y, x, x) or (y, x, x, x), where x ̸= y and
x, y ∈ Zd, then we say the point is of type II;

(iii) if a point has the form (x, x, y, y), (x, y, x, y) or (x, y, y, x), where x ̸= y and x, y ∈ Zd, then
we say the point is of type III;

(iv) if a point has the form (x, x, y, z), (x, y, x, z), (x, y, z, x), (y, x, x, z), (y, x, z, x) or (y, z, x, x),
where x, y, z are pairwise different and x, y, z ∈ Zd, then we say the point is of type IV;

(v) if a point has the form (x, y, z, w), where x, y, z, w are pairwise different and x, y, z, w ∈ Zd,
then we say the point is of type V.

We call the points of type I to type IV bad points, and call those of type V good points. Denote
by T (x) the type of a point x ∈ (Zd)4. More precisely, if x is of type I, then we set T (x) = 1, and
the remaining four cases are similar. Let

Ft(x, y, z, w) := E [ηt(x)ηt(y)ηt(z)ηt(w)], ∀x, y, z, w ∈ Zd.

Then it can be checked directly that

d

dt
Ft(x, y, z, w) = (G− 8λdI)Ft(x, y, z, w), (3.2)

where I is the (Zd)4 × (Zd)4 identity matrix, and the detailed form of the matrix G will be given
later.

Equation (3.2) can be considered as an execution of the calculation

d

dt
TN (t)f(η) = TN (t)LNf(η), (3.3)

where {TN (t)}t≥0 and LN are respectively semi-group and generator of our model with parameters
λ1 = λ2 = 0 and f(η) = η(x)η(y)η(z)η(w). Such a calculation is rigorous according to [9, Theorem
9.3.1]. Readers familiar with the theory of linear systems may point out that [9, Theorem 9.3.1]
only makes (3.3) hold for f with the form f(η) = η(x)η(y), i.e., second moments instead of four
moments. However, we can consider {ηt(x)ηt(y) : x ∈ Zd, y ∈ Zd, t ≥ 0} as a linear system
with state space [0,+∞)Z

d×Zd

= [0,+∞)Z
2d

. When we utilize [9, Theorem 9.3.1] on such a linear
system, we obtain exactly Equation (3.2).

Now, according to (3.3), we give the explicit form of G, which depends on the types of the
point (x, y, z, w).

(i) The point (x, y, z, w) is of type I, i.e., (x, y, z, w) = (x, x, x, x) for some x ∈ Zd. Then

G((x, x, x, x), (x, x, x, x)) = 3,

and
G((x, x, x, x), (x′, y′, z′, w′)) = λ

14



if (x′, y′, z′, w′) equals
(y, y, y, y),

or
(y, x, x, x), (x, y, x, x), (x, x, y, x), (x, x, x, y),

or
(y, y, x, x), (y, x, y, x), (y, x, x, y), (x, y, y, x), (x, y, x, y), (x, x, y, y),

or
(y, y, y, x), (y, y, x, y), (y, x, y, y), (x, y, y, y),

where y ∼ x, and G((x, x, x, x), (x′, y′, z′, w′)) = 0 otherwise. Therefore,

|{(x′, y′, z′, w′) : G((x, x, x, x), (x′, y′, z′, w′)) ̸= 0}| = 30d+ 1.

(ii) The point (x, y, z, w) is of type II. Let us take (x, y, z, w) = (x, x, x, y), y ̸= x as an example.
Then

G((x, x, x, y), (x, x, x, y)) = 2,

and
G((x, x, x, y), (x′, y′, z′, w′)) = λ

if (x′, y′, z′, w′) equals

(x, x, x, u), u ∼ y or (v, v, v, y), v ∼ x,

or
(u, u, x, y), (u, x, u, y), (x, u, u, y), u ∼ x,

or
(u, x, x, y), (x, u, x, y), (x, x, u, y), u ∼ x,

and G((x, x, x, y), (x′, y′, z′, w′)) = 0 otherwise. The expression for other type II points is
similar. Therefore,

|{(x′, y′, z′, w′) : G((x, x, x, y), (x′, y′, z′, w′)) ̸= 0}| = 16d+ 1.

(iii) The point (x, y, z, w) is of type III. Let us take (x, y, z, w) = (x, x, y, y), y ̸= x as an example.
Then

G((x, x, y, y), (x, x, y, y)) = 2,

and
G((x, x, y, y), (x′, y′, z′, w′)) = λ

if (x′, y′, z′, w′) equals

(u, u, y, y), (u, x, y, y), (x, u, y, y), u ∼ x,

or
(x, x, v, v), (x, x, v, y), (x, x, y, v), v ∼ y,

and G((x, x, y, y), (x′, y′, z′, w′)) = 0 otherwise. The expression for other type III points is
similar. Therefore,

|{(x′, y′, z′, w′) : G((x, x, y, y), (x′, y′, z′, w′)) ̸= 0}| = 12d+ 1.
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(iv) The point (x, y, z, w) is of type IV. Let us take (x, y, z, w) = (x, x, y, z) as an example, where
x, y, z are pairwise different. Then

G((x, x, y, z), (x, x, y, z)) = 1,

and
G((x, x, y, z), (x′, y′, z′, w′)) = λ

if (x′, y′, z′, w′) equals

(x, x, u, z), u ∼ y or (x, x, y, v), v ∼ z,

or
(u, u, y, z), (u, x, y, z), (x, u, y, z), u ∼ x,

and G((x, x, y, z), (x′, y′, z′, w′)) = 0 otherwise. The expression for other type IV points is
similar. Therefore,

|{(x′, y′, z′, w′) : G((x, x, y, z), (x′, y′, z′, w′)) ̸= 0}| = 10d+ 1.

(v) The point (x, y, z, w) is of type V, i.e., x, y, z, w are pairwise different. Then

G((x, y, z, w), (x′, y′, z′, w′)) = λ

if (x′, y′, z′, w′) equals

(u, y, z, w), u ∼ x or (x, u, z, w), u ∼ y or (x, y, u, w), u ∼ z or (x, y, z, u), u ∼ w,

and G((x, y, z, w), (x′, y′, z′, w′)) = 0 otherwise. Therefore,

|{(x′, y′, z′, w′) : G((x, y, z, w), (x′, y′, z′, w′)) ̸= 0}| = 8d.

Next we introduce a random walk {Sn}n≥0 on (Zd)4. For x ∈ (Zd)4, let

M(x) =



30d+ 1 if x is type I,
16d+ 1 if x is type II,
12d+ 1 if x is type III,
10d+ 1 if x is type IV,

8d if x is type V.

The transition probability p(·, ·) of the random walk (Sn)n≥0 is given by

p(x,y) = 1/M(x) if G(x,y) ̸= 0,

and p(x,y) = 0 otherwise.

Remark 3.2. If λ1 ̸= 0, we need to introduce an asymmetric random walk. More precisely, if
G(x,y) ̸= 0, then

p(x,y) =

{
G(x,y)
λM(x) if y ̸= x,

1/M(x) if y = x,

and if G(x,y) = 0, then p(x,y) = 0.
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3.3 Upper bound on the fourth moment. Using (3.2), for any x ∈ Zd,

E[ηt(x)4] = Ft(x, x, x, x) = et(G−8λdI)F0(x, x, x, x)

= e−8λdt
∑

y∈(Zd)4

etG((x, x, x, x),y)F0(y).

Since supy∈(Zd)4 F0(y) ≤ C for some C > 0 from the initial condition, the last formula is at most

Ce−8λdt
∑

y∈(Zd)4

etG((x, x, x, x),y) = Ce−8λdt
∑

y∈(Zd)4

∞∑
n=0

tn

n!
Gn((x, x, x, x),y)

= Ce−8λdt
∞∑

n=0

tn

n!

∑
x0,x1,...,xn,

x0=(x,x,x,x)

n−1∏
i=0

G(xi,xi+1)

= Ce−8λdt
∞∑

n=0

(8λdt)n

n!

∑
x0,x1,...,xn,

x0=(x,x,x,x)

n−1∏
i=0

1

M(xi)

n−1∏
i=0

M(xi)G(xi,xi+1)

8λd
.

Note that the second summation above over x0,x1, . . . ,xn such that x0 = (x, x, x, x) can be
rewritten as

E(x,x,x,x)

[
n−1∏
i=0

M(Si)G(Si, Si+1)

8λd

]
,

which is bounded from above by

E(x,x,x,x)

[
n−1∏
i=0

H(Si, Si+1)

]
,

where

H(x,y) =

{
M(x)G(x,y)

8λd

∨
1 if x is a bad point and y = x,

M(x)G(x,y)
8λd otherwise.

Note that H(Si, Si+1) ≥ 1 a.s. Therefore,

E[ηt(x)4] ≤ CE(x,x,x,x)

[ ∞∏
i=0

H(Si, Si+1)

]
.

3.4 Finiteness of the infinite-product expectation. It remains to prove that

E(x,x,x,x)

[ ∞∏
i=0

H(Si, Si+1)

]
< ∞. (3.4)

If x is a good point, then

Px (Sn is a bad point for some n) ≤ 6Γd, (3.5)

where Γd = 1−γd is the return probability of a simple random walk on Zd starting from the origin.
Note that the trajectories of the random walk {Sn}n≥0 alternate between bad points and good
points. Moreover, if d is large enough such that 6Γd < 1, then, with probability one, there exists
n0 such that Sn is a good point for all n > n0. Since H(Si, Si+1) = 1 a.s. if Si is a good point, there
are only finite terms strictly larger than one in the infinite product appearing in (3.4). Based on
the above observations, it is easy to see that (3.4) follows directly from the strong Markov property
and the following lemma.
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Lemma 3.3. There exist d0 and λ0 such that for all d > d0 and for all λ > λ0, there exists a
constant K = K(λ, d) such that 6Γd K < 1 and that

sup
x is a bad point

Ex

[ τ−1∏
i=0

H(Si, Si+1)
]
≤ K,

where
τ = inf{n > 0 : Sn is a good point}.

Proof of Lemma 3.3. Let τ0 = 0 and define recursively τn, n ≥ 1 as

τn = inf{m > τn−1 : T (Sm) ̸= T (Sτn−1)}.

Let
P(i → j) = sup

x:T (x)=i

P( T (Sτn) = j |Sτn−1 = x ).

Then it can be checked directly that if d ≥ 5,

P(i → i− 1) ≤ 2/d and P(i → i− 2) ≤ 2/d if d ≥ 3,

and
P(2 → 1) ≤ 2/d.

To see the property above, we take T (Si) = 2 as an example. If Si = (x, x, x, y) for some x ∼ y

and some i ≥ 1, then

P
(
T (Si+1) = 1

∣∣T (Si+1) ̸= 2, Si = (x, x, x, y)
)

= P
(
Si+1 = (x, x, x, x) or (y, y, y, y)

∣∣T (Si+1) ̸= 2, Si = (x, x, x, y)
)

=
2

12d− 1
≤ 2

d

for d ≥ 5. Note that the above probability is 0 if y ̸= x and y is not a neighbor of x. We remark
that the constant 2 is not so important. The main point is that the probability is of order O(1/d)

that the type T (Sτn) becomes smaller and such a transition occurs when Sn has some coordinates
that are neighbors with each other. Let (Yn)n≥0 be a {1, 2, 3, 4, 5}-valued Markov process with
Y0 = 1 and transition probability p(·, ·) given by

p(1, 2) = 1, p(2, 1) = 2/d, p(2, 3) = 1− 2/d, p(5, 4) = 1,

p(i, i− 1) = p(i, i− 2) = 2/d and p(i, i+ 1) = 1− 4/d for i = 3, 4.

Then we can couple (T (Sτn))n≥0 and (Yn)n≥0 together such that

T (Sτn) ≥ Yn, for all n ≥ 0. (3.6)

Define
T = inf{n : Sτn is a good point} and T̃ = inf{n : Yn = 5}.

Then T ≤ T̃ by (3.6).

Claim. There exists a constant C1 < ∞ independent of λ and d such that if λ and d are large
enough, then

sup
x is a bad point

Ex

[ τ1−1∏
i=0

H(Si, Si+1)
]
≤ C1. (3.7)
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Using the strong Markov property and (3.7), if x is a bad point, then

Ex

[ τ−1∏
i=0

H(Si, Si+1)
]
≤ Ex[C

T
1 ] ≤ E1[C

T̃
1 ],

where E1 is the expectation of the random walk (Yn)n≥0 starting from 1. Below we shall prove
that

sup
d>324C4

1

E1[C
T̃
1 ] < ∞. (3.8)

Then the lemma follows by taking the constant K = E1[C
T̃
1 ] and from the well-known fact

limd→∞ Γd = 0.
It remains to prove (3.7) and (3.8). We first prove (3.7). It can be checked directly that if λ

and d are large enough, then there exists a constant C2 < 1 independent of λ and d such that

sup
x is a bad point

Ex[H(x, S1), τ1 > 1] < C2.

For example, if x is type I, then

Ex[H(x, S1), τ1 > 1] ≤ 1

30d+ 1

∨ 3

8λd
+

2λ d

8λ d
< 0.26 < 1 for lage enough λ and d.

The remaining three cases are similar, and we leave the details to the readers. By Markov property,

Ex

[ τ1−1∏
i=0

H(Si, Si+1)
]
≤

∞∑
n=1

4Cn−1
2 < ∞.

The constant 4 comes from the fact that ||H||∞ ≤ 4. This proves (3.7). To prove (3.8), first note
that if the random walk {Yn} has not hit the point 5 before time n, then it must jump to left at
least n/4 times in the first n steps. Since each time the random walk has at most three choices,

P1(T̃ ≥ n) ≤ (2/d)n/43n.

Then
E1[C

T̃
1 ] ≤

∞∑
n=0

Cn
1 P1(T̃ ≥ n) < ∞

as long as d > 324C4
1 . This proves (3.8), and thus finish the proof of the lemma.

Remark 3.4. Using the same strategy, we can show that, when d and λ are sufficiently large,
there exists ϵ0 > 0 such that

sup
|x−y|>N1/2

E(x,x,y,y)

[ ∞∏
i=0

H(Si, Si+1)
1+ϵ0

]
< ∞. (3.9)

This extension will be useful in the next section.

4 Proof of Proposition 2.2

In this section we prove Proposition 2.2. Since the proof is similar to that of Proposition 2.1, we
omit most of the details.
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Proof of Proposition 2.2. Let

F̃t(x, y, z, w) := E [ηt(x)ηt(y)]E [ηt(z)ηt(w)], ∀x, y, z, w ∈ Zd.

As in the proof of Proposition 2.1, by [9, Theorem 9.3.1],

d

dt
F̃t(x, y, z, w) = (G̃− 8λdI) F̃t(x, y, z, w),

where I is the (Zd)4 × (Zd)4 identity matrix and G̃ is a (Zd)4 × (Zd)4 matrix. For any x =

(x1, x2, x3, x4) ∈ (Zd)4, by direct calculations, it is easy to check that G̃(x,y) ≤ G(x,y) for any
y ∈ (Zd)4, which implies that

{y : G̃(x,y) > 0} ⊆ {y : G(x,y) > 0}.

This property allows us to use the same random walk {Sn}n≥1 introduced in the proof of Propo-
sition 2.1 to study G̃. Furthermore, by direct calculation, it is easy to check that

F0(x) = F̃0(x) and G̃(x,y) = G(x,y)

for any y ∈ (Zd)4 and for x = (x1, x2, x3, x4) when {x1, x2} ∩ {x3, x4} = ∅.
In conclusion,

F̃t(x, x, y, y) = e−8λdt
∞∑

n=0

(8λdt)n

n!
E(x,x,y,y)

[
n−1∏
i=0

M(Si)G̃(Si, Si+1)

8λd
F̃0(Sn)

]
.

Define
σ = inf{n ≥ 0 : {Sn(1), Sn(2)} ∩ {Sn(3), Sn(4)} ̸= ∅},

where Sn(i), 1 ≤ i ≤ 4, is the i-th component of Sn. Then

Cov(ηt(x)
2, ηt(y)

2) = Ft(x, x, y, y)− F̃t(x, x, y, y)

= e−8λdt
∞∑

n=0

(8λdt)n

n!
E(x,x,y,y)

[
n−1∏
i=0

M(Si)G(Si, Si+1)

8λd
F0(Sn)−

n−1∏
i=0

M(Si)G̃(Si, Si+1)

8λd
F̃0(Sn)

]

= e−8λdt
∞∑

n=0

(8λdt)n

n!
E(x,x,y,y)

[
n−1∏
i=0

M(Si)G(Si, Si+1)

8λd
F0(Sn)

−
n−1∏
i=0

M(Si)G̃(Si, Si+1)

8λd
F̃0(Sn), σ < ∞

]
,

since G̃(Si, Si+1) = G(Si, Si+1) and F0(Sn) = F̃0(Sn) on the event {σ = ∞}. It is well-known
that Cov(ηt(x)

2, ηt(y)
2) ≥ 0. Since supy∈(Zd)4 F0(y) < +∞, the expectation above is bounded by

a constant multiple of

E(x,x,y,y)

[ ∞∏
i=0

H(Si, Si+1), σ < ∞

]
.

To finish the proof of Proposition 2.2, we only need to prove that

lim sup
N→∞

sup
|x−y|>N1/2

E(x,x,y,y)

[ ∞∏
i=0

H(Si, Si+1), σ < ∞

]
= 0. (4.1)
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Denote by C3 the supremum in Remark 3.4. Then by Hölder’s inequality, the supremum on the
left-hand side of (4.1) is bounded by

C
1/(1+ϵ0)
3 sup

|x−y|>N1/2

P(x,x,y,y) (σ < ∞)1/(pϵ0
),

where (1 + ϵ0)
−1 + p−1

ϵ0 = 1. This completes the proof since

lim sup
N→∞

sup
|x−y|>N1/2

P(x,x,y,y) (σ < ∞) = 0

when d ≥ 3 according to the fact that {Sn(i) − Sn(j)}n≥0 is a lazy version of the simple random
walk on Zd for 1 ≤ i ≤ 2 and 3 ≤ j ≤ 4.
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