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TWO PROBLEMS ON WEIGHTED SHIFTS IN LINEAR DYNAMICS

FRÉDÉRIC BAYART

Abstract. We show that an invertible bilateral weighted shift is strongly structurally

stable if and only if it has the shadowing property. We also exhibit a Köthe sequence

space supporting a frequently hypercyclic weighted shift, but no chaotic weighted shifts.

1. Introduction

Linear dynamics began in the 1980’s with the thesis of Kitai [11] and the paper of Gethner

and Shapiro [8]. Its aim is to study the dynamical properties of a (bounded) operator T

acting on some (complete) linear space X, as one studies more usually the dynamics of a

continuous map acting on a (compact) metric space X.

At its beginning, linear dynamics was essentially devoted to the study of the density of

orbits, thanks to its link with the invariant subspace/subset problem leading to the notions

of hypercyclicity, supercyclicity and their variants. More recently, various notions arising

in classical dynamics have also been investigated in the linear context, for instance rigidity,

the specification property, the shadowing property, and so on...

One of the interests of linear dynamics is that we have a lot of examples of operators at

our disposal to illustrate the definitions and to provide examples and counterexamples.

Among these examples, the most studied class is certainly that of weighted shifts: given

a sequence (wn)n of positive real numbers, the corresponding weighted shifts are formally

defined by

Bw(xn)n≥0 = (wn+1xn+1)n≥0 (unilateral weighted shifts)

Bw(xn)n∈Z = (wn+1xn+1)n∈Z (bilateral weighted shifts).

From the characterization of Salas [15] of hypercyclic weighted shifts on `p or c0, their

dynamical properties have been widely studied. It turns out that, very recently, they

appear in two problems where open questions still exist.

1.1. Hyperbolicity and strong structural stability. An operator T on a complex

Banach space X is said to be hyperbolic if its spectrum σ(T ) does not intersect the unit

circle. It is said strongly structurally stable if for every ε > 0, there exists δ > 0

such that, for any Lipschitz map α ∈ Lip(X), with ‖α‖∞ ≤ δ and Lip(α) ≤ δ, there is a

homeomorphism ϕ : X → X with ‖ϕ‖∞ ≤ ε such that T ◦ (I + ϕ) = (I + ϕ) ◦ (T + α).
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Namely, a small perturbation T + α of T is conjugated to T via a homeomorphism close

to the identity operator. It is known from the 1960’s that every hyperbolic operator is

strongly structurally stable (see [10, 13, 14] and for a recent advance [4]). That the converse

is false was shown only very recently in [5] where the following theorem is obtained.

Theorem (Bernardes, Messaoudi). Let X = `p(Z), p ∈ [1,+∞) or X = c0(Z). Let

w = (wn)n∈Z be a bounded and bounded below sequence of positive integers and let Bw be

the associated weighted shift. If

lim
n→+∞

sup
k∈N

(w−kw−k−1 · · ·w−k−n)1/n < 1 and lim
n→+∞

inf
k∈N

(wkwk+1 · · ·wk+n)1/n > 1

then Bw is strongly structurally stable and not hyperbolic.

This result leaves open the characterization of the strongly structurally stable weighted

shifts on `p(Z) or c0(Z). We provide such a characterization.

Theorem 1.1. Let X = `p(Z), p ∈ [1,+∞) or X = c0(Z). Let w = (wn)n∈Z be a bounded

and bounded below sequence of positive integers and let Bw be the associated weighted shift.

Then Bw is strongly structurally stable if and only if one the following conditions holds:

(A) limn→+∞ supk∈Z(wk · · ·wk+n)1/n < 1;

(B) limn→+∞ infk∈Z(wk · · ·wk+n)1/n > 1;

(C) limn→+∞ supk∈N(w−k · · ·w−k−n)1/n < 1 and limn→+∞ infk∈N(wk · · ·wk+n)1/n > 1.

This characterization should be compared with the characterization of weighted shifts

having the shadowing property, a property of dynamical systems that we recall now.

A sequence (xn)n∈Z in X is called a δ-pseudotrajectory of T ∈ L(X), with δ > 0, if

‖Txn − xn+1‖ ≤ δ for all n ∈ Z. An invertible operator T is said to have the shadowing

property if for every ε > 0, there exists δ > 0 such that every δ-pseudotrajectory is

ε-shadowed by a real trajectory, namely there exists x ∈ X such that

‖Tnx− xn‖ < ε for all n ∈ Z.

Comparing Theorem 1.1 and [5, Theorem 18], we get the following corollary:

Corollary 1.2. Let Bw be an invertible weighted shift acting on `p(Z), p ∈ [1,+∞) or

c0(Z). Then Bw is strongly structurally stable if and only if Bw has the shadowing property.

It is unknown whereas strong structural stability implies the shadowing property or if the

converse holds. Unfortunately, weighted shifts on `p or c0 cannot provide a counterexam-

ple.

1.2. Frequently hypercyclic and chaotic weighted shifts. An operator T on a sep-

arable Fréchet space X is called chaotic if it admits a dense orbit and if it has a dense

set of periodic points. It is said frequently hypercyclic if there exists a vector x ∈ X,

called a frequently hypercyclic vector for T , such that, for any nonempty open subset U

of X,

dens{n ≥ 0 : Tnx ∈ U} > 0

where, for A ⊂ N0, dens(A) = lim infN→+∞
1

N+1card{n ≤ N : n ∈ A} denotes the lower

density of A.
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The relationship between chaos and frequent hypercyclicity has been the subject of many

investigations. Bayart and Grivaux in [2] have built a frequently hypercyclic operator

which is not chaotic; their counterexample is a unilateral backward shift on c0. In [12],

Menet exhibited operators on any `p or on c0 that are chaotic and not frequently hyper-

cyclic.

Let us come back to (unilateral) weighted shifts. A natural context to study them is that

of Köthe sequence spaces. Let A = (am,n)m≥1,n≥0 be a matrix of strictly positive numbers

such that, for all m ≥ 1, n ≥ 0, am,n ≤ am+1,n. The Köthe sequence space of order p is

defined as

λp(A) =

x = (xn)n≥0 : ∀m ≥ 1,
∑
n≥0

|xn|pam,n < +∞


while the Köthe sequence space of order 0 is given by

c0(A) =

{
x = (xn)n≥0 : ∀m ≥ 1, lim

n→+∞
|xn|am,n = 0

}
.

Chaotic and frequently hypercyclic weighted shifts on Köthe sequence spaces are studied

in depth in [7]. Whereas it is known for a long time that every chaotic weighted shift is

frequently hypercyclic (compare [9] and [1]), it is pointed out in [7] that there exist

• Köthe sequence spaces that do not support any chaotic or frequently hypercyclic

weighted shifts ([7, Example 3.8]);

• Köthe sequence spaces where every frequently hypercyclic weighted shift is chaotic

and that support such shifts (`p or H(D), see [3] and [7, Proposition 3.12]);

• Köthe sequence spaces that support a chaotic weighted shift and a frequently

hypercyclic non chaotic weighted shift (c0 or H(C), see [2] and [7, Proposition

3.15]);

Thus there remains an intriguing case [7, Question 3.17]: is there a Köthe sequence space

supporting frequently hypercyclic weighted shifts but no chaotic weighted shifts? We will

answer this question in Section 3:

Theorem 1.3. There exists a Köthe sequence space supporting frequently hypercyclic

weighted shifts but no chaotic weighted shifts.

2. Strong structural stability of weighted shifts

We begin the proof of Theorem 1.1 by the following technical lemma. We fix X = `p(Z),

p ∈ [1,+∞), or X = c0(Z) and w = (wn)n∈Z a bounded and bounded below sequence of

positive integers.

Lemma 2.1. Let δ > 0, m ∈ N, t ∈ N0. There exist α ∈ Lip(X) and u ∈ X satisfying

the following properties:

• ‖α‖∞ ≤ δ;
• Lip(α) ≤ δ;
• αk+t

(
(Bw + α)m−k−1u

)
= δ for all k = 0, . . . ,m− 1.
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Proof. To simplify the notations we first prove the case t = 0. For k = 0, . . . ,m−1, we set

am,k = w2mw2m−1 · · ·w2m−k+1. We fix κ > 0 so large that, for all j 6= k in {0, . . . ,m− 1},

‖κam,ke2m−k − κam,je2m−j‖ ≥ 4.

We also consider the function ρ : R→ [0, 1] defined by

• ρ = 0 on (−∞,−1) and on (1,+∞);

• ρ(0) = 1 and ρ is affine on [−1, 0] and on [0, 1].

Clearly, Lip(ρ) ≤ 1. We then construct by induction on j = 0, . . . ,m − 1 maps α(j) ∈
Lip(X) and vectors y(j) ∈ X so that, for all j = 0, . . . ,m− 1,

(a) for all k ≤ j,
(
Bw + α(j)

)k
(κe2m) = κam,ke2m−k + y(k);

(b) α
(j)
l = 0 provided l /∈ {m− 1− j, . . . ,m− 1};

(c) for all k ∈ {0, . . . , j}, for all x ∈ X,

α
(j)
m−1−k(x) = δρ

(
‖x− κam,ke2m−k − y(k)‖

)
.

(d) y(j) ∈ span(em−j , . . . , em).

Let us proceed with the construction. For j = 0, we simply set y(0) = 0, α
(0)
l = 0 for

l 6= m− 1 and

α
(0)
m−1(x) = δρ (‖x− κe2m‖) .

Assume that the construction has been done until j ≤ m− 2 and let us proceed with step

j + 1. We first define y(j+1). We know that(
Bw + α(j)

)j+1
(κe2m) =

(
Bw + α(j)

)
(κam,je2m−j + y(j)

)
= κam,j+1e2m−(j+1) + α(j)

(
κam,je2m−j + y(j)

)
+Bw

(
y(j)
)
.

This leads us to set

(1) y(j+1) = α(j)
(
κam,je2m−j + y(j)

)
+Bw

(
y(j)
)
.

Since y(j) ∈ span(em−j , . . . , em) and α(j)(X) ⊂ span(em−1−j , . . . , em), we indeed get that

y(j+1) ∈ span(em−(j+1), . . . , em). We then observe that (b) and (c) define uniquely α(j+1)

and that α
(j+1)
l = α

(j)
l for l 6= m− 1− (j + 1). An important point of these definitions is

that, for all 0 ≤ k ≤ j ≤ m− 2,

(2) α(j)
(
κam,ke2m−k + y(k)

)
= α(j+1)

(
κam,ke2m−k + y(k)

)
.

Indeed, α
(j+1)
l = α

(j)
l except for l = (m− 1)− (j + 1) and for this value of l,

α
(j)
m−1−(j+1) = 0

whereas

α
(j+1)
m−1−(j+1)(κam,ke2m−k + y(k)) = δρ

(
‖κam,ke2m−k + y(k) − κam,j+1e2m−(j+1) − y(j+1)‖

)
and this is equal to 0 by the definition of ρ, that of κ, and Property (d).

Thus the construction is done and we already obtained that (b), (c) and (d) are true.

It remains to prove that (a) is equally satisfied. We first observe that (1) and (2) easily

imply, by an induction on j, that, for all 0 ≤ k ≤ m− 2 and all k ≤ j ≤ m− 1,
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(3) y(k+1) = α(j)
(
κam,ke2m−k + y(k)

)
+Bw

(
y(k)

)
.

We fix j = 0, . . . ,m− 1 and we prove (a) by induction on k = 0, . . . , j, since the result is

true for k = 0. We write(
Bw + α(j)

)k+1
(κe2m) =

(
Bw + α(j)

)(
κam,ke2m−k + y(k)

)
(induction hypothesis)

= κam,k+1e2m−(k+1) + y(k+1) (by (3)).

We finally set α = α(m−1), u = κe2m and we prove that the couple (α, u) satisfies

the conclusions of Lemma 2.1. Observe first that each αk vanishes outside the ball

B(κam,m−1−kem+k+1 − y(m−1−k), 1), 0 ≤ k ≤ m − 1, and that these balls are pairwise

disjoint. Since ‖αk‖∞ ≤ δ for all k, we immediately get ‖α‖∞ ≤ δ. For the proof that

Lip(α) ≤ δ, we pick x, y ∈ X. If ‖x − y‖ ≥ 2, then ‖α(x) − α(y)‖ ≤ 2δ = δ‖x − y‖.
Suppose now that ‖x− y‖ < 2 and let us distinguish two cases:

• either x or y belongs to some ball B(κam,m−1−kem+k+1 − y(m−1−k), 1). Observe

that x and y can belong to the same ball B(κam,m−1−kem+k+1 − y(m−1−k), 1) but

that they cannot belong to two different balls because of they are disjoint. It

follows that

‖α(x)− α(y)‖ = |αk(x)− αk(y)|

≤ δ
∣∣ρ(‖κam,m−1−kem+k+1 − y(m−1−k) − x‖)

− ρ(‖κam,m−1−kem+k+1 − y(m−1−k) − y‖)
∣∣

≤ δ‖x− y‖.

• neither x nor y belongs to some ball B(κam,m−1−kem+k+1 − y(m−1−k), 1). In that

case, α(x) = α(y) = 0.

Finally the last requirement αk
(
(Bw + α)m−k−1u

)
= δ for all k = 0, . . . ,m− 1 follows by

combining properties (a) and (c) for j = m − 1. The proof for the other values of t is

similar, but we have to shift everything starting from e2m+t instead of e2m. �

We will also need the following results coming from [5, Lemma 19 and Proposition 15].

Lemma 2.2. Let (xn)n∈N be a bounded sequence of positive real numbers. Then the

following assertions are equivalent:

(i) limn→+∞ supk∈N(xkxk+1 · · ·xk+n)1/n < 1;

(ii) supt∈N
∑+∞

k=0 x1+tx2+t · · ·xk+t < +∞;

(iii) supm∈N
∑m−1

k=0 xm−kxm−k+1 · · ·xm < +∞.

Lemma 2.3. Let w = (wn)n∈Z be a bounded and bounded below sequence of positive real

numbers. Assume that

lim
n→+∞

sup
k∈N

(wk · · ·wk+n)1/n < 1 and lim
n→+∞

inf
k∈N

(w−k · · ·w−k−n)1/n > 1.

Then Bw is not strongly structurally stable.
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Proof of Theorem 1.1. That a weighted shift satisfying (A), (B) or (C) is strongly struc-

turally stable is already done in [5] (see also [4]): (A) and (B) implies that Bw is hyperbolic,

whereas (C) implies that Bw is generalized hyperbolic and a hyperbolic or generalized hy-

perbolic operator is always strongly structurally stable.

Thus we start with a strongly structurally stable invertible weighted shift Bw and we

intend to show that one of the following condition is satisfied:

(4) lim
n→+∞

sup
k∈N

(wk · · ·wk+n)1/n < 1;

(5) lim
n→+∞

inf
k∈N

(wk · · ·wk+n)1/n > 1;

Assume that (5) is not satisfied, namely that

lim
n→+∞

sup
k∈N

(
1

wk · · ·wk+n

)1/n

≥ 1.

By Lemma 2.2 applied with xk = 1/wk, we know that

sup
m∈N

(
1

w1 · · ·wm
+

1

w2 · · ·wm
+ · · ·+ 1

wm

)
= +∞.

Let t ∈ N0. Snce w is bounded and bounded below, the previous property also implies

that

sup
m∈N

(
1

w1+t · · ·wm+t
+

1

w2+t · · ·wm+t
+ · · ·+ 1

wm+t

)
= +∞.

Let δ > 0 corresponding to ε = 1 in the definition of a strongly structurally stable operator.

There exists m ∈ N as large as we want such that

(6)

m−1∑
k=0

1

wk+1+t · · ·wm+t
≥ 1 + δ

δ2
.

Let (α, u) ∈ Lip(X) × X given by Lemma 2.1 for these values of δ,m, t. There exists

ϕ : X → X a homeomorphism with ‖ϕ‖∞ ≤ 1 such that

(I + ϕ) ◦ (Bw + α) = Bw ◦ (I + ϕ)

which gives

ϕ ◦ (Bw + α) = −α+Bw ◦ ϕ
which in turn yields for all k ∈ Z

ϕk ◦ (Bw + α) = −αk + wk+1ϕk+1.

By an easy induction we then get that for all n ∈ N,

ϕn+t(u) =
ϕt
(
(Bw + α)nu

)
w1+t · · ·wn+t

+

n−1∑
k=0

αk+t

(
(Bw + α)n−1−ku

)
wk+1+t . . . wn+t

.

We apply this equality for n = m and we use the third property of the map α to get

(7) ϕm+t(u) =
ϕt
(
(Bw + α)mu

)
w1+t · · ·wm+t

+ δ
m−1∑
k=0

1

wk+1+t · · ·wm+t
.
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Since ‖ϕ‖∞ ≤ 1 and using (6), we get

1

w1+t · · ·wm+t
≥ δ

(
1 + δ

δ2

)
− 1 =

1

δ
.

Multiplying (7) by w1+t · · ·wm+t we get

δ
m−1∑
k=0

w1+t · · ·wk+t = wt+1 · · ·wm+tϕm+t(u)− ϕt
(
(Bw + α)mu

)
so that

m−1∑
k=0

w1+t · · ·wk+t ≤ 1 +
1

δ
.

This is true for an infinite number of positive integers m which means that

sup
t∈N

+∞∑
k=0

w1+t · · ·wk+t ≤ 1 +
1

δ
.

Applying again Lemma 2.2, but now to the sequence xk = wk, we get that

lim
n→+∞

sup
k∈N

(wk · · ·wk+n)1/n < 1,

which is (4).

We now finish like in the proof of Theorem 18 of [5]. We briefly indicate the method. Let

w′ be defined by w′n = 1
w−n+1

for all n ∈ Z. Then (Bw)−1 and Bw′ are conjugated by an

isometric isomorphism so that Bw′ is strongly structurally stable. Applying what we have

done to Bw′ instead of Bw, we get that one of the following condition is satisfied:

(8) lim
n→+∞

inf
k∈N

(w−k · · ·w−k−n)1/n > 1

(9) lim
n→+∞

sup
k∈N

(w−k · · ·w−k−n)1/n < 1.

To conclude we observe that

• (A) corresponds to the case where (4) and (9) are both true;

• (B) corresponds to the case where (5) and (8) are both true;

• (C) corresponds to the case where (5) and (9) are both true;

• (4) and (8) cannot be simultaneously true by Lemma 2.3, since Bw is assumed to

be strongly structurally stable.

�

3. Chaotic and frequently hypercyclic weighted shifts

The proof of Theorem 1.3 is based on three tools. Firstly we need to exhibit a sequence of

pairwise disjoint sets with positive lower density which are sufficiently sparse to produce

frequently hypercyclic weighted shifts which are not chaotic. Up to our knowledge, this

was used in all examples of a frequently hypercyclic yet not chaotic weighted shift (see [2]

or [6]).
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Lemma 3.1. There exist an increasing sequence (Nk)k≥0 of nonnegative integers with

N0 = 0 and a sequence (Ar)r≥1 of pairwise disjoint subsets of N with positive lower density

and satisfying the following properties:

(a) For r ≥ 1, if n ∈ Ar, then for any k ≥ 0,

Nk ≤ n < Nk+1 =⇒ Nk + k ≤ n < Nk+1 − r.

(b) For r, s ≥ 1, if n ∈ Ar, m ∈ As, n > m, then for any k ≥ 0,

Nk ≤ n−m < Nk+1 =⇒ Nk + max(r, s) ≤ n−m < Nk+1 −max(r, s).

Our second tool is an abstract result to prove the frequent hypercyclicity of a shift on a

Fréchet sequence space in which (en) is an unconditional basis.

Lemma 3.2. ([6, Theorem 6.2]) Let X be a Fréchet sequence space in which (en) is an

unconditional basis. Then a weighted shift on X is frequently hypercyclic if and only if

there exist a sequence (εr)r≥1 of positive numbers tending to zero and a sequence (Ar)r≥1

of pairwise disjoint subsets of N with positive lower density such that

(i) for any r ≥ 1, ∑
n∈Ar

vn+ren+r converges in X;

(ii) for any r, s ≥ 1, any m ∈ As and any j = 0, . . . , r,∥∥∥∥∥∥
∑

n∈Ar, n>m
vn−m+jen−m+j

∥∥∥∥∥∥
s

≤ min(εr, εs),

where, for n ≥ 0,

vn =
1

w1 · · ·wn
.

The last preliminary result we need is a criterion for the existence of a chaotic weighted

shift. Our counterexample will be a power series space of order 0 and infinite type, namely

a space

C0,∞(α) =
{
x = (xn)n≥0 : ∀p ≥ 1, pαn |xn|

n→+∞−−−−−→ 0
}

where (αn) is a nondecreasing sequence of positive real numbers tending to infinity, en-

dowed with the family of seminorms

‖(xn)‖p = sup
n
|xn|pαn .

For such a space, we have the following characterization of the existence of a chaotic

weighted shift.

Lemma 3.3. ([7, Proposition 4.2]) The space C0,∞(α) supports a chaotic weighted shift if

and only if

lim
N→+∞

∑N−1
n=0 αn
αN

= +∞.
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Proof of Theorem 1.3. Let (Nk)k≥0 and (Ar)r≥1 be the two sequences given by Lemma

3.1. We define a nondecreasing sequence (αn)n≥0 by α0 = 1 and{
αNk = α0 + · · ·+ αNk−1

αn+1 = αn provided n 6= Nk − 1 for some k ∈ N.

We set X = C0,∞(α). Since
∑Nk−1

n=0 αn/αNk = 1, it follows from Lemma 3.3 that X

does not support a chaotic weighted shift. Let us now prove that it admits a frequently

hypercyclic weighted shift. We set, for n ≥ 0,{
wn = 2αn provided n 6= Nk for some k ∈ N
wn = 2

αNk

2
αNk−1

+···+αNk−1
provided n = Nk.

In order to prove that Bw is continuous, we just need to show that

∀p ≥ 1, ∃q ≥ 1, ∃C ≥ 0, ∀n ≥ 1, wn+1p
αn ≤ qαn+1 .

Now, for all values of n, we have

wn+1p
αn ≤ (2p)αn ≤ (2p)αn+1

and we just need to choose q = 2p.

Let us now show that Bw is frequently hypercyclic. Observe that the definition of w

implies that

vn =

(
1

2

)αNk+···+αn

where k is the integer such that Nk ≤ n < Nk+1. We shall apply Lemma 3.2 with

εr = 2−rr.

(i) Let r ≥ 1. We have to show that, for all p ≥ 1, pαn+rvn+r tends to 0 as n tends to

+∞, n being in Ar. Let k be such that Nk ≤ n < Nk+1. Then Nk+k ≤ n < Nk+1−r.
Therefore

pαn+rvn+r = pαNk

(
1

2

)αNk+···+αn

≤

(
p

(
1

2

)k)αNk
and this goes to zero as n (hence k) tends to +∞.

(ii) Let r, s ≥ 1, m ∈ As, j = 0, . . . , r. We have to show that, for all n > m, n ∈ Ar,
then

vn−m+js
αn−m+j ≤ min(εr, εs).

Let k be such that Nk ≤ n−m < Nk+1. Then

Nk + max(r, s) ≤ n−m+ j < Nk+1

so that

vn−m+js
αn−m+j ≤

((
1

2

)max(r,s)

s

)αNk
≤ min(εr, εs).
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Hence, Bw is a frequently hypercyclic weighted shift of the Köthe sequence space X

supporting no chaotic weighted shifts.

�
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