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Abstract

A set of X-ray tomographic images of a highly porous material composed of air-saturated coconut fibers
is considered and used to estimate intrinsic characteristics of the material. Two physical properties are of
interest: porosity and static airflow resistivity. For the porosity, two-dimensional gray-scale tomography
images are obtained and post-processed to produce approximative black and white ones, unambiguously
attributing distinct regions to fibers and air locations. The porosity is then directly deduced counting the
black and white pixels. Several image processing algorithms are compared and associated porosities range
from 0.76 to 0.97, depending on the method employed, while it is estimated to be 0.86 from our analysis.
For the airflow resistivity, the idea followed here is to use the pattern of the post-processed images as the
lattice in a Lattice Boltzmann Method (LBM) fluid dynamics computation. To our knowledge, the LBM
has not been used in this context before. A new 2D implementation of the method is therefore developed
and studied. After tuning computational parameters, we have estimated the airflow resistivity using ten
images of our sample to be 1382 ± 12Pa.s/m2. Both porosity and resistivity results are fully consistent
with measurements obtained from a porosity-meter and a resistivity-meter, demonstrating the pertinence
of X-ray tomography and the associated proposed methods.

Keywords: porous material characterization, JCA model, X-ray image thresholding, Darcy’s

law, Lattice Boltzmann Method, mesoscale simulation.

1. Introduction

Acoustic porous materials are generally defined
as composed of solid and fluid phases. Waves prop-
agating in the fluid are attenuated when passing
through the open pores due to viscous and thermal5

dissipation mechanisms, besides the structural dis-
sipation due to the solid frame elastic deformation.
This acoustic energy attenuation can be modeled
using Biot’s theory [1].

1Corresponding author at: Rua Mendeleyev, 200,
Campinas, SP, CEP: 13083-860, Brazil. Email ad-
dress:fcbannwart@fem.unicamp.br

A relevant aspect of Biot’s theory is the ho-10

mogenized equations. Allard [2] and other au-
thors applied it to acoustic materials and proposed
frequency domain dynamic equations coupling the
fluid and structural phases. The reader can refer
to [3] for a recent review of acoustical methods15

for porous media or to [4] for a multi-physic ap-
proach to porosity. In the limiting cases where the
solid frame is considered rigid or when its stiffness
is considered negligible (limp models), an equiv-
alent fluid model can be alternatively used. For20

characterization purposes, these models are inter-
esting since they include all acoustic dissipation
mechanisms while still remaining simple. In this
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study, the equivalent fluid model applies without
restriction because we pay attention to two param-25

eters, the porosity and the static airflow resistiv-
ity, that can be characterized considering the static
or quasi-static behavior of the material. The fre-
quency tends to zero and, consequently, there is no
vibration of the structural skeleton.30

For the Biot-Allard’s theory, the relevant aspect
concerns the coefficients involved in the homoge-
nized equations. They are expressed as frequency
domain functions. Several models are available, and
the Johnson-Champoux-Allard (JCA) micro-macro35

model is considered here. The JCA model involves
five physical parameters: porosity, tortuosity, static
airflow resistivity, viscous and thermal characteris-
tic lengths. They are interrelated by two complex
valued equations (Eqs. 2 and 4), in which two pa-40

rameters are known, especially the porosity and the
static airflow resistivity. The remaining three pa-
rameters may be obtained experimentally, for in-
stance using indirect methods, such as the ones in-
volving acoustic impedance tubes [5, 6, 7], or using45

inverse acoustical methods [8, 9, 10, 11]. Other au-
thors [12] [13] [14] [15] investigate theoretical, nu-
merical and empirical models for the airflow resis-
tivity involving a restrained set of parameters, such
as the fiber diameter and its influence on sound ab-50

sorption coefficients, the fiber bulk modulus, and
the porosity. In the works of [15], for instance, one
important conclusion was that the nanofiber diam-
eter of a nano-fibrous material selected for study,
varying from 80 to 397nm, was not a key factor in55

the determination of sound absorption coefficients.
Nevertheless, such a conclusion does not discourage
the investigations on airflow resistivities, as the con-
clusions may result completely different for this pa-
rameter. Our fibrous material, for instance, varies60

on its fiber diameter ranging from around 50µm to
300µm, i.e, from the order of 1000 times larger than
in the case of [15], which turns the problem much
different.

The main purpose of this work is to provide a new65

direct method of low computational cost to obtain
the airflow resistivity of natural fibrous materials
(intrinsically difficult to characterize and of sustain-
ability interest) from X-ray images. The driving
idea is to use the pixels of the image as the lattice of70

the Lattice Boltzmann Method. Besides, from the
same X-ray images, we determine the corresponding
porosity. Therefore, the work is essentially twofold.

The starting point is the utilization of a set of
X-ray Computer Tomography (CT) images of a fi-75

brous acoustic material to estimate its porosity (di-
rect method). The fibers are natural and were ob-
tained from the outer skin of coconuts. They were
sprayed with latex and compressed to form a fi-
brous material [16]. To process the resulting pile80

of gray scale CT images, we apply the method pro-
posed in [17], where an algorithm attributes only
black or white color to each image pixel and gen-
erates a data histogram. Next, the post-processed
image is utilized to carry out 2D simulations with85

the airflow resistivity as indicator, also consisting
in a direct method.

From a general point of view, experimental test
rigs consist of two main parts: physical devices
equipped with sensors, and numerical procedures90

to transform the sensor information into meaningful
indicators. In this study, the physical device is an
X-ray tomography equipment, and the numerical
procedures are subsequent image post-processing
and 2D LBM simulations to estimate, respectively,95

the porosity and the static airflow resistivity of a
porous sample. The originality and the novelty of
the work come from the fact that, to our knowl-
edge, the numerical procedures suggested here have
not been presented in the literature in the con-100

text of acoustic characterization. In particular, for
what concerns the LBM method, the closest related
works were found in the field of soil mechanics with
the determination of the permeability of low porous
rocks saturated with liquid. Another related field105

where advanced mesoscale calculation are carried
out is the field of homogenization; and we may cite
the works of [18, 19].

This paper is organized as follows: We first de-
scribe the investigated porous material and the ex-110

perimental procedures; then, we present the acous-
tic indicators relative to the estimated ones fol-
lowing the Biot-Allard theory of poroelasticity; we
then propose the numerical methods to estimate
the porosity based on statistical techniques and the115

static airflow resistivity using the LBM method
applied to fluid dynamics; the results obtained
with these proposed methods are then compared
with experimental values obtained directly using a
porosity-meter and a resistivity-meter. Discussions120

of the results are provided all along the paper and
in the conclusion.
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2. Materials and experimental procedures

2.1. Materials

The specimen used in this work was cut from125

a board made of coconut fiber recovered with
natural latex produced by a local manufacturer
(Coquim, São Paulo, Brazil). The sample size
(50x50x50mm3) was selected in order to preserve
the characteristics of the original arrangement of130

the compacted fibers and to allow measurement in
acoustic devices. The sample is shown in Figure 1.

Figure 1: Porous sample under study.

2.2. X-ray tomography

The X-ray tomography equipment used in this
study is the model X50 (Fig. 2) from the North135

Star Imaging Company, Inc.. It consists of a pro-
tected radiation cabin, 5-axis manipulator, dual
X-ray tube of 225kV with dual source (reflection
and transmission), and a detector DEXELA 2923,
CMOS image sensor technology with scintillator140

and interface options, plane cesium 3072 x 3888
pixel matrix, 14-bit and 26 frames/second at full
resolution. A software suite manages the data ac-
quisition, image processing and 3D reconstruction.
In this work, the molybdenum tube was set at145

50kV , 150µA and 23.1W . The 1400 2D slices per-
pendicular to axis y (across the thickness of the
sample) were acquired at the average velocity of 10
frames/second.

Fig. 3 shows a 3D image reconstruction of the150

sample of Fig. 1 provided by the software suite of
the X-ray tomography equipment.

2.3. Porosity-meter and resistivity-meter

In order to get reference values, our sample was
also characterized using two traditional devices, the155

Figure 2: X-ray tomography equipment.

Figure 3: Tomographic 3D image reconstruction of the
porous sample under study.

i) PHI – Porosity and Density Meter and the ii) HF
SIGMA – High Airflow Resistance Meter developed
by Mecanum Inc..

3. Porous material parameters

In this section, the JCA and fluid equivalent160

models are introduced to recall and show how the
porosity and the resistivity parameters are embed-
ded in the formulation. It will be therefore needed
to solve the fluid equivalent model equation in order
to estimate the sensitivity of the material param-165

eters toward the global acoustic indicators such as
the absorption and the transmission losses through
the porous sample. This will be done in the discus-
sion of paragraph 5.6.
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The fluid equivalent model is generally obtained170

by a limiting process from the poro-elastic equa-
tions, in particular, from the so-called (U, p) formu-
lation. The reader will find many documents, as
cited in this section, following this approach. To
renew with the writing of this model and to give175

another physical insight, the fluid equivalent model
is introduced here from the Helmholtz equation of
acoustics.

3.1. Biot theory

Biot introduced homogenized equations for the180

modeling of the behavior of poroelastic and porous
materials [1]. These equations can be written
in the frequency domain and coupled with struc-
tural dynamics and acoustics. Implemented in soft-
ware based on semi-analytical methods such as the185

Transfer Matrix Method [20, 2, 21, 22, 23, 7], or
based on numerical methods such as the Bound-
ary Element Method [24] and the Finite Element
Method [2, 25, 26], the Biot equations allow for
the study of complex acoustic insulation systems.190

Without loss of generality, let us consider the equiv-
alent fluid model, which gathers all the dissipative
phenomena of interest here. The fluid consists of
the fluid that can go through the open pores; the
skeleton is motionless. Rigid motion of the skele-195

ton can be taken into account if needed for cou-
pled problems, where the fluid-structure dynamic
interaction is relevant; this model is referred to as
equivalent fluid limp model.

From substitution of the behavior laws (stress-200

strain relations) in the dynamic motion equations,
and using the acoustic pressure p̃ as the main un-
known, the fluid equivalent model reads as the fol-
lowing Helmholtz equation:

∆p̃+ k̃2p̃ = 0, (1)

where k̃ is a lossy wavenumber, designated complex205

by the tilde notation (˜), employed throughout the
text.

For an acoustic ideal fluid (without viscous losses
or thermal relaxation) the differential equation (1)
applies, and the classical acoustic equation is recov-210

ered, with k̃ a real wavenumber defined as k̃ = k =
ω/c, where ω is the angular frequency and c the
speed of sound. Associated boundary conditions
are, p̃ = p̄, an imposed pressure at a given bound-
ary, and ∂p̃/∂n = ρ0ω

2ūn, an imposed normal215

acoustic displacement at other boundaries, where

ρ0 is the fluid density. If p̄ and ūn are real, p̃ be-
comes therefore real as well. Internal dissipation
can be introduced in this equation considering, for
instance, a damping factor η applied to the acoustic220

bulk modulus K0 as K̃ = K0(1 + jη) (viscoelastic
model), changing the definition of c =

√
K0/c to

a complex speed of sound c̃ =
√
K̃/ρ0 and leading

finally to a complex wavenumber k̃ = ω/c̃.
The Biot equivalent fluid model generalizes these225

definitions with c̃(ω) =
√
K̃(ω)/ρ̃(ω). When this

model is considered to occupy the entire porous ma-
terial, i.e. all the volume of the fluid in the pores
and of the skeleton, the equivalent pertinent enti-
ties are K̃eq(ω) = K̃(ω)/φ and ρ̃eq(ω) = ρ̃(ω)/φ,230

where φ is the porosity. For instance, ∂p̃/∂n at the
boundary has to be written ∂p̃/∂n = ρ̃eq(ω)ω2ūn.

3.2. The JCA micro-macro model

The micro-macro models provide formulae to ex-
press K̃(ω) and ρ̃(ω). Several micro-macro mod-235

els are presented in [2]. The simplest one is the
Delany and Bazley model, which only requires the
knowledge of the static airflow resistivity. Oth-
ers are dedicated to specific pore geometries. One
of special interest is the Johnson-Champoux-Allard240

(JCA) model, which gives good predictions for ran-
dom pore distribution and is commonly adopted to-
day.

In this model, ρ̃(ω) and K̃(ω) can be defined ac-
cording to the formalism of [27] as:245

ρ̃(ω) = α∞ρ0

(
1 +

1

jω̂

√
1 + jG̃(ω)

)
, (2)

with

G̃(ω) =

√
1 + j

M

2
ω̃, (3)

where ω̃ = ωα∞ρ0
φσ is a dimensionless frequency, and

M = 8α∞ρ0
φΛ2σ is a shape factor. And

K̃(ω) =
K0

γ − (γ − 1)
(

1 + 8η
jωρ0N2

prΛ′2 G̃′(ω)
)−1 ,

(4)
with

G̃′(ω) =

√
1 + j

ωρ0N2
prΛ
′2

16η
. (5)
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The known entities are ρ0, K0, Npr and γ - air250

thermophysical properties. Npr is the Prandtl num-
ber set to 0.71, and γ is the ratio of specific heats
taken to be 1.4. The JCA parameters are labeled
φ, σ, α∞, Λ and Λ′, respectively: porosity, static
airflow resistivity, and viscous and thermal charac-255

teristic lengths. From Eq. 2 one can note that ρ̃(ω)
involves only the first four parameters of the model
and is linked to viscous effects, while, from Eq. 4,
K̃(ω) involves the fifth and last parameter, linked
to thermal effects.260

4. Estimating porosity from XRCT images

4.1. Porosity

Porosity is defined as the ratio of the volume oc-
cupied by the fluid phase (usually air) to the total
porous material volume, which also embraces the265

solid frame phase [2]. Porosity must be measured or
computed for a representative volume of the acous-
tic material. A representative volume has a charac-
teristic length much smaller than the wavelength of
the waves in the audio frequency range and much270

larger than the random microscopic features of the
material, so that average properties of the homog-
enized material can be obtained.

Traditional methods usually applied to experi-
mentally estimate porosity can be classified in two275

types. Direct methods consist in the immersion of
a porous material sample in a incompressible fluid
(typically water) and computing the volume ratio
between the fluid phase and the entire sample [28].
Otherwise, if the mass density of the solid phase280

is known and homogeneous, from the weight of the
sample, the volume of the solid frame can be com-
puted and subtracted from the total volume ob-
tained from the sample external geometry. More
precise methods are based upon gas expansion in285

cavities with known volume and pressure measure-
ments, such as in the Boyle’s Law Porosimeter [29].

4.2. X-ray CT 2D images

The directly obtained X-ray CT images reveal
2D transversal slices of a sample [30], sequentially290

numbered. Each image is formed according to the
X-ray attenuation dependency on the local mate-
rial density through which the radiation is trans-
mitted. Using appropriate image processing trans-
formations, it is possible to create a 3D image from295

slices of a material sample. For high energy X-rays
(above 100 kV) [17], those images are associated

to the so-called CT number and correlated to mass
density. Therefore, in principle it is possible to es-
timate the porosity of a sample of porous material300

using CT images. If an acoustic material is com-
posed of solid and fluid (air) phases, the solid phase
is likely to have the higher density, which makes it
distinguishable by contrast. Evaluation of the pro-
portion between phases leads to determine the vol-305

ume of air as a percentage of the total volume, i.e.
the porosity. Usual CT images are calibrated so
that water gives zero for its CT value, and air gives
−1000. The solid phase has values typically larger
than zero.310

In acoustics, we are interested in the open poros-
ity, i.e., the domain of the material where an exter-
nal fluid can flow through. Therefore, closed pores,
where a fluid has been imprisoned when making the
material, have to be excluded. 2D images may ar-315

tificially produce closed pores. However, from the
nature of our material, made of fibers, those pores
are likely to be open when the 3D situation is con-
sidered. Thus, we can count all the fluid part in the
2D images as open pores (white).320

4.3. Thresholding

The major problem for estimating porosity from
CT images is the segmentation process (threshold-
ing) in order to separate air from solid. Visual
thresholding is prone to subjective errors and lacks325

repeatability. A recent work by [17] proposes a
method based upon CT images to estimate poros-
ity. Given a set of images constituting the scan of
a representative volume of the porous material, to
each pixel (or voxel, in the 3D case) of the image,330

a CT number ranging from 0 to rmax is attributed.
They are typically gray scale image integer values.
The range of CT values is divided into bins, and
a histogram is computed, so that to each range of
values ri , (i − 1)∆r < ri < i∆r, has a count of335

ni in a total number of pixels (or voxels) of n, with
H(ri) = ni/n and

∑ri=rmax

ri=0 H(ri) = 1. In this case
the porosity can be estimated with:

Φ(rmax) =

∑ri=rmax

ri=0 (rmax − ri)H(ri)∑ri=rmax

ri=0 rmaxH(ri)
. (6)

This value is computed for different values of
rmax, and the minimum of the obtained curve cor-340

responds to the desired porosity. Depending on how
the image is processed, the value of 1 − Φ can be
obtained, as it is the case in the example treated in

5



this work. The results obtained with this method
(labeled later on as ”Our analysis”) are compared345

with the classical methods based on the threshold-
ing approach, such as IsoData [31], Huang [32],
Li [33], Mean [34], Moments [35], Otsu [36], and
Shanbhag [37], as shown in Table 1. These thresh-
olding methods are available in the public open350

domain ImageJ program (www.imagej.net) used in
this work.

4.4. Porosity estimation results

A coconut fiber sample measuring approximately
50x50x50mm3 was placed in a X-ray CT, and 1158355

slices were measured. We have observed that the
slices with low data acquisition noise, slightly apart
from the cut surfaces, were numbered between 150
and 939, which means 790 slices. After selecting
the slices and applying a crop process, a 3D cube360

with dimensions of 40x40x40mm3 and with voxel
size of 46.1x46.1x46.1µm3 was selected.

Figure 4 shows the X-ray CT cropped 3D image
of the coconut fiber material. The initial specimen
size of 50x50x45mm3 (Fig. 3) was reduced to a final365

size of 40x40x40mm3.

Figure 4: XRCT 3D cropped image.

The dimension of a slice of this 3D image is there-
fore 40x40mm2 with a pixel size of 46.1x46.1µm2.
The thickness is 46.1µm. In the following, we will
indifferently call a slice of unit pixel thickness, a370

slice or a 2D image. Figure 5 shows a slice image.
The clear spots correspond to the denser material
(fiber), while the dark gray are the pores (fluid).
Then, the 2D images were submitted to the thresh-
olding process (transformation of the gray scale im-375

age to binary scale) using different methods that
software imageJ offers. The methods used were
IsoData, IJ-IsoData, Li, MaxEntropy, Mean, Mo-
ments, Huang, Otsu, and Shanbhag. After selecting

the threshold method (binarization), which permits380

the conversion to black and white pixels, the poros-
ity can be computed. Black pixels are associated
with the skeleton and white pixels to the fluid. The
porosity is given by the ratio of the number of white
pixels and total of number of white and black pix-385

els. Figure 6 shows the result obtained when using
the Otsu’s thresholding method.

Figure 5: Original image.

Figure 6: Processed image.

Table 1 shows the results of the porosity values
for the different threshold methods. It can be ob-
served that different threshold methods yield differ-390

ent values for porosity. The values of the porosity
present a range of variation between 0.76 and 0.96,
which means a dispersion of 0.2. Huang, Li, and
Mean methods present lower values, in opposition
to Moments and Shanbhag methods. The value of395

0.87, labeled as RefTest (Reference Test), is the one
obtained when using a porosity-meter.

To apply the histogram-based grey scale image
method proposed by [17], the CT image was read
within MATLAB cO and a histogram with 100 bins400

was built, as shown in Fig. 7. The resulting porosity

6



Table 1: Results of porosity using different thresholding
methods.

Method Our analysis Huang Isodata
Porosity 0.86 0.78 0.83

Method Max Entropy Mean Moments
Porosity 0.82 0.78 0.93

Method Li Otsu Shanbhag
Porosity 0.78 0.85 0.97

Method RefTest
Porosity 0.87

values obtained for the first slice (number 150) are
shown in Fig. 8. Being restricted to one slice, this
plot is not conclusive, as many local minima are
present. Proceeding with the computation of this405

curve for all 790 slices of the sample and averaging,
as presented on the plot of Fig. 9, the porosity can
be estimated to be 0.86. When compared to the
others methods (Table 1), our analysis provides the
closest value to the measured one of 0.87 (RefTest).410

Figure 7: Tomographic 3D image reconstruction of a porous
sample under study.

4.5. Discussion

The proposed method draws benefit from the de-
tailed information coming from the tomographic
images , i.e., it uses all pixels constituting the vol-
ume of the sample. Doing this, and as shown by415

the results obtained, the method allows the accu-
rate prediction of the porosity of the sample.

Furthermore, the different thresholding methods
used to estimate porosity can produce the black and

Figure 8: Estimating porosity from one slice with the method
proposed in [17].

Figure 9: Estimating porosity from 790 slices with the method
proposed in [17].

white images needed in the following section con-420

cerning the use of the LBM method to estimate
the resistivity of the sample. Therefore, it is sug-
gested to use the best suitable alternative thresh-
olding method, which yields the closest value to the
proposed method, to produce black and white im-425

ages of the sample. From the analysis results syn-
thesized in Table 1, the best suitable candidate is
the Otsu’s method, which will be used in the fol-
lowing section.
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5. Estimating the airflow resistivity using430

2D LBM simulation

Semi-analytical phenomenological micro-macro
models, such as the JCA model, are developed con-
sidering the Poiseuille type flow, which is the type of
flow that LBM solves in its basic assumptions (lami-435

nar flow). However, the objective of this work is not
to completely substitute the micro-macro model by
LBM calculations - since it would require the con-
sideration of the coupling factor and parameters
involved in the frame of Biot theory as frequency440

functions, an entanglement beyond our interest for
now. Instead, the objective here is determination of
just one of the five parameters needed to fulfill the
JCA model, which is the static airflow resistivity.
This parameter is obtained for very slow airflow.445

In this regime, the velocity of the airflow is propor-
tional to pressure drop along the sample leading to
a constant value for the resistivity, i.e., independent
of the velocity of the flow. Classical experimental
methods to determine the airflow resistivity use a450

resistivity-meter [22].

5.1. Darcy permeability and airflow resistivity

When fluid goes slowly through pores, resistive
phenomena induced by viscous friction are predom-
inant and those forces balance with the fluid veloc-455

ity. The pertinent parameter to describe this phe-
nomena is the permeability of the medium, which
is expressed by the Darcy’s law. Written in an up-
to-date form, the permeability kkk is a second order
tensor that we may write in Cartesian coordinates460

as

kij = − η

p,j
〈vi〉, (7)

where vi is the outflow speed field in the i direction,

〈〉 is the volume average, 〈vi〉 = φ
∫
A
vida∫

A
da

, with φ

being the porosity and A being the area in 2D (or
the volume in 3D) of the fluid part, and p,j is the465

gradient pressure in the j direction. This gradient
applies as a field all over the wet fluid domain.

From this, the static airflow resistivity σσσ, which
is also a second order tensor, can be related to kkk as

σij = η(kij)
−1
. (8)

An acoustic material is generally manufactured470

in layer form, and the fabrication process may turn
the layer orthotropic. If its principal directions are
priorly known, tests or computation shall be carried

out in those directions to directly express Eqs. 8 and
9, for instance. The permeability and resistivity475

tensors also possess the propriety of symmetry. The
reader can refer to [38], where experimental and
numerical procedures are presented to characterize
anisotropic materials.

Neglecting the non-diagonal terms of kkk, Eq. 8 can
be solved as

σii =
η

kii
, (9)

with i ∈ {1, 2} for our 2D simulations. The mean480

value of the tensor defined as σ = (σ11 + σ22)/2
is considered as our final indicator. To recover the
3D situation, several slices of a sample are consid-
ered, each slice being a 2D image treated by a 2D
calculation. Statistic mean values are given to ap-485

proximate the global resistivity of the 3D sample.

5.2. The numerical model

The numerical model is inspired by the
resistivity-meter configuration and is sometimes
called numerical tube. It consists, see Fig. 10, in490

the 2D image sample to be computed, two side im-
pervious rigid walls, and two fluid buffers: inlet
and outlet. The dimensions are given in number
of pixels. For the analysis presented further on,
the 2D images are of 821 × 821 pixels (each pixel495

sized 46.1x46.1µm2), and the remaining parts are
two pixels thick. A pressure gradient, oriented in
the longitudinal direction of the tube (direction 1,
in Fig. 10) is imposed along the entire domain of
the model, and the LBM algorithm computes itera-500

tively the corresponding velocity field, from which,
the resistivity (in this direction) is deduced. To get
the resistivity in the direction 2, the porous sample
is simply rotated at an angle of 90o.

Figure 10: 2D numerical model.

From a technical point of view, the LBM al-505

gorithm implemented in this work refers to the
LBM-BGK method with D2Q9 cells and a direct

8



bounce-back scheme. Bounce-back occurs when the
fluid in question meets a rigid obstacle such as the
side walls and the fibers of the material. Theses510

choices correspond to one of a most simple imple-
mentation of LBM. The reader can refer to Ap-
pendix A to access the algorithm we used in this
study. The full script of the program is also avail-
able and can be found in the following repository515

(http:www.labvib.ufc.br/CavLBM.html).

5.3. Physical units and LBM units

5.3.1. Basic conversions

Many studies using LBM concern the enhance-
ment of the method, and their results are pre-520

sented in Lattice units. To solve physical problems,
physical units shall be converted to Lattice units
and, next, shall express the LBM results in phys-
ical units. The conference paper [39] focuses on
this aspect and presents a clear methodology. Con-525

version factors are established for the fundamen-
tal entities, L (length), M (mass), and T (time).
Conversion for secondary entities such as pressure
or velocity are deduced from the previous factors.
Three independent primary conversion factors are530

needed, chosen to be, in our case, length, dynamic
viscosity and density. Figure 11 is extracted from
our MATLAB cO code; the 2D image has a res-
olution of (NX*NY) pixels and the pixel size is
known. ”Phys” refers to physical units, and ”Lat”535

to Lattice units. The pre-process to LBM algorithm
(Physical to LBM units) and the post-process to
LBM algorithm (LBM to Physical units) are shown.
The LBM algorithm itself is omitted.

5.3.2. Advanced conversion: 2D to 3D resistivity540

As shown in Fig. 11, the last instruction concerns
deriving a 3D resistivity from the 2D computation.
Indeed, the 2D situation does not correspond to the
real 3D situation of Fig. 4. It corresponds to a 3D
situation where the 2D pattern repeats itself in the545

third direction; velocities are compelled to stay in-
plane.

Therefore, an ad hoc corrective formula is used
where it is considered that a fluid particle can es-
cape in the direction 3 constrained by a pattern550

identical to the one of the direction 2. For a
square cylinder, the following relation can be writ-

ten 〈|vt|〉 =

√
〈|v2|〉2 + 〈|v3|〉2, with vt being the ve-

locity of the particle in the (2,3) planes, and v2 and
v3 being its components in the respective directions555

2 and 3. 〈|v3|〉 = 〈|v2|〉 by hypothesis, leading to

% From physical to LBM units 
Phys_H = NY*PixelSize %(m) 
Phys_Dyn_Visco = 1.84e-5 %(Pa/s) 
Phys_Density = 1.225  %(kg/m3)
Phys_Gravity = 9.81  %(m/s2)
Phys_Kin_Visco = Phys_Dyn_Visco/Phys_Density %(m2/s)
%
Lat_H = NY
Lat_Density=1.0
Lat_Tau =0.66 % chosen by the user  
%
%Conversion: Phys_Q = Lat_Q x Coef_Q
Coef_H = Phys_H/Lat_H
Coef_Density = Phys_Density/(Lat_Density)
Lat_Kin_Visco = (Lat_Tau - 0.5)/3.0
Coef_t = Lat_Kin_Visco* Coef_H *Coef_H / Phys_Kin_Visco

% Coef deduced
Coef_u = Coef_H/Coef_t
Coef_F = Coef_Density*Coef_H^4/Coef_t^2
%
Phys_dPdL = 20.0 % (Pa/m) chosen by the user
Lat_dPdL = Phys_dPdL/Coef_Density/Coef_H*Coef_t*Coef_t

------- LBM algorithm

%From LBM to physical
Phys2_K0 = Coef_H*Coef_H*Lat2_K0_Darcy_Porous %(m2)
Phys2_Res = Phys_Dyn_Visco / Phys2_K0 %(Pa.s/m2)
Phys3D_Res = Phys2_Res / correctiveFactor

Figure 11: Pre and post process for units conversion.

〈|vt|〉 =
√

2〈|v2|〉, with 〈|v2|〉 = φ
∫
A
|v2|da∫
A
da

being the

mean of the module of the velocity in that direction.
As the permeability can be sighted as an effective
area, which resumes to a line for 2D calculations, it560

is suggested to modify this effective length line from
a factor of

√
2. Therefore, in the following study,

the 3D resistivity is deduced from the 2D calcula-
tions with the following formula: σ3D = σ2D√

2
.

Establishing a general empirical or mathematical565

formula would be an interesting topic of investiga-
tion, however out of the scope of the present study.
We would like to point out that any general for-
mula could be simply analyzed numerically, com-
paring 3D and 2D calculations and generating ran-570

dom samples in order to cover the range of interest
of the technical parameters of the acoustic materi-
als. Concerning the porosity, which is recalled and
indicated in the coming slice by slice analysis (see
Table 3 and Table 4), it can be noticed that once575

the volume is discretized into voxels, the porosity
can be evaluated slice by slice. In order words, at
the difference of the resistivity, the porosity is in-
dependent on the size of the problem.
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5.4. Numerical convergence580

The size of the model (the lattice) is imposed,
in our case, by the resolution of the image, given
in pixels, and by the pixels dimension. From this,
the remaining parameters to be set by the user are
the relaxation time and the value of the pressure585

gradient. Calculation is followed looking at the
evolution of the software tolerance |V1(iter − 1) −
V1(iter)/(V1(iter− 1)|, where V1 is the mean value
of the macroscopic velocity of the fluid phase in
the direction 1, and following up the convergence590

of our main indicator, the 3D resistivity. Images of
the airflow are from time to time examined.

5.4.1. Relaxation parameter

Convergence is typically of three types: i) an
overshoot of the converged value and next decreas-595

ing oscillations towards the converged value, ii) a
convergence from upper or lower values with or
without weak oscillations, iii) spurious behavior
with a phase with no convergence followed neither
convergence nor divergence. The latter behavior600

was not observed. When divergence occurred, it
happened within the first 1,000 iterations over the
20,000 iterations generally considered. Figure 12
presents typical convergence curves obtained when
changing the values of the relaxation time.605
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Figure 12: Convergence curves for different relaxation time
values.

5.4.2. Pressure gradient

Pressure gradient is input in physical units.
When water gravity problems are considered (as
Darcy did with a column of water going through

sand), the pressure gradient is therefore ~∇p =610

ρ~g and leads to an intensity of 1000 × 9.81 ≈
10000(N/m3). If an air column is considered
the intensity of the body force is 1.225 × 9.81 ≈
10(N/m3). The calculations are explored in this
range and next extended to lower values. The very615

question is to stay in the domain of validity of
LBM-BKG, which also fulfills the resistivity defi-
nition. In order words, the static airflow resistiv-
ity has to remain constant for quasi-static calcu-
lations. Fig. 13 shows the results obtained on a620

given sample, all calculations are conducted with
τ = 0.66 and up to 20, 000 iterations, except for
the last point, ~∇p = 1000, where it was necessary
to tune τ to 0.55 to have convergence. For further
analyses, the couple of inputs (τ, ~∇p) are chosen to625

be (0.66, 20) to satisfy the hypothesis and to pro-
duce convergence within 20, 000 iterations.
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Figure 13: Adjusting of ~∇p to fit the LBM hypotheses and
the resistivity definition.

5.4.3. Tensorial simulated verification

A sample is put in our numerical tube and the
resistivity calculated. Next, the sample is turned630

90o, once again 90o, and once again by 90o. The
directions are called respectively, 1,2,3, and 4. Ta-
ble 2 shows the results obtained. They conform to
the theory stating that if the pressure gradient is
inverted, the airflow reverts its direction resulting635

in an exactly inverted velocity field.

5.4.4. Velocity fields

As mentioned before, the visualization of the ve-
locity field is also followed up from time to time.
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Table 2: Porosity in opposite directions, Dir3 = -Dir1 and
Dir4 = -Dir2.

Resistivity Resistivity
Dir1 1.5225e+03 Dir2 1.6726e+03
Dir3 1.5226e+03 Dir4 1.6724e+03

What is observed is that iteration by iteration the640

streamlines re-enforce up to convergence. Fig. 14
shows theses streamlines (in blue).

Figure 14: Flow field streamlines through a porous sample.

5.5. Resistivity estimation results

According to previous sections, a set of 10 slices is
analyzed, extracted from the same set of slices used645

to estimate the porosity. The first slice, numbered
150, is selected; next, the slices 200, 300,..., 900 and
939 (the last one) are selected. For each slice, the
resistivity is calculated in both directions 1 and 2.

The results are reported in Table 3, where650

the lowest and highest value are, respectively,
853.4Pa.s/m2 and 2242.8Pa.s/m2. The label Res
refers to the resistivity of a slice as the mean value of
the resistivity tensor: Res = (Res1+Res2)/2. The
highest difference between slices is obtained consid-655

ering the slice 150 (2165Pa.s/m2) and the slice 800
(1091Pa.s/m2). This difference is of 1074Pa.s/m2.
The slice giving the largest difference from one di-
rection to another is the slice 700, with a difference
of 656Pa.s/m2. As it will be explained in the fol-660

lowing paragraph, these differences are not signifi-
cant in terms of engineering acoustics; however, as

we are in the case of very low resistivity, such differ-
ences may turn the value of resistivity from one slice
to another of a single slice to double. The funda-665

mental reason for that, to our view, is that a single
slice is not representative of the actual representa-
tive volume. If the representative volume were the
smallest possible representative volume, all the 790
slices available should be considered. That is why it670

is interesting to notice that the statistic mean value
obtained of 1382 ± 12(Pa.s/m2), using this set of
10 slices, already gives a close approximation to the
measured reference value of 1350Pa.s/m2, obtained
using a resistivity-meter. The reference values are675

labeled as RefTest in Table 3.

Ten samples is a low number in terms of usual
statistics. Therefore, aiming to confirm the results
obtained, the analysis is extended by considering
two larger set of slices: the first one with 17 slices,680

namely 150, 200, 250, ..., and the second one with
33 slices, namely 150,175, 200, 225, ..., 939. Ex-
tremal values of 3487Pa.s/m2 (slice 275) and of
776Pa.s/m2 (slice 750) are encountered without
significantly modifying the mean values reported in685

Table 4. The standard error also converges, which
reinforces the results. The porosity is also analyzed,
and no relation is found between the variation in
porosity, from one slice to another, and the corre-
sponding variation in resistivity.690

Table 3: LBM analysis of a sample of 10 slices, labeled
according to the tomographic imaging order, and their re-
spective porosities, resistivities Res1 and Res2 in direc-
tions 1 and 2, mean values of each resistivity tensor Res =
(Res1 +Res2)/2, the resulting Mean porosity and Res, and
the measured values RefTest. Resistivities in Pa.s/m2.

Slice Porosity Res1 Res2 Res
150 0.842 2242.8 2086.4 2165
200 0.857 1264.1 1360.6 1312
300 0.844 1690.2 1490.1 1590
400 0.873 1229.0 942.9 1086
500 0.868 1066.4 1335.2 1201
600 0.862 1081.8 1318.7 1200
700 0.861 2089.0 1432.5 1761
800 0.865 1126.6 1056.0 1091
900 0.864 853.4 1380.0 1117
939 0.867 1193.0 1402.8 1298

Mean 0.860 ± 0.009 1382 ± 12
RefTest 0.866 1350
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Table 4: LBM analysis of sets of 10, 17 ans 33 slides with the
respective mean porosities and mean Res, and the measured
values RefTest. Resistivities in Pa.s/m2.

Number of Slices Mean Porosity Mean Res
10 0.860 ± 0.009 1382 ± 12
17 0.863 ± 0.003 1336 ± 09
33 0.863 ± 0.003 1370 ± 07

RefTest 0.866 1350

5.6. Discussion

To deepen into the analysis of the results, several
considerations are made in the following, which are
important to illustrate and contextualize this inves-
tigation.695

5.6.1. Sensitivity to global acoustic indicators

The airflow resistivity is a parameter that cov-
ers a large range of values, generally from 10, 000
to 100, 000Pa.s/m2, for common acoustic materi-
als. Thus, with an estimate mean resistivity of700

1, 382Pa.s/m2, calculated from actual values rang-
ing from 853.4 to 2, 242.8Pa.s/2 (see Table 3), our
sample situates in the range of very low resistivities.
It is shown in this part that, sighted from the two
usual main global acoustic indicators - absorption705

and transmission loss (TL) - the seemingly large
range of values should be considered actually close.

For example, a resistivity of 1, 000Pa.s/m2

would produce quasi-identical absorption and TL
curves compared to the ones produced by a re-710

sistivity of 2, 000Pa.s/m2, while a resistivity of
20, 000Pa.s/m2 would produce very different re-
sults than a resistivity of 40, 000Pa.s/m2, although
the proportion involved is the same for both cases.

The formulae of the JCA fluid equivalent model715

described in paragraph 3.2 are implemented in the
semi-analytical Matlab transfer matrix code named
TMTX. Fig. 15 and Fig. 16 show, respectively, the
abortion and the TL curves obtained using TMTX
when various resistivities are considered. The other720

parameters of the simulation are: φ = 0.86, α∞ =
1, Λ = 167.3µm and Λ′ = 334.6µm. The thickness
of the sample is 40mm, and normal incident acous-
tic waves are considered. For the range of variation
of our parameter (Min, Nominal, Max), the curves725

are, indeed, superimposed.

5.6.2. Representative volume

The results presented in Table 3 indicate that, for
a given slice, the resistivity calculated in direction
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Figure 15: Absorption curves for σ = 10, 000 (sig10), σ =
20, 000 (sig20), σ = 5, 000 (sig5), σ = 853.4 (Min), σ =
2, 242.8 (Max) and σ = 1, 382 (Nominal).
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1 is close to the one calculated in direction 2, while730

the difference in resistivity from one slice to another
is larger. From our point of view, this is due to
two combined facts: i) the fact, already mentioned
in paragraph 5.1, that the manufactured process
tends to layer the material, and ii) the fact that the735

tomography images are also acquired in the plane
of this slightly layered material. Finally, our ma-
terial is slightly orthotropic. The slice producing
the larger resistivity is the slice 150, which is the
slice shown in Fig. 6. The slice producing the low-740

est resistivity is the slice 900, which is the image
used in Fig. 14. It can be seen that the slice pro-
ducing the larger resistivity is the slice with more
fiber obstacles.
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At this stage, the important point to underline is745

that a single image is not representative of the vol-
ume sample of the material. The volume sample,
itself, is considered to be a representative volume
of the material. That is why it is needed to con-
sider several slices. For each slice, the mean value750

of the resistivity tensor component in directions 1
and 2 is considered. This is a meaningful value
sighted from tensor theory, where the mean value
is invariant (per rotation). Next, the mean value
of the mean value of each slice is considered. The755

results obtained are satisfactory from a statistical
point of view, turning out to be close to the refer-
ence measured values and with low data dispersion
(standard deviation).

6. Conclusions760

We have explored the possibility of estimating
both porosity and airflow resistivity of an acoustic
fibrous material from X-ray Computed Tomogra-
phy 2D images. This porous material, constituted
of coconut fibers, was selected due to its sustainabil-765

ity interest, low cost, and challenging characteriza-
tion. Initially, a 3D image of each of various samples
was generated by piling up a large set of transver-
sal slices. Then, we deduced the resulting mean
porosity making use of several methods, the per-770

formances of which were properly compared. Next,
we applied the Lattice Boltzmann Method (LBM)
to estimate the static airflow resistivity. Mean val-
ues were obtained from the analysis of ten slices per
sample. We have shown that, for the first time ac-775

cording to our knowledge, a simple 2D implementa-
tion of LBM of low computational cost was success-
ful in characterizing this fibrous material, which is
intrinsically difficult due to its highly anisotropic
micro-structure. The results are very consistent780

with tests carried out using a porosity-meter and
an airflow resistivity-meter. The numerical ap-
proach led to a porosity of 0.86 and a resistivity
of 1382Pa.s/m2, while the directly measured val-
ues were 0.87 and 1350Pa.s/m2, respectively. We785

believe these results suggest the potential use of this
implementation to characterize other fibrous mate-
rials.

Acknowledgments

The authors would like to thank the CAPES-790

COFECUB Project 773/13 - Proc. 8909-14-8 ,
the CNPq/Universal Proc. 82351/2013-6 and the

CAPES/PNPD Proc. 1564115 for their financial
support. We would also like to thank Jean-Daniel
Chazot, from the Laboratoire Roberval (UMR795

CNRS 7337) of the Université de Technologie de
Compiègne (UTC)/France, and Benjamin Sman-
iotto, Technical Manager of the tomograph of the
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Appendix A. LBM-BGK method

The Lattice Boltzmann Method (LBM) can be
seen as a spacial and temporal finite difference
method which takes benefit of a mesh (the lattice)805

that has to be strictly constructed with square ele-
ments with ∆x = ∆y = ∆t for each element. Doing
this, it is possible to solve the Boltzmann transport
equation

∂f

∂t
+ ~v.~∇f = Ω. (A.1)

This equation is an equilibrium equation where810

f(~x, t) is the particle distribution function, ~v(~x, t)
is the particle velocity, and Ω is the collision opera-
tor. The equilibrium is found iteratively. The main
references used in this section are [40, 41, 42].

Appendix A.1. Streaming and equilibrium815

Using the D2Q9 model, shown in Fig. A.17, the
particle is restricted to stream in 9 possible di-
rections described by the microscopic velocities ~ei,
where the index i ∈ {0, 1, 2, ...8}, with i = 0 being
attributed to the particle at rest. For each direc-820

tion is also associated a probability function fi. As
important remarks: the vectors ~ei do not change
during the process, in opposition to their associ-
ated distribution functions; the vectors ~ei on the
diagonals are of

√
2 length, while the others are825

unitary.
The macroscopic fluid density ρ(~x, t) and the

macroscopic velocity ~v(~x, t) at each Lattice node
can be extracted from the probability distribution
functions of the particle by the equations830

ρ =
∑
i

fi, ρ~v =
∑
i

fi~ei, (A.2)

and the pressure p can be evaluated from the den-
sity as p = ρc2s, where cs = 1/

√
3 is the lattice speed

of sound.
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Using the D2Q9 discretization and the
Bhatnagar-Gross-Krook (BGK) collision model835

(that suffices for laminar single phase flows),
Eq. A.1 can be rewritten as

fi(~x+c~ei∆t, t+∆t)−fi(~x, t) = −fi(~x, t)− f
eq
i (~x, t)

τ
,

(A.3)

with τ being a relaxation time, and feqi the equilib-
rium distribution. Reorganizing Eq. A.3 allows for
the calculation of the distribution at t + ∆t from840

the distribution at t as

fi(~x+c~ei∆t, t+∆t) = fi(~x, t)−
fi(~x, t)− feqi (~x, t)

τ
.

(A.4)

feqi is evaluated from the macroscopic density
and velocity as

feqi (~x, t) = ωiρ

(
1 + 3

~ei · ~v
c2

+
9

2

(~ei · ~v)2

c4
− 3

2

~v · ~v
c2

)
,

(A.5)

where ωi are weight factors: ωi = 4/9 for i = 0,
ωi = 1/9 for i = 1, 2, 3, 4 and ωi = 1/36 for i =845

5, 6, 7, 8. In the previous equation c = ∆x/∆t is
the lattice speed, which is taken to be 1.

Another relation links the fluid kinematic viscos-
ity µ to the relaxation time τ by

µ =
2τ − 1

6

(∆x)2

∆t
. (A.6)

The first term of the second member of Eq. A.4
refers to the streaming phase, while the second one
to the collision phase. These two phases are gener-850

ally separated in the programming process.

Appendix A.2. Boundary conditions

Imposing boundary conditions within the LBM
is not a straightforward process because the macro-
scopic Navier-Stokes boundary conditions must be855

translated to microscopic boundary conditions on
fi and feqi . Boundary conditions are generally of
the following types:

� Bounce Back: No-Slip Boundary Conditions;

� Boundary Conditions with Known Velocity;860

� Periodic Boundary Conditions;

� Imposed Pressure Difference Boundary Condi-
tions.

Our code is strictly limited to the resolution of
our given problem. It is described, hereafter, the865

two types of boundary conditions considered: i) a
Bounce Back scheme and ii) imposed body forces
(which is a non standard type) of constant value
and orientation.

i) Bounce back. It concerns the reflection of the870

particles on the fixed obstacles (the fibers of the
porous samples). A full-way model of bounce-back
is preferred to a mid-way one since the first does
not require to know the normal orientation when
a particle enters in contact with a rigid boundary.875

This model is adapted when several obstacles are
present. At a first step, the fixed lattice nodes in
contact with the wet area are to be considered in
the streaming process. Next, the particle distribu-
tion functions of theses nodes, which point to the880

exterior of the fluid area, are reversed in direction.
ii) Body forces. We intend, from the definition

of the permeability (Eq. 7), to impose a pressure
gradient (a body force) all over the fluid domain.
This leads to the advanced developments studied885

in [42] because the body forces have to be added to
the initial equilibrium Eq. A.3:
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fi(~x+ c~ei∆t,t+ ∆t)− fi(~x, t) =

− fi(~x, t)− feqi (~x, t)

τ
+ ∆tFi, (A.7)

where Fi are the body forces.
Theoretically, all previous formulae A.1 to A.5

should be modified. However, [42] shows that890

when the body forces are slightly changing in space
and time, the representation of the body as Fi =
ωi~ei. ~F/c

2
s can be directly introduced in the previous

model unaltered, and the Navier-Stokes equations
remain verified.895

Appendix A.3. Algorithm

Finally, using the notation := as the program-
ming affectation operator, our algorithm for a cur-
rent iteration is the following:

� fi(iter + 1) := Pr(fi(iter)) (propagation);900

� fi(iter+ 1) := fi(iter+ 1) +Fi, (body forces);

� fi(iter+ 1) := Bb(fi(iter+ 1)) (bounce-back);

� ρ :=
∑
i fi(iter+1); ~v :=

∑
i fi(iter + 1)~ei/ρ

(macro);

� feqi (ρ,~v) (equilibrium);905

� fi(iter+1) := fi(iter+1)− fi(iter+1)−feq
i

τ (col-
lision).

References

References

[1] M. A. Biot, Theory of propagation of elastic waves in910

a fluid-saturated porous solid. I. Low-frequency range.
II. Higher frequency range, JASA 28 (1956) 168–191.
doi:10.1121/1.1908239,10.1121/1.1908241.

[2] J. F. Allard, N. Atalla, Propagation of Sound in Porous
Media: Modeling Sound Absorbing Materials, 2nd Edi-915

tion, Wiley, 2009.
[3] K. V. Horoshenkov, A review of acoustical methods for

porous material characterization, International Journal
of Acoustics and Vibration 22 (2017) 92–103. doi:10.

20855/ijav.2017.22.1455.920

[4] Z. L. Liu, Multiphysics in Porous Materials, Springer,
2018. doi:10.1007/978-3-319-93028-2.

[5] O. Doutres, Y. Salissou, N. Atalla, R. Panneton, Eval-
uation of the acoustic and non-acoustic properties of
sound absorbing materials using a three-microphone925

impedance tube, Applied Acoustics 71 (2010) 506–509.
doi:10.1016/j.apacoust.2010.01.007.

[6] F. C. Bannwart, L. F. Cóser, B. N. Huallpa, D. A.
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