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Abstract. In this paper, a novel artificial neural network (ANN) based method dedicated to simultaneously
estimating thermal conductivity and thermal diffusivity of CSP (concentrating solar power) plant receiver
materials is presented. By monitoring the evolution of these two correlated thermophysical properties during
aging cycles, CSP plants’ cost efficiency could be maintained. The proposed method is based on the processing of
experimental photothermal data using classification and estimation networks. All the networks are feedforward
ANN trained with supervised learning algorithms. A pseudo random binary signal (PRBS) is used as excitation
and the impact on performance of both the photothermal response length, which is used as model input, and the
number of training examples has been evaluated. Of course, the networks’ topology has been optimized, allowing
the generalization ability to be controlled. Despite the lack of data, the results are promising. Mean relative
errors are between 8% and 20%, and themain levers for improvement are identified. In this paper, the study deals
with a large range of materials (polymers and metallic alloys).
1 Introduction

Thermophysical characterization of materials is an issue in
various domains such as building design (for estimating the
insulating performance of a given structure) or energy
plant optimization. In concentrated solar power plants, the
monitoring of thermophysical properties enables to notice
the degradation of solar receivers. Indeed, the materials are
submitted to strong climate conditions and maintaining
the thermophysical properties is a key issue to ensure cost-
efficiency of CSP plants: thermal conductivity is about the
ability of a given material to transfer heat by conduction
during a stationary phase, as a sunny day, whereas thermal
diffusivity is about the ability of this material to respond to
a sudden temperature change, for example caused by a
cloudy day.

Depending on the property to be estimated, the kind of
material to be characterized (polymers, metals, etc.) and
the available sample shape, a well-known method can be
used. Regardless of the method, an appropriate physical
model is needed.

The methods involving steady-state experiments are
used to estimate thermal conductivity (l), which is
expressed in W m�1 K�1, or contact thermal resistance
(R), which is expressed in m2KW�1. The guarded hot
eine.reoyo@promes.cnrs.fr
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plate method [1–3] is a standardized one (ISO 8301:1991,
ISO 8302:1991). A controlled heat flux is applied on one
side of the sample. On the other side, temperature stays
constant thanks to a thermostatically-controlled water
bath. The difference in temperature between the two sides
of the sample is measured and thanks to the Fourier’s law is
used to determine thermal conductivity. This method is
operable for insulating materials, since contact thermal
resistance is negligible with respect to the sample
resistance. The same method, based on Fourier’s law, is
used for conductive materials with a different device: a
stepped bar apparatus [4,5]. In this case, the sample has a
pipe form, and temperature is measured using several
thermocouples positioned on the tube. In this configura-
tion, lateral thermal losses are not negligible, and have to
be considered in the model. This method is difficult to
accurately set up because controlling the convective heat
transfer coefficient is necessary.

Methods involving unsteady-state experiments exist.
The hot wire standardized technique (standard ISO 8894)
[6] and the hot disk method, or transient plane source [7,8],
use an electrical resistance (in the wire or in the hot disk)
which is positioned between two samples. The heating
device is also used to measure changes in temperature
during the heating phase. Then, the thermal conductivity
is deduced from an adequate physical model. The
photothermal experiment is another option among the
unsteady-state experiments, which is commonly used for
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thermophysical properties estimation. The flash method
consists in a short pulse hitting a sample on its front face.
Changes in temperature are recorded on the front-face
surface or the rear-face surface. Then, measurements can
be compared to estimations given by a physical model.
Thermal diffusivity (a), which is expressed in m2 s�1, and
specific heat capacity (Cp), which is expressed in J kg�1

K�1, can be estimated by identification. This laser flash
experiment has been developed by Parker et al. [9] using
the Carslaw and Jaegger model [10], a one-dimensional
adiabatic model with a Dirac impulse used as excitation,
that is, an infinite pulse of energy. The main issues are
related to thermal losses and the excitation characteristics.
Themodel has been improved since its first publication: the
models developed by Cowan [11] and Clark and Taylor [12]
can be used to consider convective or radiative losses. The
Larson and Koyama model [13] can be used with a finite
pulse excitation. Nowadays, this experiment is still
commonly used thanks to standardized LFA (Laser Flash
Apparatus) devices. The studies carried out by Min et al.
[14], Pinto et al. [15] and Abdulagatov et al. [16] are linked
to this experiment. Nevertheless, in order to estimate
various properties simultaneously, like for example thermal
diffusivity (a) and heat capacity (Cp), another experiment,
often DSC (Differential Scanning Calorimetry) must be
carried out to determine heat capacity. Moreover, in case of
some differences between the model and the experimental
conditions, properties identification gets more complicated
and less accurate. Lastly, when estimating thermal
conductivity (l) using this method, it is necessary to
calculate it thanks to the previous estimation, knowing
the density r (kgm�3), so the error committed for the
estimation of thermal diffusivity is propagated (see
Eq. (1)).

a ¼ l=ðrCpÞ: ð1Þ
In combination with the impulse photothermal experi-

ment, an inverse method based on an adequate physical
model can be used [17]. As another interesting work,
Pavlov et al. [18] have proposed a method to estimate
thermal conductivity, specific heat capacity or total
hemispherical emissivity by taking into account the radial
distribution of the considered property. Step by step, the
property is estimated in the center of the sample and
stored, then the neighboring values are gradually estimated
up to the edge. Nevertheless, using this method, both
thermal diffusivity and thermal conductivity cannot be
estimated simultaneously. Indeed, inverse methods are
unable to estimate correlated values simultaneously since
they proceed to the inversion of a sensibility matrix. Again,
it is possible to deduce the second property from the first
one but the error committed for the estimation of the first
property is propagated to the second property. In order to
overcome this limitation, Orain et al. [19] have used a
genetic algorithm instead of a gradient-based algorithm for
iteratively estimating the properties. This non-gradient
method is considered as an evolutionary algorithm. It is
advantageous since it involves, for each iteration, the
generation and the test of a random population composed
of a large number of individuals (vectors of possible
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properties). Thanks to selection, crossover, and mutation
operations, which are iteratively repeated, the objective
function is gradually minimized. Nevertheless, an adiabatic
model is considered. So, it is crucial to minimize heat losses
during the photothermal experiment. Moreover, the model
can only be used if thermal effusivity is known. To have a
relevant estimation of the effusivity, another experiment is
needed.

As an interesting option, photothermal responses can
be exploited using machine learning methods. These
methods have several advantages. First, physical knowl-
edge about experimental conditions is not required. So,
difficulties related to the correspondence between the
model and experimental heat losses or the finite pulse
excitation can be overcome. Moreover, these methods are
not constrained by correlated properties, since one can
exploit non-physical parameters or the possibilities these
methods offer when it comes to find an adequate topology.
As a result, thermal conductivity and thermal diffusivity
can be estimated simultaneously, avoiding error propaga-
tion. During the past few years, several studies have
focused on the use of machine learning tools for
thermophysical characterization of materials from photo-
thermal responses [20–22]. In these papers thermal
diffusivity and thermal conductivity are simultaneously
estimated using side-by-side artificial neural networks or
adaptive neuro-fuzzy inference systems (ANFIS). All the
training examples come from simulated data. In this paper,
a neural structure is proposed: feedforward ANN trained
with supervised learning algorithms are used for classifica-
tion and properties estimation. One model is developed for
each of the classes, allowing both properties to be estimated
simultaneously from experimental photothermal data. The
neural structure is first developed with the purpose of being
operable with a wide range of materials and behaviors. In a
second phase, this tool will be adjusted to CSP absorber
materials.

The paper is organized as follows: in Section 2, the
neural structure based on feedforward artificial neural
networks allowing thermal diffusivity and thermal con-
ductivity to be simultaneously estimated for two classes of
materials is presented. The database is composed of
polymers and metallic alloys. The evaluation method is
presented in Section 3. In Section 4, the training and
validation examples obtained thanks to the photothermal
experiment are presented and the results are analyzed.
Section 5 concludes the paper and addresses future work.
2 Neural network structure

In this section, the neural structure designed for this study
is presented. An artificial neural network (ANN) consists in
a chain of mathematical operators connecting the chosen
inputs to the desired outputs. In order to design an effective
neural network for simultaneously estimating thermophys-
ical properties, the determination of a correct topology is a
key point: the inputs and outputs and the number of hidden
layers and units (hereinafter referred to as hidden neurons)
in each hidden layer (to be optimized by controlling the
network’s generalization ability).
-p2



Fig. 1. The neural structure.
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In the present study, the objective is to estimate
simultaneously the thermal diffusivity and thermal
conductivity of a wide range of materials, using their
thermal responses to a pseudo random binary signal. So,
the only network’s input is a sequence describing the
evolution of temperature over time. In order to estimate the
desired properties, two strategies are possible. The first one
consists in developing a universal model capable of
providing estimates of the two thermophysical properties
of interest for all the materials, regardless of their
behaviors. The second strategy consists in developing
specific models, one for each class of materials (in the
present case, polymers and metallic alloys) highlighted by
the classification network. Usually, the first strategy leads
to a less complex neural structure, with a reduced number
of parameters to identify during the training phase, but less
efficient than specificmodels.With the second strategy, the
range of possible values for both properties is reduced. So,
we have decided for the development of a classification tool
and specific models.

The first point to consider is the samples’ behavior:
evolution of temperature for an insulating material will be
sharper than the one of a conductive material (this will be
detailed in Sect. 4.1.2). So, two classes seem to be
recognizable. In order to deal with different kinds of
responses, leading to different properties ranges, we created
a preliminary neural network (Fig. 1). It is a feedforward
neural network (FNN) designed for supervised classifica-
tion, used to separate the available materials into two
classes (the first class for materials with low diffusivity and
low conductivity values, and the second class for materials
with higher diffusivity and higher conductivity values).
Then, an estimation feedforward neural network is
designed for each class. Each neural network has two
outputs: thermal diffusivity and thermal conductivity.
3 Evaluation method

Artificial Neural networks are highly sensitive to the initial
values of the weights and biases which are randomly
10901
selected in a given interval. The final values of the weights
and biases are given by the supervised training algorithm
used, on the basis of an iterative calculation. So, the ANN
parameters will be different for different sets of initial
values of the weights and biases. In order to check the
generalization ability of a trained network, several new
examples are presented to it. This phase is known as the
validation phase. From these examples, it is possible to
calculate the mean relative error between the expected
values and the output estimated values (i.e. the generali-
zation error).

If the generalization error is similar for different neural
models (coming from different initial weights and biases),
the model is considered to be stable. If it is not the case, the
network’s topology can be modified. In order to check the
network’s stability, it is necessary to repeat the entire
procedure (training and validation) several times (Fig. 2).
We choose to reiterate it 50 times. After each training and
validation phases, regardless of the results of the other
tests, it is possible to determine if the obtained neural
model is inconsistent. Indeed, both outputs (thermal
diffusivity and thermal conductivity) must be positive.
So, a model producing, at least, one negative value for one
of the validation examples, is considered to be inconsistent.
For the consistent neural models, the mean relative errors
of thermal diffusivity and thermal conductivity are
calculated. After 50 trials and after removing all the
inconsistent models, we have calculated the first and third
quartiles (Q1 andQ3) of bothmean relative error series (for
thermal diffusivity and thermal conductivity). We have
used the interquartile range (IQR) of each series to
determine the outlier values (eout, see Eq. (2)).

eout < Q1 � 1; 5ðQ3 �Q1Þ or eout < Q3 þ 1; 5ðQ3 �Q1Þ:
ð2Þ

When this procedure is over, two results are ex-
ploitable. First, the number of neural models providing
inconsistent or outlier values allows to evaluate the
network’s stability and, secondly, the resulting global
-p3



Fig. 2. Network stability – determination of the inconsistent networks and outlier values.

Fig. 3. Photothermal test bench at PROMES-CNRS.
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average error of thermal conductivity and thermal
diffusivity allows to check the accuracy of the proposed
estimation method.

4 Network development

The creation of a relevant database is a major challenge in
the development of an efficient neural model for estimating.
The test bench used for this work and some typical
photothermal responses are presented in Section 4.1. The
classification network is presented in Section 4.2 and both
estimation networks are presented in Section 4.3.

4.1 Test bench and experimental examples

In this subsection, the experimental setup and the database
made up of the thermophysical properties of 30 material
samples are presented and an overview of some of the
characteristics of the samples’ responses is given.

4.1.1 Test bench settings

In order to develop a consistent neural model, we have
decided for experimental photothermal data (for both the
networks’ training and validation phases). A photothermal
10901
test bench is set up (Fig. 3): a laser excites a sample thanks
to a laser command connected to the computer. Then the
radiance variation of the sample is detected by an infrared
-p4



Fig. 4. Beginning of the PRBS sequence used excitation profile.
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(IR) camera which measure the evolution of temperature
on the materials’ front face. The signal is recorded directly
on the computer.

The laser is an Er-Yb diode laser of 3W in collimated
beam with a square cross section of 1.1� 1.1 mm2, and a
low divergence (4 mrad). The peak wavelength is between
970 and 980 nm. The asymmetric radiation from the laser
diode is transformed into a symmetrical beam using a
patented micro optics. It is controlled via the computer
using the “UM DiTec” laser diode driver and temperature
controller. Depending on the desired experiment, it is
possible to decide for different excitation profiles (pulse,
sinusoid, squared signal, periodic or not…), by controlling
the frequency, voltage, and current. The laser hits the
middle of the sample, situated at 50 cm, with a rise time
and a fall time which are under 15mm. We do not use any
focusing lens, so the spot on the sample surface is
approximately 5mm diameter.

The photothermal experiment is often carried out with
a continuous wave excitation or a pulsed excitation. For
the first one, both the amplitude and phase of the signal
are observed and the experiment has a very good signal to
noise ratio but its analysis is quite slow since it is necessary
to proceed to many experiments to have various
frequencies. For the second one, the pulse response of
the material is observed. The analysis is faster since
the experiment provides multifrequency information.
Nevertheless, the signal, as close as possible to a Dirac
signal, implies the release of a big amount of energy in a
short period of time. The pseudo random binary signal, �
such a signal is used in various studies [23,24] � allows the
possibility to work with a multifrequency response
without the big thermal stress induced by a pulse
excitation. In the present study, we have based our work
on previous developments. First, we rebuilt the impulse
responses of materials from their responses to a PRBS
using artificial neural networks and used an inverse
method to estimate thermal diffusivity [25]. In this study,
it was demonstrated that rebuilding the impulse response
was not required and, as a result, one can directly estimate
thermophysical properties from responses to a PRBS
using artificial neural networks. Then, two papers [20,21]
focused on evaluating the performance of such an
approach with a simulated experiment. In that case,
the whole PRBS signal was used. Now, we highlight the
possibility of shortening it in order to save experimental
and computing time (see Fig. 4). The samples are excited
with a 3V-5A laser signal.

The infrared camera FLIR A320 has a spectral
sensitivity of 7.5–13mm. It is used to detect and transmit
the evolution of the sample temperature. It can be situated
on the front face of the sample, or on its rear face. The
temperature is registered with a non-constant frequency
(approximately 4 measures per second). So, a linear
interpolation is realized as a post-treatment to access to
the temperature at each second.

In the present study, we measured the temperature in
the middle of the front face of the sample. To limit the noise
level, we consider the average temperature in a circle of
radius equal to 7mm.
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4.1.2 The samples and their photothermal responses

The examples dataset is made up of 30 photothermal
responses associated with thermal diffusivity/thermal
conductivity couples (Tab. 1). The set includes polymers
such as PMMA (polymethyl methacrylate, sample n°6),
metallic alloys such as Inconel 625® (sample n°23) and a
ceramic sample, the boron nitride (sample n°30).

On one hand, we recovered data about all these
samples. The objective is to know as accurately as possible
the real properties of each sample in order to train the
artificial neural networks properly, and to evaluate the
results of the validation phase with accurate data. For this
purpose, we took thermal diffusivity/thermal conductivity
data from the manufacturer who provided us the samples,
but these values were merely estimated. So, we compared
these values with values coming from other manufacturers
and from the literature (see Appendices). For each sample,
we chose to work with mean value of both thermal
diffusivity and thermal conductivity.

The dataset (Tab. 1) is divided in several subsets in
order to test different data combinations for the
training phase. Set 1 is composed of the samples in
green (8 samples). In Set 2, the samples in blue are added
(15 samples). In Set 3, the samples in purple are added
(18 samples). In Set 4, the samples in orange are added (22
samples). The samples in pink are used for validation (7
samples). The sample 20 is quartz. Because it is
transparent, the laser excitation goes mainly through
the material, and the signal recorded by the infrared
camera in front of the sample is not significant. Therefore,
this sample is not added to the previous sets.

On another hand, we proceeded with the experimental
phase. The samples are circular with a diameter of 25, 40 or
50mm (depending on the manufacturer available sizes)
and their thickness is 8mm. For each sample, the
photothermal experiment is realized in the same conditions
(see Sect. 4.1.1). Some examples of the normalized
responses are presented in Figure 5. The normalization
is done thanks to the highest value in the considered
sequence. This data treatment allows neglecting the optical
properties of the samples, so we can only consider the
thermophysical properties.
-p5



Table 1. Examples distribution depending on their thermal conductivity and diffusivity.
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4.2 Development and test of the classification
network

In this subsection, we present the first part of the neural
structure: the classification network.
4.2.1 Structure of the classification network

We used a feedforward artificial neural network trained
with a supervised learning algorithm to develop the
classification algorithm, with two apparent classes. Unlike
the simulated database used in previous work [21], we
observe in Table 1 that the real materials available do not
cover all the possible combinations for the thermal
diffusivity/thermal conductivity couple. The higher the
thermal conductivity, the higher the thermal diffusivity,
and vice versa. A material with high-low or low-high values
of both properties does not have a physical existence. So,
we highlight a class of materials with low thermal
10901
conductivity and low thermal diffusivity (these materials
are polymers, i.e. the samples 1–19 in Tab. 1) and a class of
materials with higher values of both properties (these
materials are metallic alloys and ceramics, i.e. the samples
21–30 in Tab. 1). In total, 22 samples are used for the
training phase (15 samples from Class 1, 7 samples from
Class 2), and 7 samples for the validation phase (4 samples
from Class 1, and 3 samples from Class 2). The
classification seems obvious with this example set. But
the network is designed to be able to deal with some
unknown samples or materials for which the affiliation to
the first or second class is more complicated. For each
sample, the network input is its photothermal response
normalized to its highest value in the considered sequence.
The impact on performance of the photothermal response
length has been studied, considering 5 to 100 s responses.

Regarding the network’s topology, it consists in 2
layers. A single hidden layer is considered. Each unit in the
layer uses a hyperbolic tangent function as activation
-p6



Fig. 5. Examples of photothermal responses.
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function, defined as follows: S(z)= sinh(z)/cosh(z). The
impact of the number of hidden neurons on the network’s
generalization ability has been evaluated. The output layer
contains two units (one for thermal diffusivity and one for
thermal conductivity) and uses the softmax function as
activation function (see Eq. (3)). For each output, a value
between 0 and 1 is obtained and the sum of outputs is equal
to 1. So, these output values suggest the class to which the
example belongs, that is, Class 1 or Class 2.

sðzÞj ¼
ezj

PK
k¼1 e

zk
ð3Þ

with: j, number of the class, 1 or 2; zj, the input j of the
activation function for the class j; K the total number of
classes, here 2.

For the training phase, the scaled conjugate gradient
(SCG) algorithm is used. As all the conjugate gradient
(CG) methods, this one uses the second derivative of the
goal function, the Hessian matrix. Instead of considering
only the gradient descent direction, the CG algorithms take
a direction which is conjugate to the directions of the
previous steps. Moreover, the SCG algorithm uses a scalar
to regulate the Hessian matrix.

4.2.2 Classification network: results and discussion

Both the efficiency and stability of the classification
network presented above are evaluated. After completing
the training and validation phases, we check if the network
performs well when it comes to correctly classify all the
validation examples (7 samples). This reflects the net-
work’s efficiency. Because artificial neural networks are
highly sensitive to the initial values of the weights and
biases, which are updated during the training phase, we
repeated the process 50 times and counted howmany times
the network performs a complete success. This is what we
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call in the sequel “network’s stability”, summarized in
Table 2. The “complete success” rate is evaluated for several
photothermal response lengths, different number of hidden
neurons, and the 4 example sets available.

First, we observe that using Set 1, most of the time the
classification network does not perform well. Set 1 has only
8 training examples, for 7 validation examples. Usually,
artificial neural networks need a large set of training
examples, providing exhaustive information, to learn
properly. Set 1 seems to be composed of a too low number
of training examples. Nevertheless, depending on both the
photothermal response length and the number of hidden
neurons, the training process can be efficient enough to
properly classify the validation examples. It is the case for a
photothermal response length of approximately 30 s, or
above 60 s.

On one hand, we observe for all the sample sets that the
most critical factor is not the number of hidden neurons but
the photothermal response length. Below 10 s, regardless of
the set or the number of hidden neurons, it appears that, in
that case, the information the photothermal responses
provide is incomplete and, as a result, not relevant enough.
On the other hand, when using Set 3 and Set 4, we observe
that for a photothermal response length of 65 and 75 s,
respectively, performance decreases again. This can be due
to a sort of redundancy or a similarity in the normalized
sample responses for a time span.

4.3 Development and test of the feedforward
networks for properties estimation

In this subsection, we present the second part of the neural
structure: the feedforward neural networks used to
simultaneously estimate thermal diffusivity and thermal
conductivity for both classes.

4.3.1 Structure of the feedforward networks

We have developed two estimation models based on
feedforward neural networks trained with a supervised
learning algorithm, one for each class (Class 1 is composed
of samples 1–19, i.e. low thermal conductivity and low
thermal diffusivity materials, and Class 2 is composed of
samples 21–30, i.e. higher thermal conductivity and
thermal diffusivity materials). For both networks, the
temperature evolution normalized to the highest temper-
ature observed among all samples in the considered
sequence is used as input. As for the classification
network, inputs are studied: the same sets, split by
classes, are tested (Class 1 examples are tested in first
neural network, Class 2 examples in second neural
network), and the impact of photothermal response
length is investigated.

Regarding the training phase, we have used for both
networks the well-known Levenberg-Marquardt (LM)
algorithm. It is a robust algorithm which uses an
approximation of the Hessian matrix using the Jacobian
matrix. Thanks to an adaptive learning rate, LM method
combines classical gradient method and Gauss-Newton
algorithm. Some other training algorithms such as the
gradient descent, Bayesian regulation, or conjugate
-p7



Table 2. Stability of the classification network depending on the photothermal response length and the number of
hidden neurons, for the 4 example sets.
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Fig. 6. Impact on performance of the example sets. Left: Class 1. Right: Class 2.
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gradient have been tested unsuccessfully: performance
was lower and/or the number of required iterations
significantly higher.

The topology consists in a single hidden layer with units
� the number of hidden units has to be optimized � using
non-linear sigmoid-shape activation functions and an
output layer with two units using linear activation
functions (one unit per thermophysical property).

4.3.2 Results and discussion

As previously stated in the paper, the feedforward neural
networks used are tested by varying some factors: the set of
examples, the photothermal response length and the
number of hidden neurons. For each test, we use the
evaluation method described in Figure 2. The figures below
show how the estimates are accurate. The generalization
error is presented. 50 iterations are performed during
training.
Fig. 7. Impact on performance of the photothermal response
length.
4.3.2.1 Example sets

First, the models are developed, for each class, by using the
same network, composed of one hidden layer of 20 neurons.
The considered photothermal responses are 40 s length.
Such a duration is chosen as a compromise, based on
experience, between a too short response which would
provide insufficient information to the networks and a too
long response which could lead to the introduction of
redundant information. In both cases, generalization
ability can be negatively impacted. In the following step,
after having chosen the best example set, the photothermal
response length is adjusted. Let us examine both classes.
Indeed, we presented in Sections 4.1.2. and 4.2.1. the
differences between the training sets: for Class 1, we
progressively add some new training examples at each new
set (4, 8, 11 and 15 for sets 1, 2, 3 and 4, respectively); for
Class 2, due to the low number of available examples, we
just add some new examples at set 2 (7 training examples
for 3 validation examples).

For Class 1, we observe that performance is globally
higher when adding some examples to the training set, until
Set 3. For thermal diffusivity, the mean relative errors are
19.8%, 14% and 9.3% for Set 1, Set 2, and Set 3,
10901
respectively.When adding some new examples to Set 4, the
error raises to 14.7%. This probably means that the
examples added to Set 4 do not provide useful information
to the network. The highest thermal conductivity error is
obtained for Set 1 (28.2%). Then, performance is similar
with Set 2, Set 3 and Set 4: 18.3%, 19.8% and 16.7%,
respectively.

For Class 2, we notice that the number of examples in
Set 1 is not enough for both thermophysical properties to be
estimated correctly. Using Set 1 leads to the highest
thermal conductivity error, that is, 27%, whereas it is
17.6% with Set 2. For thermal diffusivity, the results are
similar with both sets (Fig. 6).

4.3.2.2 Photothermal response length

Using Set 3 for Class 1 (11 training examples and 4
validation examples) and Set 2 for Class 2 (7 training
examples and 3 validation examples) and considering 20
neurons in each hidden layer, we tested different photo-
thermal response lengths (see Fig. 7). We observe that the
-p9



Fig. 8. Impact of the number of hidden neurons.
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mean relative error decreases sharply when the response
length increases and reaches 30 s. Then, the error decreases
slightly for responses whose lengths are between 30 and
50 s. After this point, the error is stable or slightly
increasing.

4.3.2.3 Number of hidden neurons

The impact on performance of the number of hidden
neurons has been evaluated using Set 3 for Class 1 and Set 2
for Class 2 as well as a 50-s photothermal response. For
both networks, we notice overfitting when too many
neurons are added to the networks’ hidden layers (see
Fig. 8). For the Class 1 network (polymers), this
phenomenon, which impacts generalization ability, is quite
slight but noticeable for a number of hidden neurons higher
than 60, approximately. For a lower number of hidden
neurons, performance is stable with a mean relative error
around 20%. For the Class 2 network, overfitting is clearly
apparent for a number of hidden neurons higher than 15.
Moreover, for a number of hidden neurons higher than 50,
the network is not just less efficient, it is also unstable.
Indeed, among the 50 networks we trained and validated,
approximately 20% of these networks are considered
inconsistent or provide outlier values.

For Class 1, the best performance is given by a network
with 26 hidden neurons: the mean relative error is 8.7% for
thermal diffusivity and 19.3% for thermal conductivity.
For Class 2, the best performance is given by a network
with 6 hidden neurons only: the mean relative error is
21.3% for thermal diffusivity and 18.7% for thermal
conductivity.

4.4 Overall relative estimation error

In addition to the mean relative error, it is interesting to
take a look at the relative estimation error for each
material. Figure 9 shows the errors given by the selected
model, for each class, instead of showing average errors
10901
among 50 trained and validated networks. In this figure,
several pieces of information are entered. First, the values
(given by manufacturers or taken from the literature) for
thermal diffusivity and thermal conductivity used to
develop the model are highlighted: the average value, but
also the minimum and maximum values. Then, the
estimated value given by the model is depicted. The
highlighted error corresponds to the relative error between
the average value from the literature and the estimated
value given by the model.

We can observe that the error is very different from one
material to another in the same class: for example, in
Figure 9c (Class 2), the thermal conductivity of sample 26
is estimated with an error of 0.1% whereas the thermal
conductivity of sample 28 is estimatedwith an error of 25%.
Moreover, we observe that the values taken as references
for the development of the model vary within a certain
range, as shown by the properties’minimum andmaximum
values in the figure. For example, sample 8 (Fig. 9a) has a
thermal conductivity between 0.22 and 0.37Wm�1 K�1.
For this sample, the model gives an estimation of
0.20Wm�1 K�1, which represents an error of 31% when
considering as reference the average value from the
literature, and an error of only 9% when considering as
reference the lowest value available. This means that the
values considered as references may not be accurate enough
and, as a result, penalize the neural network training. To
deal with this issue, it would be suitable to correct the
database with measured values of thermal conductivity
and thermal diffusivity.
5 Conclusion and outlook

Amachine learning basedmethod, resorting to feedforward
artificial neural networks, is proposed for the estimation of
two thermophysical properties: thermal diffusivity and
thermal conductivity. Specific models are developed for
two classes of materials. By monitoring the evolution of
these properties during aging cycles, cost efficiency of
concentrated solar powerplants couldbemaintained.Unlike
well-known estimation methods, this method does not need
thedevelopmentof aphysicalmodel, allows theprocessing of
a large variety of materials (polymers, metallic alloys, and
ceramics) and, above all, performs simultaneous estimation
of both correlated thermophysical properties. Clearly, the
results can be improved but they highlight the potential of
such an approach.Wemanage to obtainmean relative errors
between 8% (for the thermal diffusivity of polymers) and
20% (for the thermal conductivity of polymers and for both
thermophysical properties of metallic alloys).

In this paper, we highlight that, when developing data-
driven models, the training examples have to be carefully
chosen. A reduced number of training examples or the
addition to the training set of examples which do not
provide useful information penalize generalization ability.
Also, the length of the materials’ thermophysical responses
used as model inputs is critical. Its impact on performance
has been evaluated and we highlight that 15-s long
thermophysical responses are necessary to obtain good
results.
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Fig. 9. Estimation of properties and corresponding relative estimation errors for Class 1 and Class 2.
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It should be noted that the available database is rather
small, which, of course, penalizes the development of
estimation models based on machine learning. In addition,
there is uncertainty over the properties’ values given by
manufacturers or taken from the literature. Because these
values guide the weights and biases adjustment during
training, the results summarized above are hopeful.

In order to continue this study, it would be crucial to
consolidate the database, which will allow to increase the
number of training examples and improve generalization
ability. So, it would be possible to create a third class for
materials with higher thermal conductivity, or even to
distribute the available examples into more precise classes.
Furthermore, it is necessary to precise the properties’
values used as target values during training thanks to
measurements. In addition, it is possible to conduct a
similar study with an alternative input, as the temperature
evolution on the materials’ rear face, instead of such an
evolution on the materials’ front face. This input can
bring additional information about the ability of the
material to conduct heat through the thickness of the
sample. Lastly, it is planned to test other machine learning
tools as neuro-fuzzy systems. Considering the studies based
10901
on simulated data we conducted [20,21], it seems that these
tools could improve the estimation results.
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Appendix A

Table A1. Thermal conductivity values according to var
n° Types Materials Thermal conductivity values (Wm�1 K�1) References

1 Polymer Polychlorotrifluoroethylene
(PCTFE)

0.13 0.19 [26,27]

2 Polymer Polyetherimide (PEI) 0.22 0.24 [26,28]
3 Polymer Fluorinated Ethylene

Propylene Copolymer
0.19 0.24 [26]

4 Polymer Polypropylene (PP) 0.1 0.22 0.239 [26,29]
5 Polymer Polymethylpentene (TPX®) 0.17 0.167 0.17 [26,30,31]
6 Polymer Polymethyl methacrylate

(PMMA, Acrylic)
0.17 0.19 0.208 0.18 0.19 0.18 [26,29,32–34]

7 Polymer Polyvinyl Chloride �
unplasticized (UPVC)

0.2 0.17 0.16 [26,35,36]

8 Polymer Polyoxymethylene POMH �
Homopolymer (Acetal)

0.22 0.24 0.31 0.37 [26,28,37]

9 Polymer Polytetrafluoroethylene
(PTFE)

0.25 0.23 0.25 0.2 [26,34,38,39]

10 Polymer Polyoxymethylene POMC �
Copolymer (Acetal)

0.23 0.30 0.31 0.31 [26,28,40]

11 Polymer Polyamide � Nylon 6,6 (PA
6,6)

0.25 0.23 0.23 [26,28,34]

12 Polymer Polyamide � Nylon 6 (PA 6) 0.24 0.28 0.25 0.23 [26,28,34]
13 Polymer Polycarbonate (PC) 0.19 0.22 0.234 0.21 [26,29,34]
14 Polymer Polyetheretherketone (PEEK) 0.25 0.25 0.25 [26–28]
15 Polymer Polyethylene terephthalate

(Polyester, PET, PETP)
0.15 0.40 0.28 0.216 0.29 [26,28,29,34]

16 Polymer Polycarbonate � 30%
fiberglass (PC � 30% GFR)

0.26 0.32 [26,41]

17 Polymer Polyethylene � U.H.M.W.
(UHMW PE)

0.42 0.51 0.4 [26,42]

18 Polymer Polyethylene � high density
(PEHD)

0.45 0.52 0.4 0.43 0.43 [26,28,34,43]

19 Polymer Polyamide/imide (PAI) 0.26 0.26 [26,44]
20 Ceramic Quartz � Fused (SiO2) 1.46 [26]
21 Metallic alloy Hastelloy® X (Ni49.5/Cr22/

Fe18/Mo 9/Co 1/W)
9.1 9.76 9.2 [26,29,45]

22 Metallic alloy Alloy Haynes® 230 (Ni62/
Cr22/W 14/Mo 2)

8.9 8.9 [26,45]

23 Metallic alloy Inconel 625® (Ni61/Cr22/Mo
9/Fe 5)

9.8 9.9 9.8 [26,46,47]

24 Metallic alloy Hastelloy® C276 (Ni57/
Mo17/Cr16/Fe/W/Mn)

10.1 12.5 10.5 [26,45]

25 Metallic alloy Inconel® alloy 718 (Ni53/
Fe19/Cr19/Nb/Mo/Ti)

11.2 10.8 11 [26,46]

26 Metallic alloy Invar controlled expansion
alloy Fe64/Ni36

13 11 12.8 [26,46,48]

27 Metallic alloy Inconel® alloy 600 (Ni72/
Cr16/Fe 8)

14.8 14.9 14.9 [26,46,47]

28 Metallic alloy Stainless steel � AISI 316 (Fe
/Cr18 /Ni10 /Mo 3)

16.3 16.3 16.3 [26,49,50]

29 Metallic alloy Glass sealing alloy (Fe54
/Ni29 /Co17)

17.3 16.7 17.3 [26,47,51]

30 Ceramic Boron Nitride (BN) 17.5 [26]
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Table A2. Thermal diffusivity values according to various references.

n° Type Materials Thermal diffusivity values (Wm�1 K�1)(10�6 m2 s�2) References

1 Polymer Polychlorotrifluoroethylene
(PCTFE)

0.068 0.099 [26,27]

2 Polymer Polyetherimide (PEI) 0.087 0.172 [26,28]
3 Polymer Fluorinated Ethylene

Propylene Copolymer
0.091 [26]

4 Polymer Polypropylene (PP) 0.099 0.148 [26,29]
5 Polymer Polymethylpentene (TPX®) 0.102 0.092 0.096 [26,30,31]
6 Polymer Polymethyl methacrylate

(PMMA, Acrylic)
0.104 0.122 0.111 0.109 0.105 [26,29,32–34]

7 Polymer Polyvinyl Chloride �
unplasticized (UPVC)

0.111 0.114 0.130 [26,35,36]

8 Polymer Polyoxymethylene POMH �
Homopolymer (Acetal)

0.108 0.146 0.177 [26,28,37]

9 Polymer Polytetrafluoroethylene
(PTFE)

0.114 0.104 0.110 0.092 [26,34,38,39]

10 Polymer Polyoxymethylene POMC �
Copolymer (Acetal)

0.125 0.147 0.147 [26,28,40]

11 Polymer Polyamide � Nylon 6,6 (PA
6,6)

0.131 0.118 0.119 [26,28,34]

12 Polymer Polyamide � Nylon 6 (PA 6) 0.135 0.128 0.119 [26,28,34]
13 Polymer Polycarbonate (PC) 0.142 0.163 0.146 [26,29,34]
14 Polymer Polyetheretherketone (PEEK) 0.145 0.143 0.141 [26–28]
15 Polymer Polyethylene terephthalate

(Polyester, PET, PETP)
0.160 0.184 0.133 0.178 [26,28,29,34]

16 Polymer Polycarbonate � 30%
fiberglass (PC � 30% GFR)

0.168 0.205 [26,41]

17 Polymer Polyethylene � U.H.M.W.
(UHMW PE)

0.260 0.225 [26,42]

18 Polymer Polyethylene � high density
(PEHD)

0.269 0.223 0.239 0.239 [26,28,34,43]

19 Polymer Polyamide/imide (PAI) 0.183 0.184 [26,44]
20 Ceramic Quartz � Fused (SiO2) 0.941 [26]
21 Metallic alloy Hastelloy® X (Ni49.5/Cr22/

Fe18/Mo 9/Co 1/W)
2.28 2.44 2.30 [26,29,45]

22 Metallic alloy Alloy Haynes® 230
(Ni62/Cr22/W 14/Mo 2)

2.50 2.50 [26,45]

23 Metallic alloy Inconel 625® (Ni61/Cr22/Mo
9/Fe 5)

2.83 2.85 2.83 [26,46,47]

24 Metallic alloy Hastelloy® C276 (Ni57/
Mo17/Cr16/Fe/W/Mn)

2.96 2.77 [26,45]

25 Metallic alloy Inconel® alloy 718 (Ni53/
Fe19/Cr19/Nb/Mo/Ti)

3.14 3.03 3.10 [26,46]

26 Metallic alloy Invar controlled expansion
alloy Fe64/Ni36

3.16 3.25 [26,46,48]

27 Metallic alloy Inconel® alloy 600 (Ni72/
Cr16/Fe 8)

3.96 3.96 [26,46,47]

28 Metallic alloy Stainless steel � AISI 316
(Fe /Cr18 /Ni10 /Mo 3)

4.08 4.08 4.08 [26,49,50]

29 Metallic alloy Glass sealing alloy (Fe54
/Ni29 /Co17)

4.67 4.57 4.74 [26,47,51]

30 Ceramic Boron Nitride (BN) 6.10 [26]
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