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Abstract—Multi-Agent Reinforcement Learning (MARL) pro-
vides a powerful conceptual and computational framework for
modeling emergent communication as a way to solve complex
problems in sequential environments. However, despite the recent
advances in this field, there is still a need to better understand
the role of heterogeneous factors, e.g. partial observability and
channel reliability, in the emergence of communication systems.
An important step has recently been done in this direction
by proposing new information-theoretic measures of emergent
communication. As of yet, very few contributions have taken
advantage of these new measures to perform detailed quantitative
studies analyzing how different environmental and cognitive
factors can foster the emergence of communication systems. This
work quantitatively measures the joint role of partial observabil-
ity and channel reliability in the emergence of communication
systems. To this end, we performed experiments in a simulated
multi-agent grid-world environment where agents learn how to
solve different cooperative tasks through MARL.

Index Terms—Multi-Agent Reinforcement Learning, Emergent
communication, Partial observability, Causal influence

I. INTRODUCTION

The ability to use language to express complex thoughts
and coordinate with other humans in a wide variety of sce-
narios is an inherent part of human intelligence. As such,
there is a considerable interest in the Artificial Intelligence
(AI) community to create artificial agents that efficiently use
language. While there have been numerous breakthroughs
in natural language processing over the last decade [1] [2],
most existing contributions aim at capturing structural aspects
and statistical regularities of human language from massive
static datasets of text or speech [3]. This approach completely
forgoes the interactive and functional nature of language,
leading to limited results on interactive tasks such as chatbots
or any dynamic machine-human dialogue [4]. Moreover, from
the cognitive sciences side, it does not allow the study of how
animal communication systems emerge during the species’
evolution and the development of individuals.

In contrast, the framework of Multi-Agent Reinforcement
Learning (MARL) can help ground artificial agents in concrete
cooperative tasks [5], where communication systems can spon-
taneously emerge as a way to optimize the realization of com-
plex goals. MARL is indeed a subcategory of reinforcement
learning (RL) where several artificial agents learn through
interactions with each other and their environment to maximize

their individual reward. Spearheaded by the recent successes
of Deep Reinforcement Learning [6], studying communication
in MARL has been getting a lot of attention over the last few
years [7] [8] [9] [10] [11] [12]. Agent built out of deep neural
networks are being used successfully in elaborate simulations
that can foster the emergence of complex behaviors.

However, despite the recent advances in MARL, there is
still a need to better understand how various heterogeneous
factors influence the emergence of communication systems.
An important step has recently been done in this direction
by demonstrating the pitfalls of traditional measures of com-
munication and by proposing new measures supposed to be
more reliable [13]. As of yet, very few contributions have
taken advantage of these new measures to perform detailed
quantitative studies analyzing how different environmental and
cognitive factors can foster the emergence of communication
systems.

This work aims at quantitatively measuring the role of par-
tial observability in the emergence of communication systems.
To this end, we perform experiments in a simulated multi-
agent grid-world environment where agents learn how to solve
different cooperative tasks through MARL. We study how
the level of observability provided to the agents influence
information-theoretic measures of emergent communication.
To our knowledge, this is the first contribution of the field
attempting to analyze quantitatively this factor using recent
measures of emergent communication. This preliminary work
also takes place in a larger scale project of Inria’s Flowers team
seeking to join the historic studies of the team on language
with the recent advances on MARL [14] [15] [16].

We will first briefly review some key related works in
Section II, before introducing some notations and formalism
in Section III. In section IV, we will then present the setup
we use for the experiments explained in Section V. Lastly, we
will analyse the contribution of this work and possible future
works in Section VI.

II. RELATED WORKS

When studying language through the scope of Reinforce-
ment Learning (RL), an important distinction has to be made
between language-based RL and emergent communication in
MARL.



Language-based RL here refers to the the grounding of
natural language in an artificial agent’s environment, through
textual goals for example [17].This aims at giving the artificial
agent the generalization and planning abilities that language
brings to humans [18] [19]. Language-based RL requires
human-annotated data or an already trained ”teacher” agent,
however, in order to bring natural language in the environment.

When considering emergent communication (see [12] for a
comprehensive survey) on the other hand, language emerges
through the interactions of artificial agents. The resulting
communication system is not influenced by natural language,
and instead emerges as a way of solving complex cooperative
tasks in a multi-agent environment. This utilitarian view of
communication is conceptualised in [5].

In most works that follow this paradigm, the multi-agent
environment is a cooperative referential game, where one
agent has some private information about a public observation
(for example which of two images is the target image) and
must communicate it accurately to the other agent that then
has to act accordingly (e.g. select the right image among the
two) [20] [21] [22].

However, there is a long-standing theory in cognitive sci-
ences that language understanding is grounded in one’s ex-
perience of the world and should not be secluded from the
perceptual and motor systems ( [23]). Therefore, some works
introduce agents that can move around simulated worlds and
perceive their surroundings with a limited field of view [7] [8]
[10] [11]. Such agents are said to be situated [24].

We consider situated agents in our work as we want to
evaluate the influence of partial observability, which is best
illustrated by the limited field of view of such agents.

For more biological plausibility, we also consider our agents
to be independent learners, meaning we use fully decentralized
training (see [25] for a recent survey of MARL algorithms).
This is known to perform poorly in practice due to the non-
stationnary multiple agent learning simultaneously induces
in the environment [26] and the current best performing
algorithms use centralized training instead [27]. However,
recent works such as [10] and [11] have shown successful
convergence by adding inductive biases based on information-
theoretic measures [13].

III. BACKGROUNDS AND METHODS

A. Markov game

We consider an N -player partially observable Markov game
[28], which is a multi-agent extension of Markov decision
processes. A Markov game for N players is defined by a set
of states S, action sets for each player A1, ...,AN and a state
transition function T : S × A → Π(S) where A = A1 ×
...×AN , similarly to a MDP, but also by sets of observations
O1, ...,ON for each player.

At each time step t, each agent (or player) i receives an
observation oit from the corresponding observation function
oi : S → Oi. Each agent then samples an action ait ∈ Ai

from its stochastic action policy πi : Oi × Ai → [0, 1].
This policy could also be a function of the agent’s previous

observations (oi0, ..., o
i
t) but we use single time step policies

here for simplicity.
Our setting is fully-cooperative, meaning that each agent

receives the same reward at each time step that we denote rt,
given by the reward function R : S → R. The policies are
optimized to maximize the expected discounted total reward
J (the sum of the reward at each future time steps multiplied
by a discount factor), defined as:

J(π) = Eπ,T

[ ∞∑
t=0

γtrt

]
(1)

where π =
{
π1, . . . , πN

}
is the joint action policy and

γ < 1 is the discount factor.

B. Training algorithm

In practice, agents and their policies are deep neural net-
works that we seek to train through reinforcement learning.
Each policy πi thus depends on a set of parameters θi (the
weights of the neural networks). In order to update those
parameters, several algorithms exist in the literature, but most
of them use centralized training with parameter sharing [25].
As we want a fully decentralized learning, we chose to
train each agent using an actor-critic algorithm [29] called
asynchronous advantage actor-critic (A3C) [30]. Although
this algorithm is usually used for single-agent RL, it was used
in a similar manner in [10] and [11].

IV. SETUP

A. Environment

The Markov game we choose to use is a 2-player grid-
world game with communication. Two agents are embodied
in a 11 × 11 grid and must find a target spawned randomly
inside the grid while communicating with one another (see
Figure 1a). Each agent’s action ait is thus a couple composed
of an environment action eit ∈ Ae

i to move around the grid and
a communication action (a message) mi

t ∈ Am
i , where Ae

i ⊂
{up, down, left, right, stay} and Am

i ⊂ {0, 1, ..., kvocabulary −
1}

In order to have communication between the two agents
hold a real advantage, we make it so that only one agent
can actually pick up the target. This agent, thereafter called
listener, must pick up the target by moving onto it, while
the other agent, called speaker, has to communicate valuable
information to help him. Once the listener picks up the target,
both him and the speaker receives the same positive reward
and a new target spawns randomly on the grid. An episode
ends after T = 300 time steps.

The exact parameterization of the environment will be
precised for each individual experiment in Section V.

B. Agents

The agents receives an egocentric view of their surroundings
(an RGB matrix of size visize × visize) as well as a one-hot
encoding of the discrete message sent by the other agent at
the previous time-step as their observation oit (see Figure 1b).



(a)

(b)

Fig. 1: (a) Grid world (top view), (b) Visual partial observation
received by the listener, and one-hot message sent from the
speaker to the listener.

The view size visize of each agent is a changeable parameter,
as we want to evaluate its impact on the emergence of the
communication. In order to have the same input size regardless
of the agent’s view size, the visual input is resized using linear
interpolation to always have the same dimensions (this is the
reason the listener’s visual observation is blurry in Figure 1b).
In most of our experiments, the speaker will have a greater
view size than the listener, giving the latter an incentive to
listen to him.

The network architecture used to model the listener agent
can be seen in figure 2. It is composed of three convolutional
layers and a fully connected layer, followed by a couple
of linear heads, that outputs the policy’ probabilities (the
probability to choose each action from the action set) and the
value function estimate. Only the visual input is processed
by the convolutional layers and the resulting features are
concatenated to the one-hot encoding of the message sent at
the previous time step before the linear layer.

The speaker’s architecture on the other hand changes
throughout the experiments and will be explain in more details
in the next section.

V. EXPERIMENTS

In this section, we expose our experiments aiming at quanti-
tatively measuring the joint influence of partial observability,
i.e. the agents’ view size, and channel reliability, i.e. noise,

Fig. 2: Standard listener agent architecture, where the visual
input (a) goes through convolutional layers and is concatenated
with the one-hot encoding of the message (b) before the fully-
connected (FC) layer.

on the emergence of communication. We start off with a
naive attempt set in a complex setting, before making drastic
assumptions to ensure convergence and then progressively
relaxing these assumptions.

A. Can communication emerge with no biases?

Our first experiment aims to study whether communication
could emerge only from the sparse reward of the environment.
We set a speaker that can observe the whole grid (vspeaker

size =
11) but is unable to move (Ae

0 = ∅). It can only send messages
to a listener that is able to move around the grid to pick up the
target but cannot see his surroundings (vlistener

size = 1, he only
sees the tile he is standing on, i.e. himself). Communication
between the two agents is therefore necessary in order for the
agents to solve the task efficiently.

Even after training for 300, 000, 000 steps however, i.e
1, 000, 000 episodes, no convergence is seen, and the listener
still moves around randomly to get to the target. This is due
to the challenges of MARL explained in Section II, mainly
the non-stationarity as well as the sparse nature of the reward
in our setting (the agents only receive a positive reward when
stumbling upon a target during their random exploration, an
event that is infrequent at best).

B. Fixed, perfect speaker

To study the use of the communication channel in a much
simpler setting, we replace the speaker agent by an oracle, that
outputs at each turn a message stating the direction in which
the listener should go to get closer to the target. We therefore
remove the joint learning difficulty of MARL and consider
a single-agent RL problem. The listener only has to learn a
mapping between the oracle’s messages and its own actions.

We observe that with any view size, the listener uses almost
exclusively the communication channel and neglects the visual
input even when it is able to see the target. This can be seen
on Figure 3.a where the gradient values corresponding to the
communication part of the input is much higher than its visual



counterpart, meaning that communication influences more the
agent’s action choice. Such a behavior is to be expected seeing
as directly learning from the oracle is easier than learning
features through the convolutional layers of the visual channel,
and the latter does not bring any useful additional information.
The oracle’s messages are indeed enough to reach the target
in the most efficient way.

Fig. 3: After feeding the agent’s network an observation (visual
observation with a view size of 11 and a message), gradient is
back-propagated from the agent’s action probabilities through
the network. The gradient norm before the fully connected
layer (see Figure 2) is shown as a heatmap, the large one being
the visual part of the input processed by the convolutional
layers and the small one being the concatenated message.
Gradient norm is much higher for the message. (a) shows the
heatmap for a perfect speaker while (b) shows it for a noisy
speaker (α = 0.5).

C. Noisy speaker
In order to give the listener an incentive to use the visual

input, we add a noise to the communication channel. A fraction
α of the messages from the oracle are replaced by a random
message. We try noise levels of α = 0.3, 0.5, 0.7 and 0.9,
while also varying the view size of the listener from 0 to 6.
We can see in Figure 3.b that the visual input is used a lot
more than with the perfect speaker in Figure 3.a.

To measure quantitatively the usage of the communication
channel by the listener, we use the causal influence of commu-
nication measure [13] [10], defined as the mutual information
between an agent messages (here the oracle’s) and the other
agent’s actions (those of the listener in this case):

CIC =
∑
a∈Ae

1

∑
m∈Am

0

p(a,m) log
p(a,m)

p(a)p(m)
(2)

where the probabilities of (message, action) co-occurrences
are computed using counterfactuals, i.e. manually replacing

the messages sent to see how the response from the listener
evolves. Intuitively, a high CIC value indicates that messages
from the speaker have a high influence on the listener’s actions.

We can draw several conclusions out of Figure 4:
• Without noise, CIC is maximal whatever the observability

is. This confirms the results of V-B.
• Without observability, the CIC is maximal whatever the

noise level is, because the listener can only rely on the
speaker messages.

• Increasing the observability or the noise both reduce the
CIC, The reason is that observability increases the ability
of the listener agent to solve the task by itself, whereas
noise reduces the reliability of the speaker messages.

D. Simplified learning speaker

We try once again to tackle a joint learning problem, by
adding a simplified adaptive speaker agent, composed of a
small multilayer perceptron (MLP) with a single hidden layer.
This simplified speaker learns from the previous oracle and not
from the pixel input we used in the first experience. It must
thus only learn a simple mapping that distinguishes each mes-
sage from the oracle, seeing as in the previous experiments, the
listener could learn efficiently from the oracle’s messages. We
train both the listener and the speaker using A3C. We can see
on Figure 5 that even with this simple task, the joint learning
and sparse reward makes it hard for the agents to converge to
an efficient policy.

E. Adding positive signaling bias

Seeing as even in a very simplified setting, communication
doesn’t emerge with an adaptive speaker, we decide to add a
bias introduced in [11] to the speaker agent in order to ease the
learning. This bias, called positive signalling bias, encourages
the speaker to condition its message policy on its observation
by adding a loss function to the standard A3C loss computed
as follows:

Lps = −E
(
λH

(
πspeaker

)
−
(
H
(
mspeaker

t | ospeaker
t

)
−Htarget

)2)
(3)

where πspeaker
M is the average policy of the speaker over all

trajectories, while the target entropy Htarget and the factor λ
are hyperparameters.

The loss function has two components, the first part pushes
the speaker to have an average policy with high entropy, while
the second part penalizes high entropy of its policy conditioned
to its observations. This encourages the speaker to produce
messages that uniformly cover the message space overall,
while ensuring significant differences between messages pro-
duced in different contexts (i.e. different speaker observations).

Adding this loss function helps the speaker to learn a useful
communication policy which can in turn be used efficiently by
the listener. It allows the simplified speaker and the listened
to converge most of the time towards an efficient strategy,
although it is still not enough to ensure the emergence of a
useful communication system in the settings of Section 5.1.
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Fig. 4: CIC measure as a function of the listener’s view size for an oracle with various noise levels. 95% confidence intervals
computed over 10 random seeds are shown.
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Fig. 5: Mean reward per episode over 20000 time steps with a simplified speaker for 10 random seeds.

Figure 6 shows a similar correlation between the influence
of communication on the listener and the size of its visual
observation as in Figure 4.

VI. DISCUSSION AND FUTURE WORKS

We have quantitatively measured the joint influence of
partial observability on the emergence of a communication
system among artificial agents, through varying the range of
the agents’ visual pixel input and the channel noise. [7] states
that: ”Without the combination of multiple agents and partial
observability, there is no need to learn a communication pro-
tocol”. The listener in our experiments does indeed ignore the
communication altogether if the range of its visual observation
is large enough (Figure 4). The use of backpropagation to
evaluate the impact of various part of an agent’s input (Figure
3), while being a common technique in computer vision,
was never used to our knowledge in the field of emergent
communication. The multi-agent aspect of this work however
did not yield much results, as the challenges of MARL

make it hard for multiple agents to converge to interesting
emergent behaviors. Training successfully two or more agents
with a similar architecture would be the most straightforward
continuation of this work, either by adding other biases from
[11] or [10] or forgoing pixel-based input for easier state
representation of the environment as in [9].
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