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Abstract  

 

In this work, the two-photon laser-induced fluorescence technique (TPLIF) was applied to measure the 
concentration profile of atomic hydrogen in low-pressure laminar premixed flames. Excitation of H-atoms was 
performed by two-photon absorption at 205 nm and collecting the fluorescence at 656.3 nm. For the first time 
in flames, the TPLIF signals from the H-atom have been calibrated using the TPLIF signal from krypton, 
directly seeded in the flame, excited at 204.13 nm and collecting the fluorescence at 826.5 nm. This method 
was previously demonstrated in plasma environments and recently applied in our group to calibrate O-atom 
TPLIF signals using xenon as a standard gas. The calibration requires the measurements of TPLIF signals of H 
and Kr atoms in a flame, where the quenching rates can be determined from time-resolved LIF measurements. 
Given the short fluorescence lifetime of H-atom, this last task was particularly challenging. A calibration flame 
was chosen to minimize collisions and the response time of the detection was determined using a deconvolution 
method. We found that the quenching rate is fairly constant around 4.6 x 108 s-1 at 5.3 kPa in a large portion of 
the flame. The calculated quenching rate overestimates the measured value from 35 % to 500 % depending on 
the chosen assumption on the dependence of the quenching coefficient with temperature. The quantitative 
measurement of H-atom mole fraction was carried out in three nitrogen-diluted low-pressure methane flames. 
The experimental profiles were compared with the calculated ones using chemical modeling. The variation in 
the experimental H-atom mole fraction in the range of equivalence ratios agrees well with the simulated values. 
Quantitatively, the calculated mole fractions agree within 30% with the experimental ones. The method is robust 
but its accuracy is limited by the uncertainty in the knowledge of the ratio of the two-photon cross-sections of 
Kr and H atoms. Application of this calibration method to atmospheric is discussed. 
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1 Introduction 

Atomic species, in particular atomic hydrogen (H-atom), are involved in most elementary reactions of 

combustion chemistry. H-atoms are mostly formed from fuel H-abstraction, and participate in the dominant 

radical chain branching reaction, (R1) H+O2 ⇌ O+OH, and exothermic reaction (OH+CO ⇌ H+CO2) in flames. 

As with many small radicals, knowing their absolute concentration within the flame is important to better 

understand the kinetic reactions and detailed mechanisms. In stretched flames, the extinction strength rate and 

laminar flame speed directly interfere with these two reactions [1,2]. The reactions of formation and 

consumption of H-atoms compete strongly depending on the flame strain rate. 

Two main categories of techniques can achieve quantitative detection of atoms, in particular H atom. The 

first is based on molecular beam mass spectrometry (MBMS) after gas probe sampling. The second relies on 

optical detection. In MBMS experiments, H-atom profiles were measured by ionizing H-atom slightly above its 

appearance ionization potential [3–8]. The measurements were mainly carried out in laminar low-pressure 

premixed flames. The absolute quantification of atoms is performed assuming that partial equilibrium is reached 

in the burned gases [3,6] or by applying the method of relative cross‐sections for the ionization [7,9]. The 

absolute mole fraction of H-atom is reported within a factor of two using either methods of quantification [10]. 

Unlike the aforementioned probe sampling technique, the in situ optical detection of H atom is non-intrusive. 

However, this method is challenging due to the 10 eV gap between the ground and the first excited electronic 

states of atomic hydrogen. The single-photon excitation of H atom requires vacuum-ultraviolet radiation, which 

is strongly absorbed by most gases of the atmosphere, making it impractical in most combustion studies. Behind 

shock waves, this single absorption could be achieved by atomic resonance absorption spectroscopy (ARAS) 

[11–15], made possible by the specific configuration of the shock tube apparatus. The absolute concentration is 

then directly obtained from this absorption technique. The combination of ARAS/shock-tube is especially well 

suited for measuring the thermal dissociation rates of molecules of interest in combustion and producing H 

atoms or specific reaction rates involving the H-atom at high temperatures.  Thus, Hanson’s group measured 

the reaction rate constant of the reaction (R1) H+O2=OH+O [16]. In another context, Rennick et al. [17] were 

able to measure the population on level n = 2 of H atom, largely populated due to the electronic excitation in 
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their plasma. The calibration of the H atom concentration, probed at 656 nm (Balmer-, n = 2  n = 4) was 

carried out by using Cavity Ring-Down Spectroscopy (CRDS) in a H2/Ar arc jet discharge. 

In plasma and flame environments, H-atom is mainly detected using techniques involving a two-photon 

excitation from the ground state (n = 1), such as two-photon laser induced polarization spectroscopy (TP-LIPS) 

[18–20] and two-photon laser induced fluorescence (TPLIF) [21–26]. Several other multi-photon excitation 

variants have also been proposed [24,27–29]. TP-LIPS is based on the direct measurement of the two-photon 

absorption, which gives it the advantage of not being affected by quenching. The technique has been applied in 

several plasma applications [18], and only in a few combustion environments [19,20,29]. We are indebted to 

Dux et al. [18] who have introduced an original way of calibrating the absolute density of the  H-atom by using 

TP-LIPS from a standard response from xenon. The authors proposed to compare the two-photon absorption 

process of atomic hydrogen along the transition (1S2S) at 243.2 nm, and the one of xenon along the transition 

5p65p56p[1/2]0. This calibration method was later demonstrated in atmospheric flames by Grützmacher et al. 

[19]. It requires a removable xenon reference cell at room temperature. Even though it has a very interesting 

potential, the technique has only been used rarely in flames, maybe because of its complexity and, as pointed 

out by Grützmacher et al. [19], it is only accessible if pulsed UV laser radiation of sufficient peak power and 

single longitudinal mode spectral quality is available. In addition, the overlap configuration of the two required 

laser beams results in a long-length overlap volume, which in turn causes spatial averaging effects in flames. 

On the contrary, TPLIF at 205 nm is one of the most widespread methods for H-atom detection not only in 

flames [21–23,30–35], but also in plasmas [36–40].  It is a two-photon process between the states n = 1 and n 

= 3 of H-atom followed by the detection of fluorescence when it relaxes to the n = 2 state at 656.3 nm. Care 

must be taken to avoid interferences (photoionization, photolytic and photochemical effects [31,41–46]) and 

stimulated emission (SE) [21,47], which can each alter the linear relationship between the TPLIF signal and the 

atomic concentration. It was shown that the SE threshold is higher by using a ns-pulse laser compared to the 

shorter pulse lasers (ps or fs), while the photochemical effects (yielding to H formation) prevail with a longer 

pulse [30,44]. In the absence of these problems, the TPLIF signal should follow a quadratic regime with the 

laser energy. The TPLIF signal is then directly proportional to the atomic concentration, provided it has been 
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corrected for the quenching rate Q. The quenching rate can be determined from the inverse of the fluorescence 

lifetime = 1/(A+Q) where A is the total spontaneous emission rate of the excited state of H-atom. However, 

due to its very short lifetime, the overall quenching rate is difficult to measure (especially when using a ns-pulse 

laser, and in atmospheric flames). Only few data obtained in low-pressure flames are reported [22]. Moreover, 

its calculation is obstructed by the lack of precise quenching cross-sections database determined at high 

temperatures [48,49]. Despite these difficulties, TPLIF has been recently reconsidered for measuring H-atom 

distributions in atmospheric flames (see eg. [32–35]). Except in [34], these studies used fs-lasers which may 

limit the impact of the quenching provided that they are combined with fast detections. Once measured, the 

TPLIF signals, corrected for quenching, can be converted into quantitative data. Only a few quantitative values 

of H-atom concentration are reported in flames and plasmas. Most are obtained after a comparison with a known 

or calculated concentration of H-atom measured in a separate set-up. Bittner et al. [22] converted the relative 

TPLIF signal in low-pressure H2/O2/Ar flames into an absolute H-atom density, based on a calibration 

performed with the titration of NO2 in a flow-tube. Juchmann et al. [50] have calibrated the H-atom density 

from a calorimetric determination in a dc-arcjet. Wouters et al. [51] undertook the calibration of H-atom density, 

from a time-resolved measurement of the fluorescence decay in a microwave discharge in H2. The TPLIF signal 

was also converted into an absolute H-atom density from the comparison of the experimental signal obtained in 

a Hencken burner with kinetic calculations performed assuming an adiabatic equilibrium [33], or in a Bunsen 

burner with adiabatic flame calculations [45].  

Goehlich et al. [52] have transposed the aforementioned method of calibration of TP-LIPS signals to 

atomic species detected by TPLIF by comparing their signal with that of a rare gas (xenon) at room temperature.  

Krypton has also been considered as a good candidate for the calibration, because it exhibits a two-photon 

resonance with excitation energies close to those of H-atom and it presents a relative absorption cross-section 

half that of H according to Niemi et al. [37] and Boogaarts et al. [38]. The ratio of the two-photon absorption 

cross-sections of Kr and Xe was measured by Elliott et al. [53].  The calibration approach of H-atom TPLIF 

signals has been widely applied in plasmas [37–40,54–57], however, to the best of our knowledge, never in 

flames. 
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Following our previous study undertaken for O-atom calibration [58], the present work aims to measure 

the absolute concentration of atomic H species in flames previously stabilized in our laboratory. The absolute 

calibration of the H-atom requires a well-defined calibration flame where the H-TPLIF signal is directly related 

to  that emitted by the noble gas, Kr according to [37,38]. In order to convert the relative signal into an absolute 

mole fraction, attention was paid to avoid interference effects or SE, and to the control of the quenching variation 

along the vertical axis of the flame. The experimental atomic hydrogen profiles were compared with the 

simulated ones by using the Premix code [59] with the detailed kinetic model developed in our laboratory [60]. 

2 Experimental set-up 

2.1 Low‐pressure	burner	and	gas	supply	

Experiments were undertaken in laminar low-pressure methane flames stabilized on a 6-cm diameter 

bronze water-cooled McKenna burner. Temperature of the porous burner was stabilized at 293K and 333K in 

N2 and Ar diluted flames, respectively. The pressure is regulated within ±0.3% by using an automatic valve 

(Oerlikon CMOVE/MOVE1250). The burner is mobile in translation in the vertical axis allowing the 

measurements of species profiles as a function of the height above the burner (HAB). Details about the burner 

and the gas supply were given in [61]. The volumetric gas flow rates of the studied flames were controlled with 

mass flow controllers (MFC). The values are reported in Erreur ! Source du renvoi introuvable.. The 

premixed flames of CH4/O2 diluted in N2 and stabilized at p = 40 Torr (5.3 kPa) were identical to those reported 

in Refs. [58,60,61]. The role of the calibration flame diluted in Ar (named flame CH4_cal) (identical to the one 

selected in Ref. [58]) is explained in Sections 4 and 5. This flame was chosen so as to minimize the collisions 

as much as possible to allow the LIF decay rate measurements of H and Kr atoms.  With a ns-laser, the decay 

rate was only accessible in sub-atmospheric flames. We could act on three parameters; (1) the pressure, (2) the 

nature of the diluent, and (3) the proportion of diluent.  To achieve the best outcome, attention was paid to 

ensure the chosen flame was flat and stable. Following our previous work on O-atom calibration [58], the best 

compromise was found by stabilizing a stoichiometric argon-diluted methane flame at p = 2.8 kPa (Table 1). 

Krypton gas (Air Products, purity 99.999%) used for the calibration purpose was introduced into the chamber 
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via the mixture gas line and its flow rate was controlled with a MFC (30 sccm, Bronkhorst, ± 0.5%). 

Temperature profiles have been measured in these flames using NO-LIF thermometry [58,60].  

 

Table 1. Flame compositions. Gas flow rates are reported in slpm (at 273.15 K and 101.3 kPa).  is the 
equivalence ratio. 

Flame p (kPa) CH4 O2 N2 Ar  
CH4(080) 5.33 0.384±0.01 0.96±0.02 3.20±0.05 0.80 
CH4(100) 5.33 0.48±0.01 0.96±0.02 3.35±0.05 1.00 
CH4(125) 5.33 0.60±0.01 0.96±0.02 3.29±0.05 1.25 
CH4_cal 2.80 0.36±0.01 0.72±0.02 2.95±0.05 1.00 

 

 

2.2 Laser	set‐up	

The pulsed laser system consisted of a frequency-doubled Nd:YAG laser (Powerlite DLS8000, 

Continuum) pumping a dye laser (ND6000, Continuum) providing radiation at 615 nm, with a repetition rate of 

10 Hz. The fundamental frequency of the dye laser was doubled using a KDP crystal. The doubled and the 

residual fundamental beams were mixed in a BBO crystal to generate a 205 nm radiation. The 205 nm beam 

was separated from the doubled and the residual beams using four Pellin-Broca prisms. The laser bandwidth of 

the doubled frequency was determined to be 0.16 cm-1 at 305 nm from previous works and is estimated to be 

around 0.15-0.2 cm-1 at 205 nm. Typically, the maximum output laser energy was 150 µJ/pulse. It was adjusted 

using a variable attenuator consisting a polarizer at 205 nm and a half-wave plate (EKSMA) and monitored with 

an energy sensor (J-10MB-HE, Coherent). The laser beam was directed to the burner after being focused by a 

500 mm focal length lens. For a laser energy of 100 µJ/pulse, the laser fluence in the volume of measure was 

estimated to be 50 mJ/cm2. The collection set-up was identical to that previously described in [58]. The LIF 

signal was collected at f/4 by a two-achromatic lenses system (f =200 mm, 650-1050 nm) and focused onto the 

entrance slit of a spectrometer (SP2300i, Acton Research) with a 150 gr/mm grating blazed at 500 nm. The 

entrance slit (250 µm width, 6 mm height) was parallel to the laser axis. The exit slit was adjusted to collect the 

fluorescence emission with a bandwidth of 15 nm. In this study, two photomultiplier tubes (PMT) were used 

for the time-resolved LIF measurements. The PMT R2257 (Hamamatsu) has a spectral sensitivity covering the 
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300-900 nm spectral range and is well suited to capture the fluorescence from H and Kr. Unfortunately, the 

risetime of this PMT is relatively long (2.6 ns). Hence, a faster PMT (R2059 Hamamatsu, 1.3 ns rise time) was 

also used. However, its sensitivity range does not extend beyond 650 nm, prohibiting the measurement of Kr-

LIF.  As explained in Section 4, the combination of LIF measurements using these two PMTs allows the 

determination of fluorescence decay rates in the low-pressure flames listed in Table 1. The LIF signals were 

recorded using a digital oscilloscope (HDO4000, 12-bit vertical resolution, 1GHz bandwidth, 1.25 GS/s, 

LeCroy), transferred to a PC in real-time for processing using a Labview program. The information of the laser 

wavelength provided by a laser control software was recorded simultaneously.  The efficiency of the LIF 

collection systems was spectrally measured using a uniform radiance calibrated source (CSTM-LR-6-M, 

SphereOptics). The ratio of these efficiencies (ܥ୏୰ ⁄ୌܥ ሻ at the two wavelengths (826.5 and 656.3 nm) was 

measured to be equal to 0.14. The occurrence of stimulated emission (SE) was controlled in the forward 

direction along the laser axis at the wavelength of the fluorescence transitions (656 and 826.5 nm) using a fast 

photodiode (Thorlabs, DET10A02), in front of which a BK7 glass was placed to reject the 205 nm light, 

similarly to [30,44] but without a filter. 

3 Method for absolute calibration of TPLIF signals of atomic hydrogen  

According to [37,52], the H-atom TPLIF signal can be converted into an absolute mole fraction by 

intercomparing with the TPLIF signal of krypton. In this section, we present the spectroscopy of H and Kr atoms 

and the related spectroscopic constants and coefficients, which are required for the quantitative measurement 

of H-atom concentration. Then, we briefly explain the basic equations, which were used to obtain the 

concentration from the LIF signals of H and Kr atoms.  

3.1 Spectroscopy	of	H	and	Kr	atoms	

The two species exhibit similar excitation energy diagrams as shown in   
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List of Figure captions 

 

Fig. 1. For convenience, the excited state is noted later (n = 3), the state on which the fluorescence is 

collected is noted (n = 2), the spontaneous emission rate from level (n = 3) to level (n = 2) is A32,i and the total 

spontaneous rate of level (n = 3) is A3,i for i = H, Kr. Atomic hydrogen is excited from the ground state (1s 2S1/2) 

up to the state n = 3 at 97492 cm-1 via a two-photon absorption at 205.145 nm. The TPLIF signal is detected 

along the transition from n = 3 to n = 2 states at 656.3 nm (Balmer ). The fine structure of the atomic hydrogen 

is well documented (see e.g. Refs. [48,62–65]) and is summarized in the Supplementary Materials where the 

reader will find among other a discussion about the radiative lifetime and the spontaneous emission rate of the 

excited level n = 3. The spectroscopy of krypton is quite complex, but is well documented, see for example the 

ASC database from the NIST [62,66,67]. Krypton is excited from the ground state (4p6 1S0) to the excited level 

5p’ 1D2 (4p5( ܲଶ ଵ/ଶ
଴ )5p 2[3/2] j = 2) at 97945.16 cm-1 via a two-photon absorption at 204.13 nm. The TPLIF 

signal is collected at 826.5 nm along the transition from 5p’ 1D2 to 5s’ 1P1 (4p5( ܲଶ ଵ/ଶ
଴ )5s 2[1/2]0 j =1) states.  

  

As pointed out in the Supplementary Materials, uncertainties persist in determining the spontaneous 

rates for both species and this would certainly deserve further work.  For H, in agreement with [37,57], we have 

measured a radiative lifetime of about 17 ns (Section 4.3). We have chosen to use the calculated value of A3,H 

=5.78 × 107 s-1 (corresponding to a radiative lifetime of 17.3 ns) in the equations described below. According 

to the selection rules, the ratio A32/A3 for H-atom is equal to 1. For Kr, the total spontaneous emission rate was 

measured to be 3.5×107 s-1, which agrees with the recommendations from the NIST. The spectroscopic constants 

required for the calibration procedure are listed in Table 2 and are those recommended by the NIST. This table 

also reports the value of the ratio of the two-photon absorption cross-sections between Kr and H from the level 

(n = 1) to the level (n = 3) (see Section 3.2.2).  

Table 2. Spectroscopic parameters for H and Kr adopted in the present work. The spontaneous emission rates follow the 
recommendations from the NIST [64,67]. 
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 H Kr 

୏୰ߪ
ழଶவ ୌߪ

ழଶவ⁄  0.62 ±50% [37] 

A3 (107 s-1) 5.78 [64]  3.50 [67] 

A32 (107 s-1) 5.78 [64] 3.42 [67] 

 

3.2 Principle	of	the	calibration		

According to Goehlich et al. [52], the time integrated TPLIF signal of atom i collected by the PMT (Si) 

can be expressed as follows: 

 ୧ܵ ൌ 	 ୧ߪ୧ܥ
〈ଶ〉ԭሺΔ̅ߥ୧ሻܩ

〈ଶ〉 ஺యమ,౟
஺య,౟ାொ౟

୆݂ሺܶሻሾiሿ ቀ
ூഌ౟
௛ఔ౟
ቁ
ଶ
 [Eq. 1] 

where Ci is the global efficiency of the LIF collection at a given wavelength (PMT, spectrometer, lenses, solid 

angle, volume of measure), ߪ୧
〈ଶ〉 is the lineshape-independent two-photon absorption cross-section, ԭሺΔ̅ߥ୧ሻ is the 

normalized line profile of the two-photon excitation which is composed of the convolution of the effective laser 

line profile and the atomic absorption line, ܩ〈ଶ〉 is the photon statistical factor (equal to 2). A32,i is the spontaneous 

emission rate along the detection transition (from level n = 3 to n = 2), A3,i  is the total spontaneous emission 

rate of the excited level, Qi is the total quenching rate, A3,i+Qi  is the total depopulation rate of the level n = 3 

or the fluorescence decay rate. The ratio A32,i /A3,i+Qi is the fluorescence quantum yield. [i] is the concentration 

of the species i, ୆݂ሺܶሻ is the temperature-dependent Boltzmann function of the probed level of the ground state. 

The ratio ܫఔ౟ ⁄୧ߥ݄  represents the number of photons per time unit at a given frequency i, where ܫఔ౟  is the laser 

intensity.  

 

The calibration process involves the comparison of the TPLIF signals of H and Kr collected in a 

calibration flame seeded with a known mole fraction of Krypton (߯୏୰). These signals are measured by tuning 

the laser wavelength around each atomic transition while the fluorescence signal is collected by selecting the 

spectrometer wavelength at the appropriate value (656 and 826 nm for H and Kr, respectively). Provided that 
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the quadratic regime of fluorescence holds (see Section 5.1 and the Supplementary Materials), and according to 

[37,38,52], the H-atom mole fraction (߯ୌ) can be calculated from the following equation: 

 ߯ୌ ൌ ߯୏୰
஼ే౨
஼ౄ

ఙే౨
ಬమಭ

ఙౄ
ಬమಭ

஺యమ,ే౨
஺య,ే౨ାொే౨

஺య,ౄାொౄ
஺యమ,ౄ

ԭሺ∆ఔే౨ሻ	

ԭሺ∆ఔౄሻ

ௌౄ
ௌే౨

ூഌే౨
మ

ூഌౄ
మ ቀ ఔౄ

ఔే౨
ቁ
ଶ
 [Eq. 2] 

The Boltzmann function ୆݂  of each species whose ground state is a singlet state S is equal to 1, 

independent of the temperature. The adopted spectroscopic parameters for this work are reported in Table . 

The ratio of the absorption cross-sections between Kr and H (ߪ୏୰
ழଶவ ୌߪ

ழଶவ⁄ ሻ is a critical value for the 

calibration. Its determination was performed in a flow-tube reactor by comparing the TPLIF signals of H and 

Kr, while the H atoms were quantified using NO2 titration method  [37,38]. Although different values of the 

spectroscopic parameters for H were adopted in these two studies, their ratio  ߪ୏୰
ழଶவ ୌߪ

ழଶவ⁄  differs only by 10% 

with 0.62 in [37] and 0.56 in [38]. Mainly due the experimental limitations, the uncertainties of ߪ୏୰
ழଶவ ୌߪ

ழଶவ⁄ are 

quite large with ± 50% for both studies. In this work, we have adopted the value of 0.62 as reported in Table 2. 

Equation (2) also reveals that the calibration requires a correction for the variation in the fluorescence quantum 

yields between the two species. It is especially challenging when a ns-laser is used in the current study to 

determine the relatively fast total fluorescence decay rates A3,i+Qi of the excited state (n = 3) of the two species. 

In the following section, we present both the experimental and the mathematical procedure developed to 

determine the quenching rates Qi. Finally, if the linewidths of the two resonances (of the H and Kr transitions 

for example) are different, it is necessary either to integrate the fluorescence signal over the resonance 

transitions or the ratio ԭሺ∆ߥ୏୰ሻ	 ԭሺ∆ߥୌሻ	⁄  must be determined. This latter determination being generally 

imprecise, the fluorescence signal was therefore spectrally integrated by scanning the laser wavelength over the 

resonance of each species following the recommendations of Goehlich et al. [52]. 

4 Quenching rates 

One of the main difficulties in the calibration procedure lies in the evaluation of the quenching rate of the 

two atoms (H and Kr) in Eq. 2. The quenching rate is defined by ܳ୧ ൌ ୲ܰ ∑ 	߯୬݇୬୧୬  where Nt is the total density, 

߯୬ is the collider mole fraction and ݇୬୧  is the quenching coefficient that is equal to the product between the 
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quenching cross-section ߪ୬୧   and the relative mean speed 〈आ୬,୧〉 ൌ ඥ8݇୆ܶ ⁄ߤߨ  is the reduced mass, ݇୆ is the ߤ .

Boltzmann constant and T is the temperature.  

The quenching coefficients of the main colliders of interest in flames are available in the literature 

[37,48,49,57,69–71]. However most of them were measured at room temperature from TPLIF experiments in 

flow tubes in which the atoms (H or Kr) and the selected species (collider), of known concentration, collide.  In 

flames, the only accessible measurement is the overall quenching coefficient corresponding to the complex 

flame chemical composition mixture ∑ ߯୬݇୬୧୬ . Therefore, it is complicated to extract individual cross-section 

at high temperatures. Only a few works report estimated quenching cross-sections, in particular for H2O [49]. 

Ultra-short laser pulses offer the possibility to measure accurately the effective quenching rate in a large range 

of flame conditions from the LIF decay-time, providing a fast detection is used. Using a complex but promising 

fs pump-probe approach, Wang et al. [72] could determine the effective lifetime of the excited-state H atoms in 

atmospheric H2/air flames. They report lifetimes of a few ps only.  Otherwise, in the other studies using ps or 

fs excitation [30,33,44,45] the quenching rates of H atom were estimated based on the cross sections data 

available in the literature [37,48,49,69,70]. Different strategies were followed to consider the temperature 

dependence of the collisional process. The temperature dependence of the quenching cross section is often set 

at T-0.5 for most colliders except for H2O for which a T-1 dependence of the cross section is selected, see e.g. 

[33,45]. Despite the efforts in the above-mentioned studies to correct for quenching variations in flames, 

important uncertainties persist in determining the quenching rates.  Therefore, so far, the best approach to 

determine the quenching rate of H and Kr is through the measurement of the LIF decay rate, whenever possible. 

The quenching determination is possible only under a limited range of flame conditions in which the 

fluorescence lifetime is sufficiently long compared to the response function of the detector and to the laser pulse 

duration. It turns out that the limiting factor for the quenching measurements required in Eq. 2 is the very short 

lifetime of the excited state of H-atom (around 2 ns in nitrogen-diluted flames at p = 5.33 kPa). This contrasts 

our previous work dedicated to O-atom calibration using Xe, where the lifetime of the noble gas was the limiting 

factor [58].  
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Considering the characteristics of our experimental set-up (laser, spectral response of the PMT, fall time 

of the PMT), the reliability of the quenching (or total decay rate) determination is crucial for the calibration, as 

detailed in Section 5. The procedure first relies on the calibration of the concentration of H-atoms relative to 

that of Kr in a chosen flame. This is performed by using the PMT R2257, covering the required spectral range 

of collection. The chosen flame, called the calibration flame, was selected to minimize the collisions as much 

as possible to allow the LIF decay rate measurements. Second, the value of H-atom concentration in the 

calibration flame is used to calibrate the values of H-atom in the other flames using the PMT R2059 (offering a 

faster fall time than the R2257).  

4.1 	Determination	of	fluorescence	decay	rates	using	a	deconvolution	method	

The use of nanosecond-laser is limiting our ability to resolve accurately the quenching lifetimes. It is 

especially challenging at higher pressures, where the effective lifetimes are comparable to the response time of 

the PMT. To understand the constraints posed by different detection devices, two PMTs (R2059 and R2257) 

were used to record the TPLIF signal of H-atom under a range of pressures. Since the fluorescence lifetimes are 

of the same order of magnitude as the laser pulse duration, we used the multi-exponential deconvolution 

technique to extract the fluorescence lifetime. Following the work of van Gessel et al. [73] and Schmidt et al. 

[74], the detected H-TPLIF signal is a convolution of the effective decay rate and the excitation rate of the 

excited state, which is given by the square of the laser pulse intensity. The laser pulse profile is determined from 

the time-resolved Rayleigh signal measured at 615 nm (close to the wavelength of H-atom fluorescence). Figure 

2 presents an example of the squared laser pulse shape along with the H-TPLIF signal decay measured using 

PMT R2257. Instead of using the square of the measured laser pulse profile, a best-fitted mathematical form of 

the squared laser pulse profile was used, which is a gaussian function convoluted with a single-exponential 

decay function. The H-TPLIF signal is then fitted using a convolution of the simulated square of the laser pulse 

profile and an exponential decay function, from which the fluorescence decay rate (A3,i+Qi) is determined. The 

excitation rate of the excited state is considered via including the squared laser pulsed profile in the fitting. The 

fitting procedure excluded the fluorescence decay lower than 20% of the peak value to avoid the influence of 

the signal rebound from the PMTs. 
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Figure 3 shows the variation of the decay rates (A3,H+QH) of H-atom as a function of pressure (Stern-

Volmer plot) obtained in a stoichiometric CH4/O2 flame diluted with 58% N2 for the two PMTs.  Using this 

approach, it is estimated that the maximum measurable decay rates are around 40 × 107 s-1 and 25 × 107 s-1 by 

using PMT R2059 and R2257, respectively, which correspond to minimum fluorescence lifetimes of about 2.5 

and 4 ns, for these PMTs (see also next section). Below the lowest limit (i.e. with the PMT R2257), the same 

variation of the fluorescence decay rate was found using the two PMTs.  

4.2 Stern‐Volmer	plots	and	discussion	

Stern-Volmer plots were obtained in the burned gases of the two stoichiometric flames for H-atom and 

in the calibration flame for Kr-atom. The composition of each flame was kept constant (identical to those of the 

flames CH4(100) and CH4_cal, Table 1) while varying its pressure over its accessible stability range. It is 

assumed that the chemical composition and the temperature in the burned gases remains constant with pressure, 

so the quenching should increase linearly with pressure. Depending on the flame, the pressure studied ranged 

from 1.1 to 9.0 kPa. The fluorescence decay rates of Kr were measured with the PMT R2257 (Fig. 4). Those of 

H-atom were measured with the PMT R2257 (Fig. 5a) and with the PMT R2059 (Fig. 5b).  

4.2.1 Krypton	

A certain percentage of the Ar diluent was replaced by Kr in the premixed gases to maintain constant 

the total dilution rate of the flame. The amount of Kr was adjusted in order to avoid the occurrence of SE as 

shown in the Supplementary Materials (Fig. S1). With 35 J/pulse, this threshold occurred for Kr concentration 

greater than 1015 molecules/cm3 at flame temperature, which turns into 1.5×1014 molecules/cm3 only at room 

temperature. The data presented in Fig. 4 were obtained with 0.5% Kr in mole fraction. (ܣ୧ ൅ ܳ୧) follows a 

linear increase. The y-intercept was fixed to 3.5×107 (Table 2). To our knowledge, this is the first Stern-Volmer 

plot of Kr obtained in a flame environment. 

 

4.2.2 H‐atom	
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The Stern-Volmer plots (Fig. 5) of H were obtained in the same way as for Kr. The final objective is to 

measure the fluorescence decay rate in the flames stabilized at p = 5.33 kPa in which the absolute concentration 

of H-atom is needed for modeling purposes (Section 5). The y-intercept was fixed to 5.78 × 107 s-1 (Table 2). 

These plots reach a “plateau” region with the PMT R2257 where fluorescence decay rates are greater than 25 × 

107 s-1. In contrast, the PMT R2059 is fast enough to provide reliable fluorescence decay rates up to at least 40 

× 107 s-1. However, the signal to noise ratio (SNR) is higher with the PMT R2257 leading to less dispersed 

results than with the R2059. The SNR was estimated to 70 with the R2257 and to 7 with the R2059 from the 

excitation spectrum of H atom in the burned gases of the calibration flame. Therefore, in certain cases, the PMT 

R2257 is preferable depending on the measurements. 

 

The slopes obtained in these experiments are gathered in Table 3. They were determined by considering 

only the values of the fluorescence decay rates lower than the limits indicated in each figure, which are 

associated with the overall response time of the detectors. The slopes obtained for H-atom with the two PMTs 

agree to within 10%, which gives confidence in the determination of the fluorescence decay rates in particular 

up to 40×107 s-1 with the fast PMT. From the obtained slopes, one determines the quenching rates and the 

fluorescence lifetimes as listed in Table 3. The overall quenching rate in each flame is determined by multiplying 

the slope with the pressure (in Pa). It corresponds to ୲ܰ൫∑ ߯୬݇୬ୌ୬ ൅ ߯ୢ୧୪݇ୢ୧୪
ୌ ൯	 with the dil index referring to the 

diluent (Ar or N2) and the n index referring to the species in the burned gases other than the diluent. The 

CH4(100) nitrogen-diluted flame has an overall quenching rate which is 3.8 times that of the argon-diluted 

CH4_cal flame. Its determination required a slight extrapolation of value of the slope beyond the total decay 

rate of 40 × 107 s-1 and is therefore considered as reliable. Since these flames have a similar dilution ratio, which 

implies a similar overall gas composition, the difference in the quenching between argon and nitrogen diluted 

flames is mainly due to the higher quenching coefficient of nitrogen relatively to argon at flame temperatures. 

At room temperature, the ratio of these coefficients is measured to be between 5 and 6.6 [37,48,69]. The 

quenching rate measured in the flame CH4(100) at 25 mm HAB (4.63 × 108 s-1) was compared with the one 

calculated using: ܳ୧ ൌ ୲ܰ ∑ 	߯୬݇୬୧୬ ൌ 	 ୲ܰ ∑ 	߯୬ߪ୬୧୬ ඥ8݇୆ܶ ⁄ߤߨ . For this determination we used the flame 

composition of the major species 	߯୬ given by flame modeling (section 5), the flame temperature T and the 
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quenching coefficients measured at room temperature [69]. Several extrapolations of the quenching cross 

section value at flame temperature were used: assuming an invariance of ߪ୬୧  with T leads to an overall quenching 

rate equals to 21.5 × 108 s-1, i.e. nearly 5 times higher than that measured; assuming an invariance of the 

quenching coefficients ݇୬୧  with T (i.e. corresponding to a dependence of the quenching cross section set at T-0.5) 

leads to QH = 8.4 × 108 s-1 i.e. 80% higher than that measured; finally, introducing an exception for H2O with a 

dependency in T-1 leads to QH = 6.2 × 108 s-1. This last approach was notably followed in [33,45] and gives the 

results closest to that measured although still overestimated by 35 %.   

The evaluation of the quenching cross sections assumptions, made possible thanks to the overall 

quenching measurements achieved in this work, underlines the need of better understand the variation in 

quenching cross sections with temperature. Particularly the lack of an accurate and complete database of 

quenching coefficients at flame temperatures prevents the achievement of precise absolute H-atom 

measurements in flames as pointed out by [32,45]. This pitfall must be kept in mind in case where the H-atom 

moles fractions are compared between flames on the basis of the ratio between their TP-LIF signals. Only if the 

flames have similar temperatures, diluents and dilution ratios, the error should be limited.  

Table 3: Slopes (×104 s-1/Pa) of the Stern-Volmer plots, quenching rates (× 108 s-1) and fluorescence lifetimes (ns) obtained 
for Kr and H atoms (with the two PMTs) 

Flame 
p 

(kPa) 
Slope 

Kr 
(R2257) 

Quenching 
rate Kr 

(R2257) 

Kr-atom 
fluorescence 
lifetime (ns)

Slope
H 

(R2257)

Slope
H 

(R2059)

Quenching 
rate   H 
(R2059) 

H-atom 
fluorescence 
lifetime (ns)

CH4(100) 5.33  7.68 8.66 4.63  1.9
CH4_cal 2.80 1.49 0.417  13 4.76 4.36 1.22  5.6

 

4.3 Quenching	profile	

Equation 1 shows that there is a linear relationship between the TPLIF signal ܵୌ and the product of the 

atom concentration [H] with the fluorescence quantum yield 
஺యమ,ౄ

஺య,ౄାொౄ
. Even though the absolute quenching 

determination is difficult in flames, especially in atmospheric flames, the knowledge of the ratio between ܵୌ 

and the fluorescence quantum yield is very useful to convert the TPLIF profile along the flame into the relative 

profile of H-atom concentration. Figure 6 shows the profile of the fluorescence decay rate of the H-atom in the 

flame CH4_cal and of the relative H-atom mole fraction (determined in Section 5). Due to the limited SNR, the 
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measurements of the decay time were only accessible after 5 mm HAB, thus covering almost all the H profile 

from its early onset to the burned gases. Here, the comparison of the fluorescence decay rates measured by the 

two PMTs shows that the values are found to be in good agreement, but the standard deviation of Q is higher 

with the PMT R2059 (8%) due a weaker SNR than with the PMT R2257 (3%). Except in the early reaction 

zone, where ܣଷ,ୌ ൅ ܳୌ	shows a 25 % decrease from the burner surface, the fluorescence decay rate then remains 

almost constant from 9 to 35 mm around 19.7×107 s-1, i.e from the second half of the H-atom gradient to the 

burned gases. The same behavior was found in the four premixed flames investigated in this work. Therefore, 

the variation in the quenching along the flames is neglected in the following (Section 5). 

5 Absolute concentration profiles of H-atom  

5.1 Quantification	of	TPLIF	signal	in	the	calibration	flame	

TPLIF measurements require that some conditions to be fulfilled. Particularly, Eq. 2 used in the 

calibration procedure implicitly relies on the fact that photolytic effects, photoionization and stimulated 

emission (SE) are very limited if not absent. If such, a quadratic regime is effectively reached.  The LIF signals 

plotted against the laser energy on a logarithmic scale makes it easy to verify the fluorescence regime. These 

plots were performed for H and Kr atoms and provided in Fig. S2 of the Supplementary Materials. A slope 

equals to 2.08 was found with a laser energy up to 50 µJ/pulse for the H-atom and 1% of Kr in the calibration 

flame. This condition on the value of the slope is necessary but not sufficient to attest the conditions above-

mentioned, additional tests were therefore carried out. In this energy range, SE was not observed with either H 

or Kr atom. On the contrary, SE was identified in the presence of higher Kr concentrations as reported in Fig. 

S1. A significant sub-linearity of the LIF quadratic regime for Kr was reported in [38,56], where the Kr 

concentration was 1 or 3 orders of magnitude higher than the threshold value for the SE occurrence observed in 

the present work. In the present work, care was undertaken in all the investigated flames to avoid any saturation 

of the LIF signal, by controlling the occurrence of SE not only as a function of the laser energy but also with 

the total concentration of Kr in the flame (see Fig. S1). In addition, the absence of photolytic effects was checked 
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by comparing the profiles of the H atoms obtained at different laser energies (50 – 135 µJ/pulse) as shown in 

Fig. S3. Such effects have already been identified as  a cause of deformation  in the LIF profile [42,43].  

Finally, measurements were performed at 35µJ/pulse for all the calibration procedures, and at 

50µJ/pulse for the measurements of the atomic hydrogen profiles in N2-diluted flames, thus insuring the 

conditions required for application of Eq. 2.  

Implementation of the calibration procedure requires that the normalized line profiles ԭሺΔ̅ߥ୧ሻ to be 

known for Kr and H-atom (Eq. [2]). Since such determination is generally imprecise, the fluorescence signal 

was therefore spectrally integrated by scanning the laser wavelength over the resonance of each species 

following the recommendations of Goehlich et al. [52].   

Finally, the H-atom quantification was carried out by alternately measuring the time and spectrally 

integrated TPLIF signals from H and Kr in the burned gases (HAB = 21 mm) of flame CH4_cal. This flame 

was seeded with 1% Kr (in mole fraction) during Kr-TPLIF measurement. The laser intensity was maintained 

constant (35 µJ/pulse) at each excitation wavelength while the collection wavelength of the spectrometer was 

appropriately adjusted. One can mention that the TPLIF signal measured for Kr was typically 7 times lower 

than the H-TPLIF. The fluorescence was collected by using the PMT R2257, and corrected for the collection 

efficiency at the two wavelengths (826.5 and 656.3 nm) (see Section 2.2).  This PMT is fast enough to allow 

reliable fluorescence decay rate measurements in the calibration flame (Section 4). The fluorescence decay rate, 

measured with the PMT R2257, A3,H+QH of H-atom was found to be 19.1×107 s-1, i.e. 2.5 times higher than that 

for Kr (which was found to be 7.67×107 s-1). Considering the spectroscopic parameters (Table 2) and Eq. 2, the 

H-atom mole fraction was calculated to be 3.58 % at HAB = 21 mm. The accuracy was estimated to be ± 65%, 

considering the standard deviation of the measurements (9%), the ratio of the fluorescence decay rates (4%), 

the accuracy of the Kr mole fraction (2%) and the ratio of the two-photon absorption cross-section (± 50%) 

[38]. 

5.2 H‐atom	mole	fraction	profiles	in	the	N2	diluted	flames	

H-atom mole fraction profiles were obtained as follows: first, the relative profiles of the TPLIF signal 

were measured in the flames stabilized at p = 5.33 kPa (Table 1) and in the calibration flame, then the 
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quantitative intercomparison of the TPLIF signals between flames was carried out at 21 mm HAB. Finally, the 

mole fraction of H-atom in the calibration flame was used to calibrate the other flames. As explained in Section 

3.2, the TPLIF signals were temporally and spectrally integrated during the intercomparison between flame 

CH4_cal and flame CH4(100). However, during the intercomparison between the nitrogen-diluted flames (all 

stabilized at p = 5.3 kPa) and along the flame axis, the signals were only integrated over time, because of the 

negligible lineshape variation. The TPLIF profiles were recorded with the PMT R2257, which provides a higher 

SNR. But the intercomparison of the signals between the flames at p = 2.8 and 5.3 kPa was done by using the 

faster PMT R2059 in order to determine the fluorescence decay rate in the nitrogen-diluted flames at p = 5.3 

kPa, which needs to be introduced in the Eq. 3 see below.  

In the last step of the procedure, the absolute mole fraction of the H-atom is determined at 21 mm HAB 

from the absolute H-atom mole fraction in the flame CH4_cal at the same HAB (χH,cal = 3.58% at 21mm) and 

using Equation 3: 

 ߯ୌ ൌ ߯ୌ,ୡୟ୪
்	௣ౙ౗ౢ
்೎ೌ೗	௣

஺ౄାொౄ
஺ౄ,ౙ౗ౢାொౄ,ౙ౗ౢ

ԭሺ∆ఔౙ౗ౢሻ

ԭሺ∆ఔഥሻ

ௌౄ
ௌౄ,ౙ౗ౢ

ூౙ౗ౢ
మ

ூమ
 [Eq. 3] 

where T and p are temperature and pressure in the flames. The index cal refers to the calibration flame. Then, 

the absolute mole fraction in the nitrogen-diluted flames was determined with an overall uncertainty of 75%, 

considering the standard deviation (10%) during the intercomparison between the flames, and the accuracy of 

the H-atom mole fraction determined in the calibration flame (65%). As pointed out above, this uncertainty is 

mostly due to the original uncertainty reported during the measurement of the ratio of the two-photon absorption 

cross-sections (±50%). Despite this great uncertainty, it should be noted that the determination of the variation 

of the H atom mole fraction between the studied low-pressure flames is very accurate (10%) from the two-

photon LIF measurement corrected for quenching. 

The resulting mole fraction profiles of H-atom in the flames stabilized at p = 5.33 kPa are presented in 

Fig. 7 along with the profiles simulated using NOMecha2.0 mechanism [60]. Simulations were performed with 

Premix code [59] using the experimental temperature profiles measured in situ by NO-LIF thermometry [60]. 

Considering the experimental uncertainties, the experimental H-atom profiles are found to be in a general good 
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agreement with the simulated ones. In particular, after normalization (see Fig. S3), the onset and the gradient 

are well predicted except in the rich flame CH4(125) where the simulated gradient is found to be downstream 

of the experimental one (1mm). Similar to what was observed in the O-atom measurements in [58] in the same 

flames, the experimental profiles decrease in the burned gases (for HAB > 10-12 mm) contrary to the flatness 

of the simulated profiles. The non-reproduction of the decay of the simulated mole fractions of the O and H 

atoms in the burned gases was confirmed using other chemical mechanisms as shown in Fig. S4 in the 

Supplementary Materials. Interestingly, the discrepancy in the simulated H-atom mole fractions is as large as 

40% at 25 mm in case of flame CH4(080). The origin of this discrepancy between the experimental and the 

simulated profiles is beyond the scope of this work but deserves to be further investigated. 

At 25 mm HAB, the experimental H-atom mole fraction is 30% higher than the simulated values but is 

still within the overall uncertainty. However, the relative variation of the H-atom mole fraction with the flame 

richness is found to agree well (within 10%) with the simulated one as shown in the Supplementary Materials 

(Fig. S5). 

As indicated in the introduction, a few papers calibrate the atomic mole fractions assuming that partial 

equilibrium is reached in the burned gases. We have also evaluated this approach to quantify the H-atom mole 

fraction in the burned gases of the three nitrogen-diluted flames listed in Table 1 and discuss it in comparison 

with the calibration method developed in this paper. In the burned gases (15 < HAB / mm < 25), the temperature 

variation is weak (within 50 K) in all flames. A slight increase of the temperature in function of HAB is observed 

in the stoichiometric flame, and a slight decrease in the two other flames [60]. The species concentrations, 

especially those involved in fast bimolecular reactions, are expected to reach equilibrium values. The H mole 

fractions have been calculated according to the equilibrium constant of the following three reactions where H-

atoms are involved: (R1) H+O2 ⇌ OH+O, (R2) O+H2 ⇌	OH+H, and (R3) OH+H2 ⇌ H2O+H. Using the 

equilibrium constant and the measured temperatures, the H-atom mole fraction can be determined at each HAB 

from: 

߯ு ൌ
ଵ

௄భ

ఞೀఞೀಹ
ఞೀమ

  [Eq. 4] 

߯ு ൌ ଶܭ
ఞೀఞಹమ
ఞೀಹ

 [Eq. 5] 
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߯ு ൌ ଷܭ
ఞೀಹఞಹమ
ఞಹమೀ

 [Eq. 6] 

where Ki is the equilibrium constant and i is the species mole fraction. The mole fraction values of OH, H2, 

H2O are issued from the flame modeling, while the O atom mole fractions previously measured [58] are adopted. 

The experimental O-atoms mole fractions were also found to diminish in the burned gas while the simulated 

ones are constant [58]. Figure 8 shows, in the burned gases region, the comparison between the experimental 

H-atom mole fractions H with the calculated ones. As for the experimental profiles, the H-atom mole fractions 

calculated using Eq. 4 and Eq. 5 are found to decrease in function of HAB. Using Eq. 6 the H-atom mole fraction 

is nearly constant in flames CH4(080) and (100) but shows a slight increase in the rich flame CH4(125). The 

relative variations of H-atom mole fraction with equivalence ratio at 25 mm HAB, calculated using Eq. 4-6, are 

reported in Fig. S5. A very good agreement is found between the present experimental results, the predictions 

from the detailed kinetic simulation and the equilibrium calculations based on Eq. 4 and Eq. 5 where the 

experimental O-atom mole fractions are considered (Fig. S5). Using Eq. 6, the discrepancies are larger. Globally 

the H-atom mole fraction determination at 25 mm HAB assuming partial equilibrium give consistent results 

with the current experiments as shown in Fig. 8. The calculated mole fraction at 25 mm is less than 30 % weaker 

than the experimental value, affected as noted previously by a large uncertainty. Additional in situ 

measurements of OH would be of great interest for a better understanding of this detailed kinetics in the burned 

gases region. 

6 Conclusions 

In this work, the two-photon laser induced fluorescence technique was applied to measure the 

concentration profiles of atomic hydrogen in laminar low-pressure premixed flames. Excitation of the transition 

from its ground state to state n = 3 was performed by two-photon absorption at 205 nm and collecting the 

fluorescence from n = 3 to n = 2 at 656.3 nm. For the first time in flames, the TPLIF signals from the H-atom 

have been calibrated by using the TPLIF signal from krypton, excited at 204.13 nm and collecting the 

fluorescence at 826.5 nm. This calibration method is inspired by the work of Dux et al. [18], who calibrated 

their two-photon polarization spectroscopy signal of O-atom formed in a discharge using a standard response 
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from xenon. The use of a standard was later demonstrated by Goehlich et al. [52] to calibrate their TPLIF signal 

of O-atom in a discharge with xenon. To our knowledge, our work is the first demonstration of calibrating the 

TPLIF signal of H-atom in flames by using a noble gas. Similar to what we did in the calibration of the absolute 

concentration of O-atoms in flames using Xe [58], our approach advantageously introduces krypton directly 

into the studied flames, unlike the calibration of the two-photon polarization spectroscopy signal from the H-

atom produced in atmospheric flames [19] and based on the use of xenon in a separate reference cell at room 

temperature. 

To implement this calibration, it was necessary to measure the TPLIF signals of H and Kr atoms in a 

flame, where the quenching rates could be determined from time-resolved LIF measurements. Due to the short 

fluorescence lifetime of H-atom, this last task was particularly challenging, especially with the equipment 

available in our laboratory. Indeed, our tunable laser provides ns-pulses and our PMTs have fall times of the 

order of a few ns.  Thus, it required a calibration flame to be chosen to minimize collisions and to thoroughly 

assess the response time of the detection using a deconvolution method. The procedure advantageously 

combines the complementary performances of two PMTs and has been found suitable for measuring the 

fluorescence decay-times in our low-pressure flames (p = 2.8 and 5.3 kPa). We found that the quenching rate is 

fairly constant from the second half of the H-atom mole fraction gradient to the burned gases. In the early 

reaction zone, with low H-atom mole fractions, the quenching rate was found to increase towards burner surface 

but only by 25 %. This result indicates that the distribution of H-atoms in a given laminar premixed flame can 

be reasonably obtained by neglecting the quenching rate variation in most of the flame. Then, we have 

transposed the room-temperature quenching coefficients from the literature to flame temperature conditions to 

calculate the quenching rate following different assumptions. The deviation between the calculated and the 

measured value of the overall quenching ranges from 35 % to 500 %. This indicates that care should be taken 

when correcting TPLIF signals with the quenching coefficients measured at room temperature. 

The quantitative measurement of H-atom mole fraction was carried out in three nitrogen-diluted low-

pressure methane flames of different equivalence ratios () and extensively investigated in our laboratory, in 

particular for the prompt-NO formation [60]. The experimental profiles were compared with the calculated ones 

using chemical modeling. The 70% increase in the experimental H-atom mole fraction from  = 0.8 to 1.25 is 
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well reproduced by modeling within 10%, as well as the position of the concentration gradients. However, in 

the burned gases, the calculated mole fraction has a flat profile unlike the experimental ones which tends to 

decrease. The H-atom mole fraction profiles have been simulated using different detailed mechanisms, 

indicating that the discrepancy between all the simulated values was as large as 40%. In these flames, the 

reliability of the partial equilibrium assumption to calculate the H-atom mole fraction was evaluated. The 

equilibrium calculations from the reactions (R1) H+O2 ⇌ OH+O and (R2) O+H2 ⇌	 OH+H where the 

experimental O-atom mole fractions obtained in [58] was used led to similar results as the detailed kinetic 

simulations. Quantitatively, the calculated mole fractions using equilibrium or the detailed kinetic simulation 

agree within 30% with the experimental ones, which is a good result but attenuated considering that the error 

bar is 75%. 50% of the uncertainty arises from the determination of the ratio of the two-photon absorption cross-

sections of Kr and H [37,38]. While the calibration procedure used in this work is effectively demonstrated, the 

contribution of this work to refine the H-atom chemistry in flames is limited by the large uncertainty in the 

cross-section ratio, which would certainly deserve further investigation. 

This uncertainty unfortunately constitutes a limiting factor so that the calibration method can compete 

with the usual methods based on an a priori estimate of the absolute mole fraction calculated in a reference 

flame in which adiabatic conditions or partial equilibrium are reached. It is nevertheless attractive because it 

can be considered in other flames or environments for which indirect calibration is not possible. For example, 

a major interest is to transpose the calibration procedure to atmospheric flames, where H-atom can be measured 

by TPLIF with fs-lasers. To conclude the calibration procedure using TPLIF from krypton is an accurate method 

and very promising if it is possible to reduce the uncertainty on the ratio of the absorption cross sections. 
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List of Figure captions 

 

Fig. 1. TPLIF excitation and collection schemes of atomic H and Kr, from NIST [62]. The bold arrows indicate the involved 
transitions both in absorption (two-photon) and in emission. The dashed arrows indicate the possible transitions according 
to a fast mixing between the sublevels n = 3 in the case of H [48,68]. The thin arrows indicate the other fluorescence 
transitions occurring from the level n = 3 in the case of Kr. See details in the Supplementary Materials 

 

Fig. 2. Squared of temporal laser profile scaled with the normalized H-TPLIF decay profile collected at p = 2.1 kPa with 
PMT R2257. The fit is a convolution of the simulated squared of the laser pulse shape and an exponential decay function.  

 

Fig. 3: Stern-Volmer plots of H-TPLIF measured using PMT R2059 and PMT R2257 in a stoichiometric CH4/O2 flame 
diluted with 58% N2.  

 

Fig. 4. Stern-Volmer plot of Kr measured with the PMT R2257 in the burned gases of a flame with the same gas flow rates 
as Flame CH4_cal (Table 1). 

 

Fig. 5. Stern-Volmer plots for H-atom measured in the burned gases of stoichiometric CH4/O2 flames (gas flow rates 
reported in Table 1 for CH4(100) and CH4_cal) (a) with PMT R2257 (b) with PMT R2059. Linear regression coefficients 
are reported beside the lines. 

 

Fig. 6. H-atom mole fraction and fluorescence decay rates (A+Q) profiles along the HAB of flame CH4_cal. 

 

Fig. 7. H-atom mole fraction profiles in the nitrogen-diluted flames at p = 5.3 kPa. Symbols: experimental points, lines: 
simulated with NOMecha2.0 [60]. For clarity, only the error bar for  = 1 is shown. 

 

Fig. 8. Comparison between the experimental H-atom mole fraction H and the calculated value using the equilibrium 
constant of reactions R1-R3, along the 3 flames (a)  = 0.8, (b)  = 1, (c)  = 1.25  stabilized at p = 5.33 kPa. 
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Figure 1: preferentially double column 
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Figure 2 
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Figure 4 
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Figure 5: consists of Figure 5a and figure 5b 
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Figure 7 
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Figure 8: consists of figure 8a+figure 8b+figure 8c (can be put side by side on a double column by applying 
adequate reduction) 
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