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Optimization of a Fluidic Vortex Generator’s
Control in a Transonic Channel Flow
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Flow control of separation caused by transonic shock-wave/boundary-layer interaction (SWBLI) is investigated.

The control of the unsteadiness associated with SWBLI is not an objective of this paper. A SWBLI in a transonic

channel is considered, and Reynolds-averaged Navier–Stokes simulations are carried out to compute the flow in the

test section. The massive separation due to the interaction is controlled by fluidic vortex generators (VGs). Ten VGs

are positioned in the center of the test section according to analyses based on physical considerations and literature

results. A first kriging-based optimization is used to determine themost appropriate pitch and skewangles of theVGs.

The optimum configuration found is then considered, and a second kriging algorithm is used to enhance the control

of the corner flow by adding two VGs. The longitudinal and lateral locations and the pitch and skew angles of the

two lateral VGs are optimized. The objective of these optimizations is tominimize the total pressure losses through the

shock-wave/boundary-layer interaction. A configuration improving the objective function by 61% is found with

slightly upstream-blowing jets. To understand this original finding, a comparison of the vorticity patterns generated

by downstream- and upstream-blowing jets is therefore carried out.

Nomenclature

cμ = momentum coefficient

DC50 = criterion of homogeneity and efficiency
Hi = boundary-layer incompressible shape parameter
Ma = Mach number
n = number of calculated points
P = static pressure, Pa
�Pi = dimensionless stagnation pressure

p = parameter of the ψ function
q = dynamic pressure
Reθ = Reynolds number based on momentum thickness
S = surface, m2

T = temperature, K
U = velocity, m ⋅ s−1
X = longitudinal coordinate, m
Y = vertical coordinate, m
�Y = vertical distance from the lower wall, m

y� = dimensionless wall distance
Z = lateral coordinate, m
α = pitch angle, deg
β = skew angle, deg
δ = boundary-layer physical thickness, mm
δj = boundary-layer physical thickness at the position of the

jets, mm
δ1 = boundary-layer displacement thickness, mm
Θ = parameter of the ψ function
θ = boundary-layer momentum thickness, mm
ρ = density, kg∕m−3

�ρU = dimensionless longitudinal momentum
ψ = basis function of the kriging model
ω = longitudinal vorticity, s−1

�ω = dimensionless longitudinal vorticity

Subscripts

B = barycenter of kωk
jets = jets
k = dimension of the model
st = stagnation conditions
zone = one of the 50 zones of the DC50

Superscript

i = referring to the ith calculated point

I. Introduction

C ONCEIVING air intakes remains a challenge during the design
process of a supersonic or hypersonic aircraft. The difficulty

lies in the fact that shock waves inherent to these devices may
interact strongly with the turbulent boundary layers. Thewell-known
shock-wave/boundary-layer interaction (SWBLI) phenomenon
often provokes flow separation, wich leads to losses, distortions,
and unsteadiness. This kind of interaction has been widely studied
(see Refs. [1–4] among others), and the instationarities have been
associated with the separation bubble dynamic. To prevent these
inconveniencies, several control techniques have been studied:
bleeding, blowing, adaptive geometries like two-dimensional (2-D)
and three-dimensional (3-D) bumps, diverters, vortex generators
(VGs) (see Refs. [5–8] for examples of reviews of the proven control
methods), andmore recently dielectric barrier discharge (seeRef. [9])
and plasma devices (see Ref. [10]). Fluidic control has proven to be a
very versatile control mean that, for example, has been successfully
employed to manage the transition process in compressible flows
(see Refs. [11,12]). These methods require a close consideration of
the complete problem. They should improve the efficiency of an air
intake: their added mass and relative energy efficiency having to be
taken into account. The scope of the physic field of flow control is
detailed, including its fallacies and limits in Ref. [13]. In the present
study, the authors choose to investigate the air jet VGs from a full
3-D point of view. This control method seems promising because
it displays the same potential as the mechanical VGs to reduce the
separated zone extent (see Refs. [14–17]). Furthermore, it has the
advantages of being energy efficient, generating less intense shock
waves than the mechanical VGs, thus improving the air intake
efficiency; and it can easily be turned off when not necessary.
The interaction between a perpendicular jet and a transverse flow

has been widely studied and is well documented (see Refs. [18–21]).
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It produces a counter-rotating pair of vortices that can be used to

enhance the mixing of the boundary layer with the external flow.

Several experimental studies have been devoted to this type of

control, using normal or pitched and skewed jets: most of them with

jets blowing in the same direction as the mainstream [22–24].

The diversity of vorticity structures produced by pitched and

skewed jets has been investigated and described in Refs. [25,26],

with these studies being restricted to jets blowing in the downstream

direction.

Continuous advances in computational power allow us to consider

optimization processes, taking into account the numerous parameters

involved in this type of control. The present study considers an

optimization process, focusing on the skew and pitch angles of air

jet VGs and the control of the global interaction including separation

and corner flow effects.

This numerical study is realized on the Délery bump configuration

of the S8Ch wind tunnel of the ONERA Meudon Center, which is

detailed in Refs. [17,28,29] and presented in Fig. 1. The shape of the

bump was designed to induce a strong interaction between the

boundary layer and a shock at a nominal Mach number of 1.4, which

generates an extended separated zone. As shown in Fig. 2 [27], the

interaction exhibits a λ shock pattern. The latter can be decomposed

in two parts; the first one is composed ofweak oblique shockwave S1

and near-normal “trailing” shock S2, and the second one is composed

of normal shock S3. These two parts merge at triple point I. This

structure separates the flow in four states. The upcoming flow (point

1) is modified, respectively, into points 2 and 3 by shock waves S1

and S3. And, finally, the state at point 2 is changed into the state at

point 4 by the rear leg of the λ shock. The states at points 3 and 4 are
compatible (i.e., different velocities but same static pressure level) on

both sides of the slip line.

Inwhat follows, the numerical model is presented in Sec. II and the

optimization process is detailed in Sec. III. In a third step, in Sec. IV,

it is applied to the boundary-layer separation for 10 fluidic VGs.

After this, a second stage of optimization specifically dedicated

to the control of the corner flow separation is carried out in Sec. V.

Finally, in Sec. VI, the vorticity patterns induced by upstream- and

downstream-blowing VGs are investigated in order to interpret the
results of the optimizations.

II. Numerical Model

A. Overset Meshes

First of all, in order to avoid meshing several times the whole
wind tunnel for each air VG’s configuration, overset meshes are
employed. The whole preprocess is handled using the ONERA
software Cassiopée [30].
The meshes are shown in Fig. 3: the principle being to have a very

refined mesh (in blue in Fig. 3) close to the VGs position in order to
fully capture the flow issuing from the jets and their interaction with
the incomingboundary layer. The sizes of the cells of thismeshmatch
those used to mesh the jets. The numbers of grid points of these
meshes are given in Table 1. Close to the walls, the cell wall-normal
distances are lower than 2 μm, which results in a dimensionless
wall distance y� smaller than one almost everywhere; the grid point
distribution in the wall-normal direction then follows a geometric
law of ratio 1.1. The boundary-layer thicknesses are described using
about 50 points, which allow capturing at the location of the exper-
imental measurements, a boundary-layer thickness of δ � 3.3 mm, a
displacement thickness of δ1 � 0.42 mm, and an incompressible
shape parameter of Hi � δ1∕θ � 1.33. These values are close to
the onesmeasured using laserDoppler velocimetry in thewind tunnel
in Ref. [17]: physical thickness δ � 3.9 mm, displacement thickness
δ1 � 0.46 mm, and incompressible shape parameter Hi � 1.6.

B. Boundary Conditions and Initial States

The stagnation conditions of the flow are close to ambient pressure
and temperature:Pst � 0.96 ⋅ 105 � 300 Pa and Tst � 300� 10 K.

The associated unit Reynolds number is around 14 × 106 m−1, which
leads to a value of Reθ � 3500 for the incoming flow.

Fig. 1 S8Ch wind tunnel’s geometry.

Fig. 2 Shock-wave/boundary-layer interaction (from Ref. [27]). The λ
shock-wave structure is brokendown into three different shocks: S3 is the
normal shock wave; and S1 and S2 are, respectively, the front and rear
legs of the λ shocks.

Fig. 3 Overset meshes of the wind tunnel with fluidic VGs: fine mesh
(blue), jets’ meshes (red), and coarser mesh (black).

Table 1 Mesh characteristics

Number of points

Total X direction Y direction Z direction

Unitary jet 252,681 57 57 143
Mesh in the jets
vicinity

60,839,100 1073 60 945

Whole wind-tunnel
mesh

4,922,640 344 159 90
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To accelerate the convergence of the calculations, three initial
states were used, corresponding to the same stagnation conditions
of Pst � 0.96 × 105 Pa and Tst � 300 K at various Mach numbers.
For the first initial state, aMach number ofMa � 0.01 is imposed on
the convergent part of the channel; for the second state,Ma � 0.6 is
imposed in the central part of the test section, including the first throat
associated with the bump. In the last one, a state with Ma � 1.3 is
used to start the second throat, which controls the mass flow rate.
At thewind-tunnel entrance, a subsonic condition is imposed using

the stagnation pressure and the stagnation enthalpy corresponding
to the first state. At the end of the diffuser, a supersonic outflow
condition is imposed. As the mesh represents only a half of the wind
tunnel, a symmetry condition is imposed on the median plane.
Everywhere else, a no-slip condition is imposed.
When the jets are added, the coarser mesh is blanked by a finer

mesh using aCassiopee function [30]. The process called the chimera
method is illustrated in Fig. 4: the fine mesh is represented by the
yellow zone, with the nonblanked cells of the coarser mesh being
visible. The interpolation cells are located at the intersection of both
regions. At least two cells of each mesh are kept inside of the overset
mesh in order to perform a proper interpolation. Other examples
of the use of this method can be found in Ref. [31]. Furthermore, the
lower wall of the fine mesh is set to a doubly defined condition,
meaning that the wall is considered as a viscous wall. Yet, the cells of
thewall of the finemesh crossed by the cells of a jet are considered as
overlap boundaries.

C. Solver

The structured Reynolds-averaged Navier–Stokes (RANS) com-
putations are executed with theONERA in-house software elsA [32],
which uses a cell-centered finite volume discretization on structured
and overset grids. The spatial and time integrations are, respectively,
carried out using an upwind second-order Roe scheme with a Harten
entropic correction and a backward-Euler scheme with implicit
lower/upper symmetric successive over-relaxation.
Turbulence is modeled using the one-equation Spalart–Allmaras

model supplemented with the quadratic constitutive relation (QCR)

correction [33]. This correction complements theBoussinesq relation
with anisotropic terms, which improve the model accuracy in the
corner flow separation zone.
The calculations are processed on a cluster: more precisely, on 256

cores distributed on 10 processors. It takes an equivalent of 3800
CPU hours to achieve 30,000 iterations and a proper convergence of
the residuals.

D. Reference Case

The uncontrolled reference case is calculated as a validation
purpose. The computed flow in the wind-tunnel symmetry plane is
compared to 2-D particle image velocimetry (PIV) results obtained
by Sartor et al. [28] in Fig. 5. The streamwise velocity fields compare
well; the extent of the separated zone is well predicted, with its height
being slightly overestimated. The green cells in the red and blue areas
in Fig. 5a are the cells of the fine mesh outside of the interpolation
zone, and thus are not to be associated with an error in the compu-
tation.
To validate the QCR correction, a colored surface flow visualiza-

tion was experimentally performed and compared to the skin-friction
lines of the RANS calculation for the corner flow separation on the
sidewall in Fig. 6. The location and size of the corner flow separation
are qualitatively well predicted by the model, which confirms the

Fig. 4 Illustration of the blanking process.

Fig. 5 Longitudinal velocity field at the symmetry plane of the wind tunnel; the black line represents the sonic line.

Fig. 6 Comparison between an experimental colored oil visualization
(top) and the friction lines of the RANS calculation (bottom) for the
corner flow separation on the lateral wall.
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interest of the QCR correction for a fine enough mesh in a confined
configuration, contrary to previous results obtained for a wing/body
separated flow [34].

III. Optimization Approach: An Algorithm Based on
Kriging Metamodel

To choose several control parameters, an optimization method is
built up: the idea being to minimize an objective function presented
in Sec. IV.Bwith respect to parameters defined in Secs. IV.A andV.A.
Since the phenomena linked to the interactions between a jet and a
crossflow and between a vortex and a shockwave are really nonlinear,
an algorithm based on the kriging model is chosen. This method has
been widely used in various optimization processes, such as porous
media behaviors [35], aerodynamic design [36], and fluid–structure
interaction [37]. It has the advantage of not assuming the smoothness
of the function. Furthermore, since the objective function can be very
flat with only very localizedmaxima, thismethod of search should be
faster than a conventional Newtonmethod. Another techniquewould
have consisted of running an adjoint-state method to compute the
gradient. Nevertheless, the size of the mesh is still a huge obstacle to
its application; and this method is not yet compatible with overset
meshes in the elsA software.
The different sequences of the optimization process are described

in Algorithm A1.
To initiate the optimization, a sampling plan is defined. The Latin

hypercube method implemented in Ref. [38] is used to find the best
Latin hypercube sampling, following the criterion function inRef. [39].
After evaluating the sampling plan, the kriging method is used to

construct a first model. This method is explained in Refs. [38,40,41].
The main idea when building a model is to use a basis of functions,
which allows computing of the model at each point of the explora-
tion space.
In kriging, the basis functionsψ i�x�used to construct themodel are

defined followingEq. (1), with each ith one linked to an ith calculated
point of the n points already measured:

ψ i�x� � exp

�
−
Xn
k�1

Θkjxik − xkjpk

�
(1)

with xik and xk as the coordinates in the kth dimensions of, respec-

tively, xi and x, the ith calculated point, and the evaluation point. The
Θk and pk are variable parameters.
These functions are close to Gaussians with parametersΘk andpk,

which allow balancing of the influence of each sample point in every
dimension in order to find the best model. These functions take
advantage of the fact that the validity of the model is more certain
close to a calculated point, as well as the fact that the function can
change more or less rapidly near each calculated point. In this case,
only the Θk parameters are optimized by using a genetic algorithm,
whereas the pk parameters are kept equal to two.
To improve the model, points are added using the expected

improvement function [38], which permits us to look for improve-
ment close to an optimumof themodel and to take into accountmodel
uncertainty in the less known area of the parameter space. This allows

switching from a phase of improvement of the solution to a phase of
exploration.
To get a less noisy model, regression kriging is used to compute

the final results presented hereafter. The regression kriging presented
in Ref. [38] is a variant of the kriging model where a constant term
is added to the model in order to take into account the fact that there
is some noise into the infill data, and thus to allow the model not
to interpolate all the calculated points. This constant value is also
optimized using the same genetic algorithm.

IV. First Optimization: The Separation Control

A. Optimization Parameters

Achievement of the control depends on a wide variety of param-
eters: the numbers of jets, their crosswise and streamwise locations,
their injection pressure, and their pitch and skew angles. To keep the
calculation time reasonable, only two parameters are optimized in a
first approach: the pitch and skew angles. The others parameters are
chosen thanks to first trials and literature results on the mechanical
micro-VGs. The basic configuration is defined as follows: 10VGs are
positioned in the spanwise direction of the channel, separated by 2.1 δ
(with a bigger gap in the center of the channel due to the presence of a
pressure sensor) and 12 δ in front of the SWBLI, which was the best
location determined in a previous study carried out with mechanical
VGs on the same experimental device [17]. The locations of the jets,
which can be seen on half of the wind tunnel in Fig. 7, correspond to
an abscissa ofX � 0.280 m. The injection total pressure is fixed to 2
bars. The jets diameters are set to 1mm to ensure a small velocity ratio
and a smallmomentum coefficient cμ, as defined in Eq. (2), which are
the main criteria of efficiency for such fluidic control devices. The
velocity ratio comprises between 1.5 and 2 for the different studied
configurations. The fluidic jets are quantified by using themomentum
coefficient cμ defined by [42]

cμ �
ΣρjetU2

jetSjet

0.5ρU2S
(2)

in which ρ andU are the density and the velocity in the upstream part
of the channel (assumed uniform), and S is the channel section.
It should be noticed that the real shape of the injection hole is an

ellipse that varies with the pitch and skew angles.
Furthermore, the VGs are oriented with counter-rotating angles.

Previous studies (Ref. [43] for instance) demonstrated that even if the

Fig. 7 Positions of the jets.

Algorithm A1: Kriging-based optimization

1: Sampling plan
a) Generation of the initial sampling with a Latin hypercube method

2: Observations
a) Evaluation of these designs with elsA; see Sec. II.

3: Construction of the surrogate
a) Construction of a surrogate model using kriging method.

4: Search of the infill criterion
a) Construction of the model of the expected improvement
b) Search of the maximum of the expected improvement thanks to a particle swarm optimization algorithm.

5: Addition of a new design
a) Evaluation with elsA of the new design at the maximum of the expected improvement function.
b) Addition of the new design to the model and return back to step 3.
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vortices generated by a counter-rotating pair of VGs are more likely

to interact and to generate a zone in between with a velocity deficit,

they sustain each other, and thus promote a better mixing elsewhere.

Moreover, in a rectangular channel, corotating VGs cause a lateral

velocity, which strongly affects corner flows.
The two angles of the jets are defined in Fig. 8 with respect to the

local streamwise and crosswise tangents. Due to physical constraints

(the unfeasibility of drilling a holewith a 1mmdiameter at very small

angles), the pitch angle α is varied between 30 and 150 deg only. The
skew angle β is varied between 0 and 180 deg. Combined with the

pitch rotation, this variation allows consideration of all the physical

configurations, including the upstream-blowing jets, which have

benefited from less attention in the literature.

B. Objective Function: DC50 Criterion

The goal of this study is to reduce the separation zone; this should

improve both the homogeneity and the total mechanical energy of the

flowdownstreamof theSWBLI.Toquantify the improvement of these

quantities, a distorsion criterion DC50 based on an existing criterion

used by aircraft manufacturers (the DC60 criterion [44,45]) has been

defined. The DC50 criterion is calculated in a plane perpendicular

to the flow direction located downstream of the separation zone

at X � 0.468 m, as shown in Fig. 9a. This plane coincides with the

location of a mobile pitot probe rake. The criterion defined in Eq. (3)

consists of a comparison between the spatial mean stagnation pressure

Pi in the considered plane and the worse (lowest) spatial mean

stagnation pressure in the 50th part of the plane Pizone. This quantity

is divided by themean dynamic pressure q in the plane in order to give
information both on the homogeneity of the flow and on the energy

conservation. The 50 parts of the plane for the reference case (without

control) are presented in Fig. 10a, where the losses of stagnation

pressure due to the boundary layer and the corner flow separation

are clearlyvisible. TheDC50of the reference case is equal to 0.88. The

objective of the optimization is to minimize this value.

DC50 � hPii −min�hPiizone�
hqi (3)

C. Results

The process of optimization is illustrated in Fig. 11, with the

dots representing the calculated points. Their colors are associated

with their rank in the optimization process; the seven first sampled

points are white, and the dots are getting darker as the optimization

progresses.
Six remarkable configurations are designated as points a to e. They

correspond to vertical jets, aligned downstream-blowing jets, aligned

upstream-blowing jets, a suboptimum case, the optimum case, and a

Fig. 9 Nondimensionalized stagnation pressure on the DC50 plane,
and volume of the reverse flow (delimited by the white surface) for the
reference case (the blue line represents the position of the VGs).

Fig. 10 Nondimensionalized stagnation pressure on the transverse
plane of the reference case used for the DC50 calculation delimited into
the 50 zones.

Fig. 8 Definitions of α and β, respectively, pitch and skew angles.

Fig. 11 Regression krigingmodel of DC50 functionwith respect to skew

and pitch angles of 10 VGs. Dots represent calculated cases: the first
sampled ones are white, and the other ones get darker with respect to
their order of infill.
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case close to the classical control configuration (�α; β� � �30; 60 deg�
[46–48]). Their physical geometries are shown in Fig. 12, and the
diverse vorticity patterns they generate are presented in Fig. 13

(the vorticity is nondimensionalized using U�X � 0� � 250 m ⋅ s−1
and δj). These vorticity patterns are more deeply studied in Sec. VI.

As shown inFig. 11with theDC50model, the algorithm first finds a
zone of interest close to point d, where several points are added. Then,
the algorithm starts a second exploration and manages to find another
zone of interest close to point e. In a third step, after several enrich-
ments, the algorithm starts a third exploration, duringwhich it does not
manage to find a new interesting zone of interest even after adding
three new points. Then, the model is no longer modified, with the
values of the newly calculated points being close to the ones predicted
by the model, and thus the optimization is considered as converged.
To add more physical considerations in the model, independent

of the optimization process, four points are added at no additional
numerical cost since they correspond to the same configuration.
Indeed, when the pitch angle is set to 90 deg, the skew angle no
longer has real signification because the jets remain vertical with
respect to the local streamwise and crosswise tangents.
The final model is presented in Fig. 11; it interpolates the points

within a 3% error margin following the philosophy of regression
kriging.
The upper and lower limits of the model corresponding to

β � 0 deg and β � 180 deg are similar but with opposite direction,
following the variation of α, which means that for β � 0 deg,
the increase of α follows the same variation as the decrease of α

for β � 180 deg. This is a fair result since for the jets without lateral
deviation, when β is changed from 0 to 180 deg, the jets are directed
in the opposite direction, with the α angle corresponding to its
complementary angle to 180 deg. For example, the configuration
of β � 0 deg and β � 60 deg is exactly the same as β � 180 deg
and α � 120 deg.
Themodel presents a “quasi-central symmetry,”which is consistent

with the fact that the intensity and location of the vortices generated
by the jets symmetric with respect to the centers of the model are
symmetric along the longitudinal plane. The difference of the DC50
level is due to the fact that the jets close to the center and the corner of
the channel interact differently and that there is an even number of
jets in this configuration. In Fig. 11, the two main zones of interest in
blue and green are in the upstream-blowing jet zones, which differ
from the previous studies where the preferential angles were α �
30 deg and β � 60 deg [46–48].
The best controlled case found is for α � 30 deg and

β � 102.8 deg values of angles, the objective function being equal
to 0.68which represents already an improvement of 22%with respect
to the baseline case. It generates the stagnation pressure distribution
presented in Fig. 14 and thewhole flow topology is visible in Fig. 15.
This configuration is composed of upstream blowing jets with the
lateral one pointing outward at the wall. The external jet manages to
reduce the impact of the corner flow by inducing a reverse flow
farther from the lateral wall compared to the baseline case presented
in Fig. 9. The corner flow presents a completely different shape and
seems to be more efficiently dissipated. Due to the fact that in this

Fig. 12 Physical geometry of jet configurations studied more precisely; the letters correspond to the ones on the DC50 model in Fig. 11.
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configuration the two central jets are pointing outwards, the central
separation is diminished but not completely removed. The reduction
of corner flow separation however, impacts more the DC50 criterion.
The conclusion of this first optimization is that the algorithm

managed to find an optimum that reduces the value of the objective
functionwith a configurationmade of slightly upstream-blowing jets.
Nevertheless, this study emphasizes the fact that the most important
contribution of the control is achieved by the outer jet, which controls
the corner flow separation. This separation is responsible for themain
variations of the DC50. The importance of the corner flow separation
has already been pointed out in Refs. [49,50]. To further improve
the control, a second optimization is considered with a specific jet
controlling the corner flow. In order to avoid the growth of the reverse
flow in the center of the channel while the corner separation dimin-
ishes, a central control is conserved. The case chosen for this control
variant is the suboptimum case with α � 120 deg and β � 45 deg,

presented in Figs. 14b and 16a. It generates a DC50 of 0.78, which is
an improvement of only 11% compared to the baseline case. How-
ever, it better controls the central separation and, since the outer jet is
pointing inward, it will not interact with the outer jet added to control
the corner flow separation.

V. Second Optimization: The Corner Flow Separation
Control

A. New Optimization Parameters

The second optimization considers a control with 12 jets (namely,
the 10 central jets corresponding to the suboptimum case with
α � 120 deg and β � 45 deg) and an additional jet in each corner
to control the corner separation. The locations and orientations of
the central jets can be seen in Fig. 12d. The new optimization takes
into account two others parameters, namely, the streamwise and

a) Optimum case, (αα, β)
= (30, 102.8)

b) Suboptimum case, (α, β) = (120, 45)

Fig. 14 Nondimensionalized stagnation pressure on the transverse
DC50 plane of the best-controlled cases of the first optimization.

Fig. 15 Nondimensionalized stagnation pressure on DC50 plane, vol-

ume of reverse flow (delimited by white surface), andQ criterion equal to

3 ⋅ 108 isosurface colorized with longitudinal vorticity for optimum case.

a) Vertical jets, (αα , β) = (90, 90) b) Aligned downstream blowing jets, (α, β) = (30, 0)

c) Aligned upstream blowing jets,
(α, β) = (150, 0)

d) Suboptimum case, (α, β) = (120, 45)

e) Optimum case, (α, β) = (30, 102.8) f) Classical control, (α, β) = (38.6, 64.3)

Fig. 13 Vortices produced by VG configuration on a transverse plane atX � 0.290 m; the letters correspond to the ones on the DC50 model in Fig. 11.
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lateral positions of the jet. The pitch and skew angles are also to be

optimized. The ranges of variation allowed for each parameter are

summarized in Table 2.

The objective function is calculated as in the previous optimization.

The problem is of dimension four, and hence the initial number

of samples for the Latin hypercube sampling is increased to 15. Then,

the process of improvement is kept as before, except that the new

points are calculated three by three in order to accelerate the con-

vergence. To choose these three points, the model is updated with the

predicted value of the first optimum of the expected improvement,

and a newmodel is computed before a second search of themaximum

expected improvement. The same technique is used for the third

point. Once the three points have been calculated, their real values

are added to the model of the previous step before it is tuned again.

The algorithm enriches the model, reaching a total of 122 points.

After a first phase of exploration, the algorithm finds a zone of interest

into which it keeps enriching without attempting a new phase of

exploration elsewhere in the domain.

B. Results

Overall, DC50 values returned by the model are almost constant

and remain close to the one of the suboptimum case of 0.78, meaning

that the external jet does not improve the control. Nonetheless, the

algorithm manages to find a zone of interest, which is presented on a

2-D map showing the dependence of the DC50 with respect to the

longitudinal and lateral locations, with α and β being, respectively,

fixed to 30 and 106 deg in Fig. 17a.

In this small zone close to the sidewall, the jet induces an important

improvement of the DC50. The longitudinal position is less sensitive

than the lateral one, demonstrating that the control efficiency relies on

the position of the vortexwith respect to the sidewall muchmore than

on its intensity.

The best-controlled case found is for α � 30 deg and

β � 106 deg, for which the objective function falls down to 0.34,

which represents an improvement of 61% compared to the baseline

case. It generates the total pressure distribution presented in Fig. 18a

and the reverse flow visible in Fig. 19a.

The corner flow separation is replaced by two smaller separation

zones along each side of the corner. These separation zones have

smaller impact on the downstream total pressure than the corner
flow separation of the reference case. The structure of the corner
flow vortex is shown in Fig. 20 in successive transverse planes at
X � 0.295–0.305–0.315–0.325 and 0.335 m, i.e., from the vortex
formation to the beginning of the sidewall separation, which replaces
the corner flow separation. The impact of themixing due to the pair of
corotating vortices on the longitudinal momentum field nondimen-

sionalized using ρU�X � 0� � 200 kg ⋅m−2 ⋅ s−1 is visible in
Fig. 21, and it can be compared to the uncontrolled case of Fig. 22.
In the uncontrolled case, the separation begins between X � 0.305

Fig. 16 Nondimensionalized stagnation pressure on DC50 plane,
volume of reverse flow (delimited bywhite surface), andQcriterion equal
to 3 ⋅ 108 isosurface colorized with longitudinal vorticity for suboptimum
case.

Table 2 Parameter range of the external jet for the second
optimization

Parameter Min Max

X location, mm 260 320
Z location, mm 38 57.5
Pitch angle α, deg 30 150

Skew angle β, deg 0 180

Fig. 17 Zone of interest of the second DC50 model [with �α; β� �
�30; 106�].

Fig. 18 Nondimensionalized stagnation pressure on transverse DC50
plane of the best-controlled case of the second optimization (left) and
uncontrolled case (right).

Fig. 19 Nondimensionalized stagnation pressure on DC50 plane,
volumeof reverse flow (delimited bywhite surface), andQcriterion equal

to 3 ⋅ 108 isosurface colorized with longitudinal vorticity for optimum.
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and X � 0.315 m, and it clearly interacts with both the lower wall
and sidewall; whereas in the optimum controlled case, separation
occurs between X � 0.325 and X � 0.335 m and is reduced to a
separation on the sidewall. The vortex injects momentum into the
boundary layer of the corner flow, and thus prevents its separation.
This result is similar to the ones found experimentally in Ref. [50].
Nevertheless, as can be seen in Fig. 18a, compared to Fig. 14b,

improvement of the control of the corner flow separation deteriorates
the control of the central separation. This confirms the interest of
controlling both the boundary layer and the corner flow separation, as
was done in Ref. [49].

VI. Further Analysis of the Vorticity Patterns
Generated by Downstream- and Upstream-Blowing VGs

To further analyze the fact that the upstream-blowing jets generate
a more effective control of the interaction, the data of the cases
calculated during the first optimization in Sec. IV are used to devise
three models characterizing the physical properties of the vortices
produced by a pitched and skewed jet: the norm of the longitudinal
vorticity ω, and the coordinates �YB and ZB of the barycenter of kωk.
Considering one of the jets, ω and the coordinates �YB and ZB are

calculated in a plane located atX � 0.290 m. This plane is positioned
downstream of the jets at a distance equal to four times the boundary-
layer thickness at the jet position: δj � 2.5 mm. This distance allows

a complete development of the vortical structures while staying in a
region where the jet-induced vortices are not yet interacting with the
vortices produced by the adjacent jets.
To improve the models by reducing their definition range, besides

improving the concentration of the calculated points, the construction
of themodels takes advantage of the fact that for a single jet considered
here, the norm of the longitudinal vorticity and the vertical barycenter
are even with both variables considering the point of coordinates
(90, 90) as the origin, meaning that for any couple of angles (a, b),

kω�a; b�k � kω�90 − �a − 90�; 90 − �b − 90��k (4)

�YB�a; b� � �YB�90 − �a − 90�; 90 − �b − 90�� (5)

Furthermore, due to the same symmetry reasons, the lateral position

of the barycenter is odd with respect to the same origin, which

means

ZB�a; b� � −ZB�90 − �a − 90�; 90 − �b − 90�� (6)

This allows us to construct the models only in the ranges

α � 30–90 deg and β � 0–180 deg. The models constructed using

the same regression kriging method as in Sec. IV are presented in

Fig. 23. Visualization of the vorticity distribution for all the cases

presented in Fig. 12 is added on the model of kωk.
The first observation is that there are different configurations of

vortices. On the axis α � 90 deg, vertical configuration a in Fig. 23
is visible with the strong counter-rotating pair of vortices. This

configuration is also visible in Fig. 8 and is close to the flow topology

presented in Refs. [18–20].
The second observation is about the axes of β � 0 deg and

β � 180 deg, where the jet is parallel with the flow. Along these

axes, the structure of the vortices is the same as for the vertical case

with two counter-rotating vorticeswith similar shapes and intensities.

For the jet blowing downstream (i.e., β � 0 deg), when α decreases,
kωk decreases too, and the barycenter is moving from slightly

above the boundary layer to one-quarter below it. On the contrary,

for the upstream-blowing jet (i.e., β � 180 deg), when α decreases,

the barycenter moves away from the boundary layer up to 1.1δj
with kωk also decreasing. This is consistent with the fact that

the upstream-blowing jet is turned downward during the mixing

of the jet. It is important to notice that the vortices produced by

this type of interaction (case c) are more spread out than in the

Fig. 20 Nondimensionalized longitudinal vorticity on five transverse planes close to corner, along flow atX equal 0.295, 0.305, 0.315, 0.325, and 0.335m
from left to right for the optimum case of second optimization.

Fig. 21 Nondimensionalized longitudinal momentum on five transverse planes close to corner, along flow at X equal 0.295, 0.305, 0.315, 0.325, and
0.335 m from left to right for optimum case of second optimization.

Fig. 22 Nondimensionalized longitudinal momentum on five transverse planes close to corner, along flow at X equal 0.295, 0.305, 0.315, 0.325, and
0.335 m from left to right for uncontrolled case.
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downstream-blowing case. This known behavior is used to enhance

mixing in the scramjet combustion chamber [51].

Considering an axis for β � 90 deg, we confirm a result found in

Ref. [25] and others, namely, the decrease of the total amount of

streamwise vorticity with a decrease of the pitch angle. As noticed in

Ref. [52], this structure transitioned from a pair of counter-rotating

vortices to a strongly unbalanced pair of vortices, as is visible in

case f. The weaker vortex vanishes more rapidly in the flow and,

further downstream, the vorticity pattern reduces to a strong unique

vortex.

In Fig. 23b, the vortices tend to be located at the edge of the

boundary layer, which intensifies the mixing between the boundary

layer and the contiguous flow.

Another interesting point is that the vortical structure developed

by an upstream-blowing jet does not undergo the same topology

change as for the downstream-blowing jet. There is a transition

from case f to case d, which passes by case e. This specific case

generates lower vorticity but, as it forms a pair of same-sign vortices,

this generates a large lateral displacement, as can be seen in Fig. 23c.

This allows the structure to have a smoother mixing on a wider

extent.

Using these models, the mechanism leading to the optimum

control of the first optimization can be explained as follows: this

couple of angles [�α; β� � �30; 102.8�] generates for each jet a pair of
same-sign streamwise vortices, as can be seen in Fig. 24a. This pair of

vortices generates a lateral velocity. Considering in Fig. 24b the

development of the vortices farther downstream, in the case of the

central jets, the two vortices merge when they meet the adjacent

opposite vortices to form a new pair of opposite vortices that sustain

each other in the downstream flow direction. Considering the outer

jet, the pair of vorticesmoves closer to thewall and produces amixing

that induces a region where the boundary layer presents a deficit of

streamwise momentum between the two vortices. This weaker zone

ismore sensitive to the adverse pressure gradient due to the shock and

Fig. 23 Models of functions calculated on a plane at X � 0.290 m for one VG; letters correspond to cases presented in Fig. 12.
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separates earlier than the corner flow. This modifies the corner flow
separation, with this new structure having a less significant impact on
the stagnation pressure farther downstream.

VII. Conclusions

The optimization process based on RANS computations and a
krigingmetamodel is an effectivemethod to identify the optimal pitch
and skew angles of 10 fluidic VGs used to control a transonic shock-
wave/boundary-layer interaction. This fluidic control configuration
with jet pitch angles equal to 30 deg and skew angles equal to
�102.8 deg (i.e., upstream-blowing jets) has not been studied to
the authors’ knowledge. This configuration makes the objective
function, which is the DC50 criterion, fall down by 22%.
To improve this first result, a second optimization has been

implemented, which focuses on the control of the corner flow sepa-
ration by adding two lateral jets to a suboptimal configuration of the
first optimization. These added VGs were optimized in pitch angle,
skew angle, and lateral and longitudinal positions. The algorithm
detects a zone of interest in which the DC50 criterion is reduced by
61%. This configuration only requires a momentum coefficient cμ of
0.03%, which makes it an efficient control. The jets added in the
optimal configuration blows slightly upstream with a pitch angle of
30 deg and a skew angle of 106 deg. This optimum control of the
corner flow separation is possible in a narrow lateral zone close to the
sidewall, with the choice of longitudinal position being much less
determinant in terms of control performance.
This study highlights the interest of a global approach for the

design of a SWBLI control because of the existence of a massive
central separation strongly influenced by corner flow separation.
These central and corner flow separations are linked to the intensity
and shape of the shock wave, which make such an interaction a
complex multiparameter 3-D phenomenon.
The present study demonstrates that upstream-blowing jets can be

efficient to control a flow destabilized by a strong SWBLI. Compared
to jets blowing downstream, upstream-blowing jets generate vorticity
structures having different vertical and lateral velocities. Their capac-
ity to generate a pair of corotating vortices close to thewall allows for
a larger lateral displacement of the vortices, which induces a wider
mixing of the boundary layer.
Following this numerical study, the best controlled configuration

will be tested in a wind tunnel in order to deeply understand the
mechanism of control and to characterize its unsteady features.
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