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Abstract

A model of E'x B staircases is proposed, based on a wave kinetic equation
coupled to a poloidal momentum equation. A staircase pattern is idealised
as a periodic radial structure of zonal shear layers that bound regions of
propagating wave packets, viewed as avalanches. Wave packets are trapped
in shear flow layers due to refraction. In this model an F x B staircase
motif emerges due to the interaction between propagating wave packets
(avalanches) and trapped waves in presence of an instability drive. Ampli-
tude, shape, and spatial period of the staircase £ x B flow are predicted
as functions of the background fluctuation spectrum and the growth rate
of drift waves. The zonal flow velocity radial profile is found to peak near
its maxima and to flatten near its minima. The optimum configuration for
staircase formation is a growth rate that is maximum at zero radial wave
number. A mean shear flow is responsible for a preferential propagation
speed of avalanches. It is not a mandatory condition for the existence of
staircase solutions, but has an impact on their spatial period.



1 Introduction

Zonal flows play an important role in turbulence self-regulation and thereby on tur-
bulent transport in magnetised plasmas [1, 2, 3] (see also [4] and references therein
for an overview). The dynamics of zonal flows is often computed by solving a
poloidal momentum equation coupled to a wave kinetic equation. In this descrip-
tion, zonal flows are driven by the divergence of the turbulent Reynolds stress,
and damped by collisional friction or viscosity, or turbulent hyper-viscosity. The
Reynolds stress is related to a moment of the wave action density, itself solution of
a wave kinetic equation [5]. Hence the wave kinetic equation is a powerful tool to
study the back-reaction of zonal flows on the turbulence background. Other routes
are possible, like using a 4 wave model that couples drift waves to a zonal flow
6, 7], then extended to a 3 wave model for generation of Geodesic Acoustic Modes
[8]. Several derivations of the wave kinetic equation exist [9, 10, 11], including
recent extensions based on the Wigner-Moyal equation [12, 13, 14] or a variational
approach [15]. In most cases, the regime of interest addresses a population of zonal
flows with random phases that scatter drift waves, which in turn drive zonal flows
via the Reynolds stress. A quasi-linear theory can then be used to solve the wave
kinetic equation and predict the growth rate of zonal flows.

Zonal flows play a major role in the dynamics of “F x B” staircases, which
are self-organised turbulent states observed in a number of gyrokinetic simula-
tions [16, 17, 18, 19, 20, 21]. Similar patterns were observed in simulations of
a reduced 2D model of interchange turbulence [22] and also 2D ion temperature
gradient (ITG) turbulence [23]. Some experimental observations were found con-
sistent with a staircase phenomenology [24, 25, 26]. An “FE x B” staircase can
be described schematically as an array of shear flow layers that bound regions of
propagating avalanches. Avalanches can be viewed as mesoscale transport events
27, 28, 29, 30, 31] (see also overviews [32, 33]). Hence a staircase pattern can be
idealised as a quasi-static and quasi-periodic structure of zonal shear layers that
surround avalanching areas. This is to be contrasted with the common picture
of a bath of random time-dependent zonal flows in strong interaction with tur-
bulent vortices. Of course both situations can coexist, i.e. random zonal flows
tightly coupled to a turbulent bath, which live in between quasi-static shear lay-
ers. Quasi-periodic does not mean here sinusoidal. Indeed shear layers materialise
as velocity bumps in a sketchy representation of a staircase pattern (see figure 1
in [18]). In practice, the shape of shear layers is quite irregular. Moreover zonal
layers are often observed to drift slowly in the radial direction and may merge or
diverge on long time scales compared with avalanche spreading times. This com-
plex dynamics has been studied in detail in [34], and is not modelled in the present
work, which is rather focused on the short time scales dynamics of staircases.



Several open issues subsist in the understanding of staircase pattern formation
and sustainment, which were identified and summarised in [35]. One pending issue
is the pattern selection processes that determine the intensity and width of the
shear layers, and their spatial period. Also the dependence on the initial state
on plasma parameters is not well understood. Another vivid question is whether
avalanches participate in the staircase build-up, or whether their confinement is a
mere consequence of zonal flow layering. Finally the mean flow is possibly a key
player. Its interplay with staircase shear layers remains to be clarified. In fact the
definition of a mean flow is somewhat debatable, especially in the limit of static
shear layers where the difference between zonal and mean flows is tenuous. The
simplest option in a tokamak is to define a “mean flow” as the one that would be
obtained without turbulence, so essentially the one predicted by neoclassical the-
ory combined with a force balance equation and a prescribed toroidal velocity. An
alternative is to define the mean flow as the result of neoclassical viscous damping
and turbulent drive, but without accounting for the corrugations associated with
the staircase shear layers. This is equivalent to a radially coarse-grained velocity
profile.

Since the existing models of zonal flow formation and avalanche generation
did not seem to answer these interrogations, radically different approaches have
been proposed and documented in the literature. One very first attempt was a
reduced model for the mean temperature inspired from fluid-like models for jam
formation in traffic flow [36, 37]. In this model, jams are temperature corrugations
interspersed with regions where blobs and holes (avalanches) propagate. The for-
mation of shear layer is merely a consequence of temperature corrugations. An
alternative model has been proposed in [38, 39, 35]. In this line of research, a
set of reduced 1D PDEs has been developed that describes the dynamics of drift
waves coupled to zonal flows. The initial version of the model is based on the
Hasegawa-Wakatani model [40] of drift waves, and involves 3 evolution equations
for the density, vorticity and turbulence intensity. Bi-stability is introduced in the
model via the non linear dependence of the mixing length on density and vorticity
gradients, and turbulence intensity. The resulting dynamics present many features
consistent with staircases as observed in gyrokinetic simulations. One striking re-
sult is the sensitivity of the staircase formation on the density gradient, and not
that much on the zonal E x B flow shearing. Turbulence spreading (avalanches)
play some role, but is not critical. The evolution of the staircase depends on both
mean and zonal feedback on turbulence via shearing. Though promising, this class
of models relies on a bistable character that remains to be demonstrated in 5D gy-
rokinetic simulations. Another approach was proposed in [20], where the staircase



builds up through a series of steps that can be summarised as follows. The initial
growth of an ITG mode induces a temperature relaxation. A corrugated zonal
flow appears due to momentum balance equation. This zonal flow is responsible
for a split of the initial large scale I'TG mode into smaller eddies. The eddies
realign to produce another large scale structure, i.e. an avalanche, and the process
is iterated again. The presence of a mean flow is essential to allow a preferential
direction of avalanches via a realignment of turbulent eddies (“elevator” effect).
The propagation speed is in fact related to the gradient of the mean flow. So in
this process, both mean flow and avalanches are key ingredients in the staircase
build-up. The reason why the process leads to a steady state, with a finite number
of shear layers, remains to be clarified. Finally a recent work has proposed a model
of staircases based on coupled non-linear oscillators governed by a generalized non
linear Schroedinger equation with a sub-quadratic power non-linearity [41]. In
essence it computes the event size distribution of avalanches in interaction with
a static array of shear layers. The predicted distribution has been successfully
compared with gyrokinetic simulations. No prediction though is provided for the
number of shear layers in a staircase, and their dynamical evolution.

The present model remains within the traditional approach of a wave kinetic
equation coupled to a zonal flow momentum equation. The rationale can be
roughly described as follows. It is known that the wake kinetic equation coupled
to a zonal momentum conservation equation admits a class of coherent solutions
[42, 43]. Some of these solutions are static and radially periodic [43]. Also wave
packets that propagate radially at their group velocity can be viewed as a proxy
for avalanches (as suggested in [42]). A staircase pattern can then be viewed as
a periodic and static radial array of zonal flows that coexist with moving wave
packets. It is also known that a periodic array of zonal shear layers produces an
island structure in the wave phase space (position, wave number). For drift waves,
a zonal flow maximum is generically associated with the island O point, while a
flow minimum is an X point [14]. An X point is topologically different from an O
point, suggesting different behaviours. Hence it is expected that flow minima and
maxima do not behave in the same way. In particular, wave packet trapping oc-
curs near flow maxima, whereas passing wave packets (avalanches) are expected to
“erode” the island X-point, i.e. flow minima. A staircase-like pattern can therefore
be anticipated, where turbulent wave packets are trapped within zonal shear lay-
ers, while avalanches propagate in between. Traditional models based on random
eddies do not address the physics of wave trapping. However adding wave trap-
ping does not grant the existence of staircase solutions. Non linear solutions of the
wave kinetic/momentum equations with wave trapping have been found in a sem-
inal work by Kaw and co-workers [44]. Solutions were found where coherent zonal



flows propagates radially together with drift waves that are trapped in the zonal
structure. The same methodology was used for Geodesic Acoustic Modes [45, 15].
It was shown that GAMs can be non-linearly destabilised by wave trapping. The
present work rather aims at proving the existence of static zonal periodic solutions,
which coexist with moving avalanches. In [44], the structure of the zonal potential
that enters the wave kinetic equation was chosen on the basis of general consider-
ations, thus leaving some freedom in the nature of the solutions, which appeared
to be solitons, shocks or wave trains. In fact solutions are strongly constrained
by non linear wave-wave interactions that appear through a Boltzmann-like dif-
ferential operator in the wave kinetic equation. This important point is clarified
in the present work. It appears that staircase solutions are possible only if a tur-
bulence drive is accounted for in combination with wave trapping. Values of the
staircase flow amplitude, shape, and spatial period can then be computed. One
important outcome is the radial localisation of the zonal flow velocity near its
radial maxima (O points). Finally a mean shear flow is needed to explain the pref-
erential propagation speed of avalanches. It favours the onset of a staircase but
is not a necessary condition for the existence of staircase solutions. It is stressed
that the dynamics of shear layers is not addressed here, in particular the complex
splitting/merging behaviour. The calculation is done here for conventional drift
waves, an already challenging task. However it can be extended to ITG modes
in tokamaks by using a formalism recently developed by Gillot and co-workers [15].

The remainder of the paper is organised as follows. The section 2 presents
the basics of drift waves, and the model to be solved. Section 3 reminds the
notion of wave trapping and some general solutions of the wave kinetic equation.
General conditions for getting staircase-like solutions are detailed in section 4. The
specific case of a wave-wave interaction operator that is diffusive, in presence of a
turbulence drive, is addressed in section 5. A discussion follows in section 6, and
conclusions are drawn in section 7.

2 Zonal flows coupled to drift waves

2.1 Brief reminder on drift waves and zonal flows

Drift waves are ubiquitous in magnetised plasmas. In the simplest model, a Carte-
sian set of coordinates (z,y, z) is used. The magnetic field B is uniform, directed
along the z direction. The unperturbed density V., depends on x only, the electron
temperature 7T, is constant, and the ion temperature vanishes (see figure 1). All
quantities are supposed to depend on (z,y) only , i.e. the model is 2-dimensional.
A self-consistent model is built by coupling the ion continuity equation, a Boltz-
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Figure 1: Geometry and schematics of a drift wave.

mann electron density response, and the charge quasi-neutrality constraint. This
leads to the Hasegawa-Mima equation [46]. The “modified” Hasegawa-Mima equa-
tion accounts for the vanishing response of the perturbed electron density to zonal
flows, and reads

0 op
(&JFVE'V)QJFa_y_O (1)

where 0 = ¢ — ¢ — V2 ¢ is the potential vorticity. The same equation holds for
Rossby waves in the stratified atmosphere of rotating planets, ¢ being the stream

function of the incompressible fluid [47]. All lengths are normalised to the ion

“sound” gyroradius p; = —”:éTe. The field ¢ is the electric potential normalised to

%% (L, is the density gradient length), ¢ its average over the periodic direction

y. Also Vg = &, x V¢ denotes the E x B electric drift velocity, normalised to the
electron diamagnetic velocity V, = egz . Hence the time unit is ps/V. = L, /cs.

Drift waves are marginally stable in this model. Instabilities can be introduced by
using the 2-field Hasegawa-Wakatani model [40]. It can also be made unstable in a
simpler way by slightly modifying the Boltzmann electron response (“id model”) ,




which leads to a modified potential vorticity Q = ¢ (1 — id,) — ¢ — V2 ¢, where J, is
suitably defined via its Fourier transform dy [48, 49]. Instabilities grow whenever
kyék > 0.

2.2 Wave kinetics and force balance equation

The Hasegawa-Mima equation, and its variants, is usually solved numerically.
However the dynamics of drift waves in interaction with zonal flows can be de-
scribed by a wave kinetic equation, exact for the part related to the interaction
with zonal flows provided that the zonal flows wave numbers are much smaller
than those of drift waves. It takes the form [11]

ON
S~ {H.N}=DIN 2)

where N(x,k,t) is a wave action density, a real-valued function defined for drift
waves as p p
N(x,k, t) = Q(k —,t)Q* (k——,t) ipx
(x,k,1) ; + 3 5it)e

Here Q(k,t) = (1 + k?)¢(k,t) is the Fourier transform of the potential vorticity
for k, # 0 drift waves, (x,k) the position and wave number of wave packets.
Assuming a statistical translational invariance of the background fluctuations, an
alternative definition is obtained via the shifts k + 2 — k and k — % — k — p.
This alternative version is more convenient to compute the Reynolds stress. The
Poisson bracket reads

The wave “Hamiltonian” reads
H = wy + k,V(x,t) (3)

where wy is the linear frequency of a drift wave, £, its poloidal wave number. The
zonal flow velocity V(x,t), directed in the “poloidal” periodic direction y, depends
exclusively on the “radial” coordinate x. The drift wave frequency wy is

ky

T R R

It was stressed by Parker [50] and subsequent authors [13, 14] that a 0.,V (x,t)
term should be included in the expression of the angular frequency wy, and also
an extra term in the r.h.s. of the wave kinetic equation. These terms matter for



high wave number zonal flows, since they avoid an “ultra-violet” catastrophe when
computing their growth rate. In other words they provide damping at high wave
numbers. The typical wave length of shear layers in a staircase is much larger
than the scale of background eddies (from [18] the distance between shear layers,
i.e. the staircase period, is around 40p,). Hence these terms are neglected in this
model. Finally the differential operator D [N] that appears in the right hand side
of Eq.(2) covers the non-linear physics of wave-wave coupling. It plays the same
role as the collision operator in a conventional kinetic equation. The operator
D|[N] is in principle non linear in N. An explicit expression can be found by
using a random phase approximation, but it remains quite intricate and difficult
to handle [11]. We will resort to approximate forms in the following.

The time evolution of the poloidal velocity of zonal flows is given by a momen-
tum equation

d?
%‘t/—f—y‘/—i—ﬂdv (4)
where F(z,t) is the force exerted by the drift wave turbulent background, i.e.
minus the divergence of the Reynolds stress. The coefficients v and p correspond
to damping terms, associated respectively with neoclassical friction forces and flow
viscous damping [43]. The force F is related to the wave action density via the

equation
d*k ON
Fo / ok, 2N (5)
472 1 + k2 + k2) Ox

The set of equations Eqs.(2,4,5) descrlbes the dynamics of drift waves coupled to
zonal flows.

3 BGK structure in the phase space

3.1 Normalised wave kinetic equation

We consider a background of drift wave packets, treated as quasi-particles in the
wave kinetic approach. Wave packets propagate at group velocity v, in the “ra-
dial” direction x. These wave packets are considered as proxies for avalanches.
They interact with quasi-static zonal flows, whose poloidal velocity depends on x
only. There is no dependence on the y coordinate, so that wave numbers k, are
invariants of motion. For a periodic zonal flow velocity V' (z), the contour lines of
the Hamiltonian Eq.(3) exhibit a characteristic island (or “cat-eye”) shape near
the line k, = 0 (see Fig.2). An island can be seen as special case of Bernstein-
Greene-Kruskal (BGK) coherent structure [51]. Another virtual island appears
at k, — oo, but plays little role here. The analysis is therefore restricted to the
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Figure 2: Contour lines of the Hamiltonian for a periodic zonal flow V' (z) = 0.1 cos(x)
and a poloidal wave number £, = 0.1. The dashed dotted line shows the separatrix
when using a Taylor development of wy near k, = 0. The thick solid line is the exact
separatrix.

vicinity of the wave number k = (0,k,), i.e. the domain where k, < k,. The
Hamiltonian can be safely shifted by a frequency wg = k,/(1 + k) since k, is an
invariant of motion. It is thus recast as

H = —k, (%Ckki - V(w))

where the coefficient C} depends on k, only (quantities that depend on k, only
are labelled with a subscript 'k’ throughout the paper), and

1

Cy = ——
C R

The parabolic approximation near k, = 0 provides a reasonable description of

the island shape, as seen in Fig.2. Note that the condition k, < k, does not

necessarily contradicts the assumption of large scale zonal flow compared with the

turbulent eddy size. The island width is 24/(2Vy — V_)/Cy, where V_ and V.

9



are the minima and maxima of the zonal flow velocity. Hence the condition of
validity is a typical wave number of zonal flows smaller than 2,/(2(V, — V_)/Cy,
itself smaller than k,. The wave kinetic equation Eq.(2) can be formulated in a
convenient form

Cpky{w, N} = D[N] (6)

where v = V/C}, is a normalised zonal flow velocity, and w a reduced Hamiltonian
Lo
w(x, k) = 5/% —v(x) (7)

3.2 Quasi-linear solution

It is interesting to connect the present approach with previous studies by consid-
ering velocity perturbations of the form

V(z) = V'™ + cee.

A Krook dissipation operator is employed

D[N] = =k (N — Neg) (8)
where ON
Nyl = Ny (&) + |, )
Ok, | —i
is an expansion of the unperturbed wave action density near k = (0, k), and

N, > 0 is a dissipation rate. The wave action perturbation reads
N (z,k) = N, (k) + N,(k)e'™ + c.c.

The linearised solution of the wave kinetic solution Eq.(6) reads

k,qV. ON.,
Ny=——24% ‘ (10)
—qugk + 1 Oky |\ i
where 52
Wk
Vok = Ky —— k.
! Y 31{% k=k

is the drift wave group velocity. Hence Eq.(10) agrees with the traditional linear
solution of the wave kinetic equation [5] in the static limit. Let us consider a
bath of drift waves with random phases, allowing the use of a quasi-linear theory,
and restrict the analysis to the dissipative limit |qv,| < 7). Plugging the linear

10



solution for each ¢ mode in the Reynolds stress yields a quasi-linear zonal force
[5], reproduced here for self-containedness

o qQ/d/-cydkx k2 NG 1 a
! A (12 R2) T Ok ) okt

According to the momentum equation Eq.(4), the force F, provides the growth
rate of the zonal flow in absence of friction and viscosity. A zonal instability

appears whenever
ONgq

X
ok,
over a significant part of the spectrum. Also the force is anti-diffusive since F, ~

+4*Vy [5].
\ |
‘

—k >0 (12)

Separatrix
W=-V

O point
=-V,

—

—

Figure 3: Island shape for a sinusoidal flow profile v = cos(z). The black solid line is
the island separatrix w = —v_ and the black-faced circle is the O point w = —v,..



3.3 Wave trapping

Another class of solutions is investigated, where drift waves radially bounce back
and forth due to their refraction on the zonal flow velocity. This situation was
studied by P.K. Kaw et al. [44]. The signature of wave trapping is a change of
sign in time of the radial wave number k,. The expression Eq.(7) of the Hamilto-
nian w reflects this physics. It is similar to the Hamiltonian associated with the
motion of a particle with momentum £k, in a potential —v(x). Bouncing occurs at
position zo(w) such that w = —v(zy) admits a solution xy(w) (multiple solutions
are possible). The w iso-lines w(z, k,) = cte draw a traditional island shape for
functions v that exhibit a minimum v_ and a maximum v; (see Fig. 3). It is
recalled that the velocity v(zx) is supposed to be periodic in z. The analysis is re-
stricted furthermore to cases where minima and maxima are unique. The O points
correspond to w(x, k,) = —v,, while the separatrix is defined by w(z, k,) = —v_.
Hence the trapped wave domain is determined by the condition —v, <w < —wv_.
In absence of dissipation D[N] = 0, the action density is a function of w and o
only, where o is the sign of k,. For small and finite dissipation, it makes sense to
solve the wave kinetic equation Eq.(6) by searching functions of (w, z, ¢), instead
of (x, k), i.e. 5
N

Crkyky o D[N] (13)
where k,(z,w,0) = 04/2 (w + v(z)). For a small enough dissipation rate, Eq.(13)
can be solved perturbatively

N(w,z,0) = No(w,0) + epNy(w, z,0) + ... (14)

where €p is an expansion parameter that depends on the details of the operator
D [N]. For the specific case of a diffusion operator, the expansion parameter is
— Crky(vy —v_)3/2

€D

where Dy, is the diffusion coefficient in k,. The first order yields

ON
—Ckkykxa—; — D [Ny]

After a division by k., and integration in x over a staircase period L, a solvability
constraint is derived that determines N

dr 1
f DN =0 (15)

12



where the integral is performed over a whole period of the wave position motion.
The solvability constraint Eq.(15) bears an attractive form when the wave-wave
interaction operator is written as the derivative of a flux I'

_or _ Ol (z,w,0)

DNl = ok, " ow

(16)
Eq.(15) becomes a condition of constant average flux (I') = I'y, where the average

flux is defined as
dx

(D, w, o)) = %ff(x,w,a) (17)

For passing waves —v_ < w < 400, the average flux reads

It depends on the Hamiltonian w and the sign o of k.. The constant 'y is therefore
different in the 2 passing domains ¢ = +1. For trapped waves —v, < w < —v_,
the two branches o = +1 are connected, so that the average flux becomes

wo(w) o

Ty = / 0w, 1)~ D, +1)]

—zo(w)

and depends on w only. Obviously (I') vanishes for a flux even in o, (I'cyen) = 0.
The value of I'y is different in the the 2 passing domains w > —v_, 0 = +1 and
the trapped domain —v_ < w < —v,.

The gradient of Ny has to match its unperturbed value Ok, Neg|, _; far away
from the island. This condition is hardened by requesting that the profile of Ny
itself joins smoothly its unperturbed value at infinity. In most cases, the value
of the wave action density at the resonant surface k can be removed from N
since it does not contribute to a Poisson bracket, nor to the wave-wave interaction
operator when it is diffusive. The density N can then be shifted, and replaced by
N — Ngg (l_c) With these conventions, Ny is typically an odd function of k, in the
passing domain w > —v_, and an even function of k, in the trapped domain (see
Fig.4).

4 Radial structure of zonal flows

4.1 Calculation of the zonal force

The solution of Eq.(13) is used to compute the force Eq.(5). In [44], the shape of
Ny was chosen on the basis of general considerations and constraints. However this

13
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Figure 4: Schematic wave action profile near an island.

shape is determined by wave-wave non-linear interaction. In fact, the wave kinetic
equation can be used to express the force vs the wave-wave interaction operator
D [N] (still in the limit &k, < ky)

T dk, [T dk,
Foy=- [ 5r [ SN (18)

—00

Since Ny is known as a function of (w, o), a change of variable from k, to (w, o)
seems a natural course of action. The first step consists in reducing the integra-
tion in Eq.(18) over positive values k,. This is readily done by decomposing the
operator D [Np] in odd and even components in k, noted Dyqq [No| and Deyer, [No]
- obviously only the even part contributes. A change of variable k, — w can then

be done for ¢ = +1. The lower bound k, = 0 corresponds to w = —v at fixed =,

while the separatrix is set by the condition w = —v_ (see Fig.5). The zonal force
then becomes

Flx) = - dky 1 19

@= [ Th@ (19

14



where [} is an “intensity” equals to

Ly =—2[ M p.. N (20)

D,
—v V2 (w+v)

and Deyen [No] is calculated on the o = +1 branch (positive k). The function
Ny depends on the energy w only. Moreover it is anticipated that the operator
Deven involves only explicit dependences on k, - this is the case for all the model
operators that are considered here. It then appears that the dependence on x of
Deven [No] comes from the zonal velocity v(z) [52]. In other words, Deyen [No] is
a function of (w,v,0). The intensity thus depends on x via its dependence on wv.
The shape of Ny(w) is expected to change rapidly near the separatrix w = —v_,
so that D [Ny] should be some localised function of argument w + v_, up to some
slow dependence on the flow minimum v_. The intensity Eq.(20) can then be
reformulated as a function I (v_,v —v_). Finally, the intensity I is the sum of
trapped and passing contributions I, and Ij,, which are calculated by splitting

the integration domain of Eq.(20) in two intervals [—v, —v_] and [—v_, +00] (see
Fig.5).

1 2
w =§kx —v(x) 4

-

e

Figure 5: Change of variables k, — w at fixed z.



4.2 Solution of the force balance equation

A close inspection of the force Eq.(19) indicates that it depends on x via a de-
pendence on the velocity V' — V_ that can be singular (in the sense of an infinite
derivative at V' = V_), parametrised by V_ (it is reminded that v = V/C}, and
Cy > 0). Hence the steady form of the force balance equation Eq.(4) reads

>V

Introducing a shifted velocity U = V — V_ and a normalised radial coordinate
p= \/%x, a first integral appears to be

daU\?
) s, u)=o0 22
(%) +vomo) (22
where U
\I/(V_,U):—gUQ—uV_U+/ dU’ F (V_,U") (23)
0

is a “zonal potential”. The constant of integration is fixed by the condition 9,U = 0
at V =V_ (i.e. U =0) since V_ is a minimum of the velocity V(z). Eq.( 22) is
readily integrated to provide a formal solution

(24)

_j:/U dU/
0 o -V (V_,U)

4.3 Existence and typology of solutions

Some general results can be obtained depending on the zonal force dependence on
flow velocity.

FExistence of periodic solutions. From Eq.24, it appears that solutions exist
if U(V_,U) < 0 in some range of U values. When combined with Eq.(23), this
constraint tells us that the force F(U) should be positive in some domain in U for
a zonal flow to develop. It is thus instructive to study the potential ¥ near U = 0
(i.e. near the separatrix).

e A first possibility, called “type I force”, is that F(U) is positive near U =
0 (an example is shown on Fig.6, left panel). For a well behaved force
F ~ U with a > 0, the zonal contribution to the potential ¥ behaves as
fOU dU" F(V_,U") ~ U, Tt is sub-dominant compared with the viscous
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Figure 6: Left panel: example of type I zonal force F(U) = %FLUI/Q with k = 3/2. Right
panel: example of type II zonal force F(U) = —aU% + 2aU?* with a = 7/4.

contribution —vV_U, which thus prevails. The condition ¥ < 0 for the ex-
istence of a solution therefore requires that V- > 0. When U increases, the
potential reaches a minimum, then increases until it gets positive beyond
some value U = U, (Fig. 7).

e A second possibility, called “type II force”, is that F(U) is negative near
U = 0, and becomes positive for larger values of U (see example on Fig.6,
right panel), so that ¥(U) is again negative in a range [0, U,,] (Fig. 8). In
that case, solutions exist even with a null collisional friction coefficient v = 0.

In all cases the range of integration in Eq.(24) must be restricted to the interval
[0, Uy). Hence the second zero U, of the zonal potential U determines the range
of zonal flow velocities

Ve, -V_=U, (25)
Period and saturation level. The half-period in x is given by the condition

Um
\/2 L_ / __4dv (26)
w2 0 \/m
Since the box size a should be a multiple n of L, this gives a relationship between
n = a/L and the saturation level V_. The velocity range U,, = V, — V_ then
yields the zonal flow maximum V,. Note that V_ is still unknown at this point.
An additional condition is needed. One possible request is V_ > 0, a necessary
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Figure 7: Contour lines of the reduced Hamiltonian w in the wave phase space (z, k),
for a type I zonal force given by a Krook operator. The zonal force is F(U) = %HU 1/2
with K = 3/2. The collisional friction coefficient is v = 1. The upper left small panel
shows the zonal potential ¥(U). The radial profile over one period of the zonal velocity
U =V — V_ is shown in the upper right panel.

condition for finding viable solutions for type I zonal forces. It may rather be a
poloidal momentum conservation constraint

L/2
[ avin =0 (1)
~L/2

This condition makes more sense from the physical point of view (global momen-
tum conservation), and was in fact used in [43] to find radially periodic zonal flows.
Momentum conservation imposes that V_ < 0, and thus allows type II forces only.
The 3 conditions Eqs.(25,26,27) fully determine a “staircase” zonal flow solution.

Behaviour near X points. It is instructive to analyse the shape of the separatrix
W = —V_ near the X point, i.e. the curve 1/2C}k? = U near U =V — V_ = 0.

If the potential U behaves as U?, then U ~ 277 and ky ~ 277 near an X point.
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For type I forces, the friction term —vV_U controls the shape of ¥ and therefore
£ = 1. In that case, k, ~ x at the X point, so that the separatrix lines cross each
other with a finite angle. On the other hand, for type II forces and v = 0, the
parameter [ is fully determined by the shape of the zonal force F ~ U, which
implies § = o+ 1. If § approaches 2, i.e a — 1, the separatrix gets flat near the
X point.

Behaviour near O points. The O point is analysed by considering values of
W near —V,, ie. W = —V, + €2, with e < 1. A Taylor development of ¥ near
U=U, gives ¥V =V (U —-U,,), with ¥/ = % vev,. > 0. A solution of Eq.(24)
yields

N2
V:V+—4\IJ’+ (p—g)
and

2
%Ckk;ﬁ + 4V, <p — g) = ¢

Hence trajectories remain elliptic near the O point unless the zonal potential
derivative vanishes ¥/, = 0, which is unlikely. The O point is therefore “robust”,
unlike the X point, where the separatrix lines may flatten. A velocity profile that is
flat near its minima (X points), and remains parabolic near its maxima (O point)
is reminiscent of the staircase velocity bumps sometimes seen in simulations. Ex-
amples of type I and II zonal forces are shown on Figs. 7 and 8 (right panels).

5 Wave-wave diffusion operator with drive

5.1 Solution of the wave kinetic equation

As mentioned before, there is some arbitrariness in the choice of the wave-wave
interaction operator D [N]. In [52], 3 types of operators have been investigated:
Krook operator, diffusive operator with or without a drive term. It appears that
the Krook and diffusive operators share several common features: the action den-
sity No(w, o) is flat within the island (the trapped domain), while its gradient is
singular near the separatrix. Moreover Ny(w, o) is an odd function of o, hence of
k.. Since these operators conserve parity, they are also odd functions of o and
thus do not contribute to the zonal force. Hence a new ingredient is needed. It is
provided by the growth rate of drift waves which add a source term to the r.h.s.
of the wave kinetic equation. Indeed the resulting wave action density No(w) is
even in k, within the island since both branches ¢ = %1 are connected on a curve
w = cte. It thus produces a non zero contribution to the zonal force in the trapped
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Figure 8: Contour lines of the reduced Hamiltonian w in the wave phase space (z, k,.),
for a type II zonal force. The zonal force is F(U) = —aU® + 2aU?* with a = 7/4.
The collisional friction coefficient is ¥ = 0. The upper left small panel shows the zonal
potential ¥(U). The radial profile over one period of the zonal velocity U =V — V_ is
shown in the upper right panel.

domain. In this regard it is useful to reformulate the zonal force in a more tractable
form. Following Eq.(16), the operator D [N] is written as a derivative of a flux I'.
The latter can be split in odd and even parts in &, - only the odd part contributes.
Also I' can be chosen null at k, = 0 since a constant can always be removed safely.
The intensity Iy Eq.(20) can then be reformulated as

Iy(v) = =2Taa (v, V20— 00)) (28)
The wave-wave interaction operator is now chosen of the form
0 ( ON

DN = ok, D’“akx

) + 27v(k)N (2, k)

where (k) is the drift wave growth rate. The wave action N can be replaced by is
unperturbed value Ne4(ky, k), assuming that (vy —v_)v (k) /Dy ~ ep, where €p
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is the expansion small parameter used in Eq.(14). The drive 2v(k)N,,(k), which
acts as a source, is written as the derivative in k, of a “flux” ®; such that

kz
(I)k (kz) = 2/ de7 (Qza ky) Neq (Qxa ky)
0

The dependence on k, is contained in the subscript k. The flux ®;, can be written
as a function (w, v, o) by using the relation k, = o+/2(w + v). The total flux then
reads

dN,
I(w,v,0) = Dpky(w,v,0)—2 + ®p(w, v, 0)

dw
The solvability constraint imposes
dNo 1 {®g) (w)
dw Dy, Q(w)
where p
x
Q) = (k) = $ /2w +)

and (®y) is the average of ®; as defined in Eq.(17). Note that (®y) (—vy) = 0
since k, = 0 at the O-point and ®,(0) = 0. Note also that only the odd part of
®,. contributes to its average (®;). Finally the flux reads

P
D(w,v,0) = S ded o2 (w+v) + Pp(w,v,0)

5.2 Zonal force with wave trapping and drive

Using Eq.(28), the intensity I;; inside the island reads

I+ (v) :2@)]5‘2(1—\/ v—v_) = 2P paa(/2 (v —v_))

where @y 44 is the odd part of @y in k, restricted to k, > 0. Using Eq.(19), the
zonal force reads

“+o0o
f(x)z?/oo Z—g{mgd— (v—=v_) = P oaa(/2 (v —v_))

If ® 44 is negative near k, = 0, the zonal force F is of type II and a staircase
solution becomes possible. This condition can be made more explicit by using a
Taylor development of yN, near k, = 0

Y(k)Neg(k) = Nivi [1 4 28k + 3Nkl + 0 (KD)]
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where N and v, are respectively the wave action density and the growth rate
calculated at k, = 0. The constant term does not contribute to the zonal force
because the corresponding flux @y is linear in k, and vanishes since (®) = Q =
(ky). The second term is odd in k,, and thus provides a contribution to ®;, that is
even, which does not contribute to the zonal force. Hence only the quadratic term
(and higher even orders) participate in the zonal force. If this term is the only one
kept, the function ®(k,) is equal to Ny A\ik2, so that the zonal force becomes

+00
4f§ ;/_ Zkz§§2Nkvk<V Vo) (29)
— 82 /m ik, Ag’jzsz,c(v V)P (30)

where

zo(w)
7{—/{3 - 2/ W (w4 o)
—:E()('UJ) L

The corresponding action density gradient within the island is given by the relation

An example of solution is shown on Fig.9. It then appears immediately that a
staircase solution emerges when \; < 0. In the case where the growth rate varies
more rapidly in &, than the wave action density, this corresponds to the case where
the growth rate is maximum at k, = 0, a reasonable condition. In the case A\, < 0,
the force is of the form

.F:—;MMJWCJLYQ+;WV—VQW2

with «,7 > 0. The numerical factors % and % have been conveniently introduced
to produce a compact expression of the potential

MKJQ:/ﬁWTWﬂ:—MKMV—Kfﬂ+MV—Mfﬂ (31)

V_

5.3 Numerical solution

The formal solution p(V_,U), as given by Eq.(24), can be computed numerically
for a given zonal force F and corresponding potential ¥, and inverted to yield the

22



Figure 9: Wave action density for trapped waves versus reduced Hamiltonian for a
wave-wave interaction operator that is diffusive plus drive. The zonal flow profile is
v(x) = cos(x), and A\,/Dy, = 1.0.

flow V(p). The case of interest described in the previous section (diffusion and
drive, plus wave trapping) gives a potential

U(U) = —kU3? 4 17U/

The result is shown in Fig.10. The zonal potential U(U) is given by Eq.(31) with
parameters k = 1,7 = 1. The friction parameter v is set to 0. The force is of
type II, and the zonal potential has an exponent § = 1.5. The island exhibits a
separatrix that flattens (moderately) near the X point.

6 Discussion

6.1 Staircase solutions

Let us remind that we look for an idealised staircase solution consisting in a static
quasi-periodic array of shear layers that bound areas where wave packets propa-
gate radially. As mentioned before, Krook or diffusion operators do not provide
acceptable solutions. It appears that a drive combined with diffusion does lead to
a staircase-like solution, provided wave trapping is properly accounted for. This
conclusion is also consistent with a poloidal momentum conservation constraint
[ dpV (p) = 0. Indeed Krook and diffusion operators provide type I forces that do
not allow negative values of velocity minima V_. On the contrary the type II force
found for a diffusion operator plus drive is consistent with negative values of V_.
Finally an analysis of the zonal flow velocity near the O and X points indicates
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Figure 10: Contour lines of the reduced Hamiltonian w in the wave phase space (z, k)
for the zonal potential computed with drive and a wave-wave interaction operator that
is diffusive. The zonal force is F(U) = —2x(V_) (V — Vo)Y2 4 Sr(v - V_)%? with
k =1 and 7 = 1. The collisional friction coefficient is v = 0. The upper left small panel
shows the zonal potential W(U). The radial profile over one period of the zonal velocity
U =V —V_ is shown in the upper right panel. The force is of type II and the separatrix

flattens near the X point.

that non sinusoidal flows that are reminiscent of an idealised staircase, i.e. radial
profiles of zonal flows that are peaked near their maximum and flat near their min-
imum, appear only in the case of diffusion plus drive. The flattest velocity profile
near a velocity minimum is found for linear forces F ~ V — V_. This type of
behaviour is hard to justify on the basis of the calculations above. More precisely
it requires a diffusion coefficient D that goes like |k,|, which seems unlikely. All
these facts point towards a crucial role of finite growth rates and wave trapping.
Incidentally the initial set of equations Eqs.(2,4,5) is identical to the one solved
in [45], in the special limit where the GAM frequency vanishes and the wave-wave
interaction operator reduces to a Krook operator plus drive. Though the case of
a Krook operator plus drive is not investigated here, it appears that solutions of
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this system exhibit common features with the present work, in particular a bump
of the wave action density within the island in the case where the growth rate is
maximum at k, = 0 (see Fig.1, case kg = 0 in [45]).

Potential

X - /f\ I =
50:015 B /\\ /,/ \\\ / / \ / \\

0.50 0.55 0.60 0.65 0.70 0.75 0.80
Radius r

Zonal island of potential
——

0.50 0.55 0.60 0.65 0.70 0.75 0.80
Radius r

Figure 11: Top panel: radial profile of zonal flow velocity V(x) from gyrokinetic sim-
ulations of ITG turbulence run with the GYSELA code. Lower panel: contour lines
of the reduced Hamiltonian w(z, ky) = $k2 — V(x). Parameters of the simulations are
normalised ion gyroradius p,. = 1/250, collisionality v, = 0.14, time average normalised
gradient lengths Ry/L, = 1.62 (variance 0.51) and Ro/Lpr = 5.66 (variance 0.95) at
mid-radius, safety factor ¢(r) = 1.5 + 1.3exp(2.5log(r/a)), aspect ratio Ry/a = 3.2 -

details on conventions and normalisations can be found in [53].

6.2 Role of a mean shear flow

At this point, one conclusion is that staircase solutions are found in the case where
the wave-wave interaction operator is diffusive, and the growth rate of drift waves
is accounted for. A pending issue is the role of a mean flow, which appears in two
places at least. One is the selection of a preferential direction in the propagation of
avalanches, and the other is the condition for staircase formation. One difficulty
though is to separate the mean flow from zonal flows, especially when all flows
are nearly static, and without clear spatial scale separation. Let us note that in
presence of gradients in a tokamak, the momentum equation Eq.(4) becomes
2

e e At (32)
where V,, is dictated by neoclassical physics. The total flow V(x,t) can then be
written as the sum of a “mean” flow V,,(z), in fact a large scale unperturbed flow,
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and zonal flows. This definition is consistent with the procedure described in [20]
where the mean flow is the flow before the emergence of a staircase. The mean flow
Veq(2) then enters essentially the model via the unperturbed wave action density
N, and Hamiltonian H., = k,V.(x,1).

6.2.1 Unperturbed wave action density

The complete calculation of the unperturbed wave action density in presence of a
mean flow is beyond the scope of the present paper. One reason is that the notion
of statistical equilibrium with shear flow and near marginality is tricky (see for
instance the notions of “edge of chaos” for a model close to Hasewaga-Wakatani
equations [54], or “transient growth” in a more elaborated model of turbulence
in tokamaks [55]). A close topic is the calculation of the energy spectral density
with shear flow. Examples of solutions can be found in [56, 57]. We illustrate here
the main points with a simplified model where only the modification of the wave
action density N, due to a mean flow is computed. The equation that rules the
unperturbed wave action density V., is

ON,
_kyﬁ)/EaTq = D[Neqa Neq] + 27kNeq
where vg = % is the shear flow rate, supposed constant, and D[N.,, N, is

the full wave-wave interaction operator. In absence of drive and mean flow, the
unperturbed wave action density is solution of the equation D[Ny, Ney] = 0. As
said, this is a difficult problem to solve. Models of non linear operator can be
built, which predicts spectra in accordance with observations [56]. We look here
for an approximate solution in the region 0 < k, < k,, and we just look for the
deformation of the wave action density, supposed of the form N, (k) = NN (k).
The wave kinetic equation is simplified as

ON PN
eg = Digs

where Dy, is a diffusion coefficient that depends on some moment of the wave action
density, say its value N, at k, = 0 for a given £,. This is a rather crude model, in
which Dy is merely a measure of the turbulence intensity Ny, while an additional
local dependence on N would have been more realistic (but less tractable). The
growth rate v is expanded near k, = 0

—k + 21N

e =Tk — Wk k‘i
The growth rate curvature v, is positive, in line with a growth rate maximum at
k. = 0. Solution is

1
Neq(k) = Nk exXp {—ak (51{33 — k’Ek’x) }
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with the constraints

n\ 1/2 2.2\ 2
o = (2%) ) ka = _% ky’YE)l/Q ; Dk - 2%3 (1 — l—ky’yE> (33)

Dy, (2’YZDk Y 8 DYk

The main effect of a mean flow shear is to shift the spectrum in k, by a wave
number kg proportional to the shear rate, as expected [58, 59, 60, 61, 57]. As
mentioned before, the diffusion coefficient Dy is some growing function of the
turbulence intensity Ny. Hence the last bit of Eq.(33) can be seen as a saturation
rule. For a small shear rate vz, an approximate expression is

D~ 20 (| Lk
e v
Tk Tk

consistent with a decrease of the turbulent diffusion with shear rate [62, 63], and
therefore a decrease of the turbulence spectral intensity Np. Once a unperturbed
solution has been found, consequences on avalanche propagation and staircase
formation can be investigated.

6.2.2 Direction of avalanche propagation

Gyrokinetic simulations have shown in the past a preferential avalanche propaga-
tion correlated with the sign of the mean flow shear rate [64, 65, 20]. In the model
proposed in [65], the avalanche propagation speed is given by the wave group ve-
locity (in this case ITG modes in a tokamak plasma). The group velocity of drift
waves is given by the relation

kok,
(1+ k2 +k2)°

Vgk = —
The shift kg in Eqgs.(33) can be seen as an average radial wave number k, in the

statistical sense. The corresponding mean group velocity is

kZ YE
2
@+@)@%mﬂ2

1
’ngﬁi

in the limit &, > k,. This estimate agrees well with numerical observations, i.e. an
outward (inward) avalanche propagation speed for positive (negative) gradient of
the radial electric field E, (note that V., = —E, and thus v = —%2=) [64, 65, 20].
This selective process, in which zonal and mean sheared flows add up or subtract
to produce a preferential direction of avalanche propagation is similar to the one
described in [20].
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6.2.3 Impact on staircase formation

The role of a mean shear flow in view of the diffusion plus drive model is somewhat
more intricate since it modifies the unperturbed wave action density N,(k) that
enters the Taylor development of Nyv Eq.(29). To avoid unnecessary complica-
tions, the calculation is limited to small values of kg. An expansion yields the
following expressions of the coefficients Gy, Mg

1
5k = 50%7@
1 VIZ 1 2
A = —— |24+ — 1 — ark

The shear rate of the mean flow has essentially an impact on the value of 8, ~ k,vg.
It was seen however that this parameter does not affect the zonal force Eq.(30) for
parity reasons. Another effect of a mean shear flow is to make A, more positive.
This shift does not favour the existence of staircase solution, keeping in mind the
role of the sign of \; in Eq.(30). However this effect is small in the case where the
growth rate curvature controls the value of \;. Hence the main effect of a mean
shear flow appears to be a decrease of the turbulence intensity Ny. Looking at the
structure of the zonal force Eq.(30), it is quite clear that its amplitude is inversely
proportional to Npvy,. Decreasing the turbulence intensity Ny or the instability
growth rate 7, results in increasing the staircase period Eq.(26) as (Nyy)~Y/2.
A staircase cannot presumably survive if its spatial period is too small, as shear
layers would likely interact and merge. A strong drive Np7y; seems also inconsis-
tent with a slowly evolving solution. This result, though somewhat stretched, is
consistent with the common observation of staircases near instability threshold.

6.3 Link with gyrokinetic simulations

As a final word, let us stress that there is still a long way to an interpretation of
gyrokinetic simulations of staircases in terms of wave trapping and flow erosion
near X points.

The extension of this work to toroidal geometry, e.g. ITG modes in a tokamalk,
is beyond the scope of the present paper. However it is possible to give a hint of
possible paths. A wave kinetic description in toroidal plasmas is allowed by the
use of the ballooning representation framework [66, 67, 68, 69]. The radial wave
number k, then translates to the ballooning angle, and the coordinate x is the
radial coordinate of the mode envelope, i.e. after an average over the fast radial
variations near each resonant surface. A wave kinetic equation can be derived by
using the variational technique described in [15]. An alternative path is to model
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the evolution of a drift wave pump mode plus sidebands coupled to a zonal flow.
This leads to a 4 wave model [6, 7], which can be reduced down to a 3 wave model
for GAMs [8]. When applied to the Hasegawa-Mima equation, this approach
leads to a system of 2 equations that rule a drift wave amplitude with a single
wave number k, to a zonal flow [70]. This system bears some similarities with
the present model, though of course their meaning is different: in the approach
[70] one mode only is looked after, whereas the wave kinetic approach describes a
bath of modes. Interestingly soliton-like solutions are found, which can be loosely
seen as counterparts to soliton/wave train solutions found with the wave kinetic
equation when wave trapping is accounted for [44] - this methodology thus provides
a description of avalanches coupled to zonal flows. The same procedure can be
applied to the toroidal case based on the ballooning representation, with similar
results, in particular envelope evolution equations of the non linear Schroedinger
type. An overview can be found in [71]. However a proper application of this
methodology to staircases remains to be demonstrated. In particular, one open
question is whether solutions can be found in the spirit of the present work, i.e.
an array of shear layers that surround regions of propagating solitons. A recent
work suggests it is indeed the case [41].

Fig.11 comes from a simulation done with the GYSELA gyrokinetic code in a
case where a staircase is present. It shows contour lines of the Hamiltonian w(x, k)
Eq.(7) with a zonal flow velocity v(z) captured at a given time. All kinds of island
shape are found in this snapshot, some with regular X points, others with flatter
ones. In the spirit of the discussion above, this may be due to local differences in
the growth rate vs the ballooning angle, though this remains speculative. One key
question is whether the dynamics of I'TG modes can be described by a wave kinetic
equation, and more importantly whether wave trapping occurs. One noticeable
fact is the observation of avalanches rebound on shear layers [34]. It has been
found that wave trapping may explain the interplay between GAMs and turbulence
background [45], and also the role of GAMs in avalanching [15]. Nevertheless
a detailed analysis of the wave dynamics in actual 5D gyrokinetic simulations
remains to be done.

Another feature of staircase patterns is the radial corrugation of the tempera-
ture [18], i.e. of the field that drives the underlying drift wave instabilities. In this
regard, it is interesting to establish a connection with previous staircase models.
It was found that feedback via density gradient plays a more important role than
E x B shearing in models based on an Hasegawa-Wakatani model combined with
a bistable mixing length [38, 39, 35]. Temperature relaxation plays also a central
role in the model [20] since it is responsible for the onset of zonal flows, produc-
tion of small scale eddies and subsequent avalanches via a transient realignment
of the eddies. In the present model, density/temperature corrugations are not
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computed. One may speculate though that density/temperature corrugations are
merely a consequence of a local decrease of transport due to localised shear layers,
some sort of micro-transport barriers. Temperature corrugations associated with
staircase shear layers are documented in [34]. If so, an additional feedback loop
may take place via the growth rate, which is presumably enhanced within the wave
island. This may change in turn the properties of the zonal potential. It would
however be premature to make a firm prediction without an accurate description
of the modified growth rate.

Finally it seems that staircases are more easily observed close to marginality,
more precisely close to the non linear turbulence threshold since I'TG turbulence
with adiabatic electrons response is characterised by a “Dimits” shift. To some
extent, the present calculation is consistent with this property since a staircase
solution requires both a positive growth rate and maximum negative curvature,
suggesting a configuration with only a few unstable linear modes.

7 Conclusion

This work is an attempt to provide a description of a staircase pattern in gyroki-
netic simulations. This description is based on a wave kinetic equation coupled
to a zonal flow momentum equation. A staircase pattern is idealised as a peri-
odic radial structure of zonal shear layers that bound regions of propagating wave
packets, viewed as avalanches. Wave packets are trapped within shear layers due
to refraction.

In the framework of wave kinetics, trapping is associated with the formation
of an island in the wave phase space. For drift waves, a zonal flow maximum
is generically associated with the island O point, while a flow minimum is an X
point. Due to the wave-wave interaction operator, a singular layer appears near
the island separatrix. This singular layer is the result of the boundary layer that
inevitably appears to connect regions of propagating wave packets (avalanches)
outside the island, and trapped waves within the island. A non linear solution of
the wake kinetic equation can be constructed using a perturbative approach. This
solution can then be injected in the momentum equation to compute the radial
profile of zonal flows. This allows drawing general results on the existence and
properties of solutions. Two types of zonal forces have been identified. The first
one requires the presence of a collisional friction to provide an acceptable solution.
The corresponding island exhibits a standard cat eye shape, i.e. finite angle X
lines. The second type of solutions does not require any collisional friction. The
island separatrix then exhibits a flattened X point, consistent with eroded flow
minima. The detailed shape of the zonal potential depends sensitively on the
boundary layer near the separatrix, hence on the choice of wave-wave interaction
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operator. Since the theoretical (Boltzmann-like) wave-wave interaction operator
is hardly tractable, model operators must be used to make progress. It appears
that solutions with static periodic zonal flows are not found for simple Krook or
diffusion operators. On the other hand, solutions do exist when a drive is added to
the wave kinetic equation. This may reflect the fact that zonal flows cannot grow
in the absence of unstable waves, in line with a predator-prey dynamics. Wave
trapping plays an essential role in this case. These solutions exhibit eroded flows
near their minima, in accordance with a feature sometimes observed in staircases.
These eroded flows induce characteristic flat X points. Properties of the zonal force
provide the difference between the flow maxima and minima, and the wave length
versus the minimum zonal velocity. A third condition is needed to determine the
latter. It appears that a condition of global momentum conservation eliminates
zonal forces of the first type as contenders, hence reinforcing the conclusion that
drive and wave trapping are necessary to find a staircase solution.

At this point, wave packets propagate in equal numbers in both radial direc-
tions. Asymmetry in propagation comes from a mean shear flow, which induces
a finite radial wave number. “Mean” flow is to be understood here as radially
coarse-grained, i.e. without the contribution from staircase shear layers. It also
appears that a mean shear flow increases the spatial period of a staircase. Finally
the entire study is handled for drift waves, whereas staircases were observed in
gyrokinetic simulations of tokamak plasma turbulence. However most results may
be extended to tokamak plasmas by mean of a ballooning representation, where
the radial wave numbers are replaced by ballooning angles. This last point needs
further verification and developments.

This model thus brings some elements of response to the list of questions raised
in the introduction. A staircase pattern emerges from the interaction between
propagating wave packets (avalanches) and waves that are trapped in zonal flow
velocity wells. Amplitude, shape, and periodicity of the staircase pattern are de-
termined by the background fluctuation spectra and growth rates. The zonal flow
velocity radial profile is not sinusoidal, but tends to be localised near its radial
maxima (O points). This is a consequence of the topological difference between O
and X points. It appears that finite growth rates are essential for the build-up of
this class of solutions. The optimum situation is a growth rate that is maximum
at vanishing radial wave number. Finally a mean shear flow is needed to explain
the preferential propagation speed of avalanches. It is not mandatory for the onset
of a staircase, but it has an impact on its spatial period.
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