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Simulations of liquid-vapor water flows with

non-condensable gases on the basis of a two-fluid model.

O. Hurisse∗, L. Quibel

Abstract

Two phase flows including liquid water, vapor and non-condensable gases are often encountered
in industrial applications. In this paper, an extension of the classical Baer-Nunziato two-fluid
model is presented in order to account for the non-condensable gases. In this model, the vapor and
non-condensable gases form a miscible mixture of gases at temperature equilibrium and kinematic
equilibrium. The complete model then allows to account for the full kinematic and thermodynamic
disequilibrium between the liquid phase and the gas phase. Moreover, a new form for the mass-
transfer source-term has been retained. It leads to a more straightforward numerical integration.
When focusing on the numerical scheme, a new algorithm is proposed here for the pressure relax-
ation effect. At last, some numerical experiments are performed in order to assess the behavior of
the model with respect to the relaxation time-scales.

Keywords: Two-phase flows, blowdown, out-of-equilibrium, mass transfer, two-fluid model,
non-condensable gas

1. Introduction

Several industrial applications require to handle simulations where water phase change occurs
in presence of non-condensable gases. This is the case when cryogenic flows, fuel combustion,
cavitation and condensation phenomena are at stake. More specifically in the nuclear domain,
numerous safety studies require to deal with pressurized hot water in presence of non-condensable
gases. One may for instance quote two of them. First the steam-explosion phenomenon may occur
during Reactivity Insertion Accident (RIA). In the latter, some very hot particles and hot non-
condensable gases are expelled into hot pressurized water, transferring a great amount of energy
to the fluid. The consequence is a rapid vaporization of the liquid into vapor which is accompanied
by the generation of strong pressure waves that travel into the devices. The second situation of
interest in this work is the Loss Of Coolant Accident (LOCA). In LOCA scenarii for Pressurized
Water Reactor (PWR) power plants, high pressurized liquid water at 155 bars/300◦C vaporizes
through a breach into a room that contains air at 1 bar/20◦C. As for steam-explosion, the esti-
mation of the pressure waves that travel through the domain are of prime interest.

Different numerical strategies have been proposed in order to simulate water phase change in
presence of non-condensable gases, as for instance the Smooth Particle Hydrodynamics method
[1], the Lattice-Boltzamnn method [2], level-set methods [3, 4], Volume of Fluid methods [4, 5, 6].
Nevertheless, we focus here on strategies based on finite volume techniques and on diffuse in-
terface models. They seem appropriate to simulate complex scenarii involving strong shock
waves traveling in large domain, as those described above. Many diffuse-interface two-phase flow
models have been proposed in order to perform numerical simulations, see among many others

Preprint submitted to Applied Mathematical Modelling June 30, 2021



[7, 8, 9, 10, 11, 12, 13, 14, 15].

LOCA scenarii have in particular been studied for instance in [11, 12, 13, 14]. In all these ref-
erences, the models do not account for the incondensable gases and the air has thus been replaced
by hot vapor. Even if good agreement has been found with respect to experimental measurements,
it was assumed that the liquid of the primary circuit did not contain air or incondensable gases.
Yet, a mixture of air and water can have thermodynamical properties that are very different from
those of the pure water or pure air, see [16, 17, 18] for instance when considering the speed of
propagation of a pressure wave. At last, as shown for instance in [19, 13, 14], accounting for
out-of-equilibrium states seems mandatory for the LOCA simulations with high pressure and high
temperature. In the present paper, a model dedicated to the simulation of flows with these features
is used to simulate a LOCA scenario.

Since these scenarii involve strong shock waves and high speed flows, first-order conservation-
law models are promising. Unfortunately, there exists few of these mathematical models in the
literature that allow to account for water/air flows including heat, mass and energy transfer and
that are able to cope with out-of-equilibrium situations. This is particularly true if one focuses
on those that are built on a rigorous thermodynamical background and that possess a minimal
set of mathematical properties. Let us be more explicit on what the terms “thermodynamical
background” and “minimal set of mathematical properties” contain. Obviously a model involving
thermodynamical aspects should be closed using thermodynamical closures that are in agreement
both with the Gibbs relation and with the second law of thermodynamics. Moreover, mixing
miscibility (for vapor and incondensable gases) and immiscibility (between liquid and the “gas”
phase) constraints has to be introduced rigorously in the model. It is an interesting point to note
that the second law of thermodynamics is also of importance for the “minimal set of mathematical
properties”. Indeed, it may help to define an entropy inequality that permits to uniquely define
the Rankine-Hugoniot jump relations, and thus to get a unique definition of the shocks. A sec-
ond important mathematical property that is classically required for first-order conservation-law
models is the hyperbolicity. The latter is directly linked to the notion of stability in time of the
analytical solutions of the model.

Among the models available in the literature, one can for example quote the following references
[20, 21, 22] or [23, 24, 25, 26, 27]. The articles of the former set are based on the same thermo-
dynamical closure assumptions and they meet the thermodynamical and mathematical properties
mentioned in the previous paragraph even if they are based on slightly different sets of Partial
Differential Equations (PDE). The miscible phases share the same volume which allows to recover
the Dalton’s law in a very natural manner, whatever the EOS (Equation Of States) for each phases
are. In the following, this assumption is chosen which means that miscible phases share the same
volume. The details of the thermodynamical closures are explained in Appendix A. We thus focus
in this work on the references [20, 21, 22]. It should be noted that a different set of thermodynam-
ical closures has been proposed in [23, 24, 25, 26, 27] and it has been applied to several models,
including two-fluid models and homogeneous models. In these works, it is assumed that each
phase occupies its own volume, which is a classical choice for instance when dealing with immisci-
ble phases. An explanation of the difference between these two sets of closures can be found in [25].

In [21, 22], the multifluid approach has been chosen. These models are built as extensions of the
classical two-phase flow model proposed in [28] or in many other works, see [29, 30, 31, 32, 33] for
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instance. For multifluid models [21, 22], as in the Baer-Nunziato model [28], each phase possesses
its own velocity field, so that even the vapor and the air may have different velocities. The return
to the thermodynamical equilibrium is ensured by a “classical” form of source terms for which all
the effects are independent, in the sense that each one is associated with its own time-scale. In the
homogeneous model proposed in [20], which extends the model proposed in [34], it is assumed that
all the phases share the same velocity field. On the contrary to the multifluid models cited above,
the return to the thermodynamical equilibrium is ensured through source terms that are coupled
and that are associated with a unique time-scale. This model has been used to perform numerical
simulations of a simplified LOCA scenario in [13, 35, 36, 37]. It should be noted that homogeneous
models can also be used with independent source terms as in [38, 39] for instance. Moreover,
many homogeneous approaches used for two-phase flow modeling are based upon the model pro-
posed in [40]. The latter is built by reducing the Baer-Nunziato model [28] to a five-equation model.

Some applications require to compute a relative velocity between the liquid phase and the
gas phase, for instance when dealing with the fragmentation of droplets for steam-explosion as
in [41, 42]. For homogeneous models, the relative velocity is not computed and it could only be
reconstructed using correlations. Besides, the multifluid approach seems more appealing for these
situations since the relative velocity can be computed using the velocity field of each phase. Despite
many accurate schemes are available in the literature for two-fluid two-phase flows [43, 44, 45, 46],
there exists less possibilities when turning to a higher number of components [47]. Moreover, it has
been shown in [41, 42] that the numerical simulation of the relaxation source terms of multifluid
models requires complex numerical schemes whereas some robust schemes are available for two-
fluid models [48, 49, 50, 51, 52]. Considering these points, we choose as a modeling basis a two-fluid
model with pressure relaxation as proposed in [28]. Hence, we may expect to inherit from all the
numerical schemes that have been developed during the past 15 years for two-fluid models. The
two-fluid model proposed in this paper is an extension of the Baer-Nunziato model [28] where the
two phases represent: a liquid water phase, and a gas phase that corresponds to an homogeneous
miscible mixture of water vapor and incondensable gas. In the gas phase, we assume that the
temperature equilibrium always holds between the vapor and the incondensable gas. Hence, the
classical set of PDE of the Baer-Nunziato model just needs to be supplemented by a sole balance
equation for the mass of incondensable gas. Finally, the system of equations associated with the
model proposed here corresponds to the system of equations of the Baer-Nunziato model supple-
mented by an advection equation for the mass of incondensable gas and with a mixture pressure
law for the gas phase that depends on the mass of incondensable gas. The modeling of the ther-
modynamical behavior of the gas phase is then obtained following the classical thermodynamical
principles used to obtain homogeneous models as in [34, 53, 54, 36].

The paper is organized as follows. In section 2, the model is presented. The convective part
of the model directly inherits its properties from the underlying Baer-Nunziato model and some
properties of the relaxation source terms are exhibited. It should be mentioned that following [55],
the source term for the mass transfer is not in a classical form. The overall numerical scheme
proposed in section 3 is based on a splitting of the set of PDE into the convective part and the
source terms. The simulation of the convective part is based on a VFRoe-ncv scheme [56], whereas
new numerical schemes are proposed in order to deal with the thermodynamical relaxation effects.
At last, some numerical results of the simulation of a simplified LOCA scenario are proposed in
section 4.
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2. Extension of the Baer-Nunziato model to account for incondensable gases

2.1. System of equations and closure laws

Let us consider a mixture of liquid water, vapor and incondensable gas. Each of these phases
are respectively denoted by a subscript l, v and a. The mixture of phases v and a will be referred
in the following as the gas phase, and it will be denoted by a subscript g. The steam and the
incondensable gas are assumed to be miscible, and to share the same velocity Ug and the same
temperature Tg. We then consider a model for the liquid phase l and the gas phase g which is
directly derived from the classical two-fluid Baer-Nunziato model [28] and which is inspired from
[21]: 

∂t (αg) + Ug∂x (αg) = Φg,
∂t (αaρa) + ∂x (αaρaUg) = 0,
∂t (αgρg) + ∂x (αgρgUg) = −Γl,

∂t (αgρgUg) + ∂x
(
αg(ρgU

2
g + Pg)

)
− Pl∂x (αg) = −Sul ,

∂t (αgρgEg) + ∂x (αgUg(ρgEg + Pg)) + Pl∂t (αg) = −SEl ,
∂t (αlρl) + ∂x (αlρlUl) = Γl,

∂t (αlρlUl) + ∂x (αl(ρlU
2
l + Pl))− Pl∂x (αl) = Sul ,

∂t (αlρlEl) + ∂x (αlUl(ρlEl + Pl)) + Pl∂t (αl) = SEl .

(1)

The system above has been written in a form that mimics the Baer-Nunziato model. Theses
eight equations involve several quantities which need to be defined, and some closures have to be
specified. We consider here the set of the variable:

W = (αg, ρa, ρg, Ug, eg, ρl, Ul, el),

where αg is the gas fraction and it is related to αl through a statistical conservation property of
the whole mixture αl + αg = 1 [57, 50, 51], Uk are the velocities, ρk the densities, ek = Ek − U2

k/2
are the specific internal energies and Ek the total specific energies. Then, the pressure Pg, Pl and
the sources terms have to be defined with respect to W . The pressures and the temperatures of
the miscible mixture of the vapor and the incondensable gas, i.e. phase g, are obtained through
a classical approach described in details in Appendix A. The main closure relations for the gas
phase derived in Appendix A are:

αg = αa = αv, ρg = ρa + ρv, ρgeg = ρaea + ρvev, and Pg = Pa(ρa, ea) + Pv(ρv, ev), (2)

where the internal energies ea and ev are linked through the temperature equilibrium assumption:

Ta(ρa, ea) = Tv(ρv, ev).

Closures (2) are a direct consequence of the assumption that the vapor and the incondensable gas
share the same volume. The gas pressure-law, i.e. last relation in (2), then obeys the classical
Dalton’s law (or Gibbs-Dalton’s law). Moreover, it should be noted that the entropy of phase g
depends on ρa, ρg and eg; whereas the liquid entropy only depends on ρl and el. The source terms
are defined below on the basis of the second law of thermodynamics.

Let us focus here on the definition of the closure laws for the source terms. For that purpose,
we follow a classical way. Since the source terms Φg, Γl, SEl and Sul account for interfacial transfer
between the phases, they should agree with the second law of thermodynamics. In order to proceed,
we define the mixture entropy s as the sum of the phasic entropies:

ρs = mgsg(ρa, ρg, eg) +mlsl(ρl, el), (3)
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where ρ = mg + ml and mk = αkρk. The equation for the entropy of the gas phase is given in
Appendix A by equation (A.10). Thanks to the closure relation for Pg (A.11), it reads:

∂t (αgρgsg) + ∂x (αgρgUgsg) = Φg

Tg
(Pg − Pl) + Γl

µv
Tv
− 1

Tg

(
SEl − UgSul +

U2
g

2
Γl

)
, (4)

and the equation for the evolution of the liquid entropy can be written from system (1):

∂t (αlρlsl) + ∂x (αlρlUlsl) = −Γl
µl
Tl

+ 1
Tl

(
SEl − UlSul +

U2
l

2
Γl

)
. (5)

Hence, the equation of evolution of the mixture specific entropy s is obtained by summing equations
(4) and (5):

∂t (ρs) + ∂x (αlρlUlsl + αgρgUgsg) = Φg

Tg
(Pg − Pl) + Γl

(
µv−U2

l /2

Tv
− µl−U2

v/2
Tl

)
+ SEl

(
1
Tl
− 1

Tg

)
+ Sul

(
Ug

Tg
− Ul

Tl

)
.

(6)

The source term Sul corresponds to the exchange of momentum between the phase g and the phase
l and it is composed of a part which is directly due to the drag force and a part due to the mass
transfer. In the same way, the term SEl acts on the total energies which combine internal energies
and kinetic energies. Hence, SEl gathers the energy exchange due to the pure heat exchange and
the amount of heat exchange due to the momentum exchange. We choose here to write Sul and
SEl in a classical manner [32, 58, 57] which allows to separate the different contributions:

Sul = Dl + Γl
Ul + Ug

2
, (7)

SEl = Γl
UlUg

2
+Dl

Ul + Ug
2

+ Ψl, (8)

where Dl stands for the drag force of the phase g on the phase l, and Ψl stands for the pure heat
transfer. The equation for the mixture entropy given by (6) then reads:

∂t (ρs) + ∂x (αlρlUlsl + αgρgUgsg) = Φg

Tg
(Pg − Pl) + Γl

(
µv
Tv
− µl

Tl

)
+ Ψl

(
1
Tl
− 1

Tg

)
+Dl

(
1
Tg

+ 1
Tl

)
(Ul − Ug).

(9)

Following for instance [55], it can be proved the following result when excluding single phase
situations: the mixture entropy s is concave with respect to the conservative thermodynamical
variables αk, mk and mkek. Therefore, to ensure the increase of the entropy s through the source
terms in equation (9), one possible choice is to close the terms Φg, Γl, Ψl and Dl such that all the
terms on the right hand side are positive. As proposed in [55], we thus choose:

Γl =
ml −ml

λm
, (10)

Φg = αg(1− αg)
(Pg − Pl)

λP
, (11)

Ψl =
mgTg mlTl

mgT 2
g +mlT 2

l

(Tg − Tl)
λT

, (12)

Dl =
mg ml

mg +ml

(Ug − Ul)
λU

, (13)
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where λP , λm, λT and λU are positive but may depend on W . The choices (11), (12) and (13)
are classical, whereas the mass transfer source term (10) is not classical [55]. The mass transfer
source term (10) involves an equilibrium liquid mass, denoted by ml, which is defined below. A
more classical form for the mass transfer could be:

Γl = Km

(
µv
Tv
− µl
Tl

)
,

with Km > 0. The non-classical form (10) retained here simply arises from the remark that:

µv
Tv
− µl
Tl

=
∂s

∂ml |αg ,ma,mgeg ,mlel,ml+mg

, (14)

and that sm : ml 7→ s(αg,ma, ea,m0−ma−ml,mgeg,ml,mlel) is strictly concave for ml ∈]0,m0−
ma[ with m0 = ml + mg + ma. Then there exists a unique maximum for sm on ]0,m0 −ma[, this
maximum is reached at ml = ml:

∀ml ∈]0,m0 −ma[, sm(ml) ≤ sm(ml). (15)

Moreover, due to the concavity of sm we also have the classical result for m′l ∈]0,m0 −ma[:

∀ml ∈]0,m0 −ma[, sm(m′l) ≤ sm(ml) +
∂sm(ml)

∂ml

(m′l −ml), (16)

which, by setting m′l = ml in (16) and using (15), leads to:

∀ml ∈]0,m0 −ma[, (ml −ml)
∂s

∂ml |αg ,ma,mgeg ,mlel,ml+mg

≥ 0.

Hence, the second term on the right hand side of equation (9), which can be written:

Γl

(
µv
Tv
− µl
Tl

)
= Γl

∂s

∂ml |αg ,ma,mgeg ,mlel,ml+mg

is positive for the form of the mass transfer proposed here by equation (10). This proves that
choice (10) for the mass transfer term implies an increase of the entropy of the mixture s, and that
it agrees with the second law of thermodynamics. The reader is referred to [55] for a more detailed
discussion. It will be shown in section 3.2 that this non-classical form for the mass transfer term
helps in defining robust numerical schemes for the mass transfer.

2.2. Some properties of the model

The model described in section 2.1 is very close to the Baer-Nunziato model and it thus shares
a lot of its properties. We propose here a quick overview of some of these properties.

In order to avoid complex computations, we introduce in this section some specific EOS for the
phases k ∈ {a, l, v}. We consider the classical Stiffened Gas EOS whose entropy reads:

sk(τk, ek) = CV,k ln
(

(ek −Qk − Πkτk)τ
(γk−1)
k

)
+ s0

k, (17)
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where CV,k, Qk, Πk, γk, s
0
k are constant parameters. We introduce here the mass fraction ya of

phase a as:
ya = ρa/ρg, (18)

which represents the mass fraction of incondensable into the sole gas phase. Before going further
in the study of the properties of the model, let us remark that in this case the thermodynamic
behavior of phase g follows a Stiffened Gas EOS for a fixed ya. Indeed, the specific entropy of the
gas phase is:

sg(ya, τg, eg) = CV,g(ya) ln
(
(eg −Qg(ya)− Πg(ya)τg)τ

(γg(ya)−1)
g

)
+ s0

g(ya), (19)

where the parameters CV,g, Qg, Πg, γg and s0
g only depend on ya and on the parameters of each

phase a and v. This feature has been developed in detail in Appendix A and it has already been
used for instance in [59].

2.2.1. Some properties of the convective part of the model

The eigenstructure is studied with the non-conservative set of variables:

Y = (αg, ya, Ug, Pg, sg, Ul, Pl, sl).

When neglecting the source terms, system (1) can be written for regular solutions:

∂t (Y ) +A(Y )∂x (Y ) = 0,

with the 8× 8 convection matrix:

A(Y ) =



Ug 0 0 0 0 0 0 0
0 Ug 0 0 0 0 0 0

(Pg − Pl)/mg 0 Ug τg 0 0 0 0
0 0 c2

g/τg Ug 0 0 0 0
0 0 0 0 Ug 0 0 0
0 0 0 0 0 Ul τl 0

ρlc
2
l (Ug − Ul)/αl 0 0 0 0 c2

l /τl Ul 0
0 0 0 0 0 0 0 Ul


. (20)

The sound speed ck are defined through the relations:

c2
l (τl, el) = τ 2

l

(
Pl
∂Pl
∂el |τl

− ∂Pl
∂τl |el

)
, (21)

and

c2
g(ya, τg, eg) = τ 2

g

(
Pg
∂Pg
∂eg |τg ,ya

− ∂Pg
∂τg |eg ,ya

)
. (22)

The strict concavity of the phasic entropies sk with respect to (τk, ek) and the positivity of the
temperatures Tk guarantee that c2

k > 0 for k ∈ {a, l, v}. Consequently, thanks to relation (A.19),
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we also have: c2
g > 0. This implies that the eigenvalues λk of the matrix A(Y ) belong to R and

that the set of the associated right eigenvectors rk spans R8. They read:

λ1 = Ug, r1 = (1, 0, 0, 0, 0, 0, 0, 0, 0) ;
λ2 = Ug, r2 = (0, 1, 0, 0, 0, 0, 0, 0, 0) ;
λ3 = Ug − cg, r3 = (0, 0, 1,−cg/τg, 0, 0, 0, 0, 0) ;
λ4 = Ug, r4 = (0, 0, 0, 0, 1, 0, 0, 0, 0) ;
λ5 = Ug + cg, r5 = (0, 0, 1, cg/τg, 0, 0, 0, 0, 0) ;
λ6 = Ul − cl, r6 = (0, 0, 0, 0, 0, 0, 1,−cl/τl, 0) ;
λ7 = Ul, r7 = (0, 0, 0, 0, 0, 0, 0, 0, 1) ;
λ8 = Ul + cl, r8 = (0, 0, 0, 0, 0, 0, 1, cl/τl, 0) .

System (1) is thus hyperbolic provided that resonance does not occur: it occurs when for |Ul−Ug| =
cl. From a practical point of view, when introducing the drag force, the situations we are inter-
esting in always lead to small relative velocities with respect to the sound speeds. The resonance
phenomena is therefore very unlikely to appear. The fields associated with the eigenvalues λk for
k ∈ {1, 2, 4, 7} are linearly degenerate since ∇Y λk.rk = 0 for k ∈ {1, 2, 4, 7} ; and the fields associ-
ated with the remaining eigenvalues λk are genuinely non-linear. It should be mentioned here that
the field λ1, associated to αg, is linearly degenerate thanks to the choice of Ug for transporting αg
[32]. According to [32], two other velocities transport for αg allow to recover such a property: Ul
and (mlUl +mvUv)/(ml +mv). The choice between these three closures does not make consensus,
but it has been noticed in [51] that they give very close numerical results when the drag force is
accounted for.

When examining the set of eigenvectors, it can be noted that the fraction αg remains constant
when crossing the waves associated with λk, k ∈ {3, 5, 6, 7, 8}; and that conversely the velocity
Ug and the pressure Pl respectively do not change in the waves associated with λk, k ∈ {3, 5}
and λk, k ∈ {6, 8}. Then, when crossing a wave αg and Pl do not jump simultaneously, neither
do αg and the product PlUg. As a consequence, the non-conservative products that appear in the
momentum and energy equations of system (1) allow to define unique jump relations for the shocks
in the genuinely non-linear waves. The uniqueness of the definition of shocks is due to the linearly
degenerate nature of the field associated to λ1, see [32].

As shown in [60] for the Baer-Nunziato model, system (1) is symmetrizable in the variable Y
following the same argument. Indeed, the difference between the convection matrix A(Y ), given
by (20), and the convection matrix of the corresponding Baer-Nunziato model only consists in the
components associated with ya. In matrix A(Y ) this corresponds to the second line and second
column, which only contain a non zero term on the diagonal of A(Y ).

2.2.2. Some properties of the source terms

From now the properties that have been highlighted referred to the convective part of the
model. We now describe some properties that concern the source terms (10)-(12). We will focus
in particular on positivity properties for the fraction αg, for the partial masses ml and mg, and
for the temperatures Tl and Tg. Since some EOS, as the Stiffened Gas EOS, allow the internal
energy to become negative, we retain here the temperature and the density as the thermodynam-
ical quantities to be positive. We then consider uniform solutions of system (1) which are regular
in time and bounded. It is also assumed in the following that initial conditions are such that:
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αg(t = 0) ∈]0, 1[, mg(t = 0) > 0, ml(t = 0) > 0, Tg(t = 0) > 0 and Tl(t = 0) > 0. The source
terms Φg, Γl and Ψl are studied individually.

Pressure relaxation Φg.

The Ordinary Differential Equation (ODE) system associated with the term Φg, which is as-
sociated with the pressure relaxation effect, reads:

∂t (αg) = Φg,
∂t (mgEg) + Pl∂t (αg) = 0,
∂t (mlEl) + Pl∂t (αl) = 0,

∂t (ma) = ∂t (mg) = ∂t (mgUg) = ∂t (ml) = ∂t (mlUl) = 0.

(23)

From first equation of (23) we can obtain that:

∂t (αg(1− αg)) = (1− 2αg)Φg = αg(1− αg)
(1− 2αg)(Pg − Pl)

λP
.

As a consequence, provided that (1 − 2αg)(Pg − Pl)/λP remains bounded, αg(t) lies in ]0, 1[. We
straightforwardly get from the mass equations that: mg(t) > 0 and ml(t) > 0. In order to maintain
positive temperatures, the terms λP has to be modified. Indeed, by setting:

1

λP
=

TgTl
λ′P (Tg + Tl)

,

the energy equations, i.e. second and third equations of (23), ensure that the temperatures are
positive. Since we are dealing with regular solutions, these equations can be written:

mk

(
∂ek
∂Tk |ρk

∂t (Tk) +
∂ρk
∂Tk |ek

∂t (ρk)

)
= −Pl∂t (αk) ,

and by using the mass equations, it yields:

mk
∂ek
∂Tk |ρk

∂t (Tk) =

(
ρ2
k

∂ρk
∂Tk |ek

− Pl
)
∂t (αk) .

By combining the equations for l and g, we get:

∂t (TlTg) = TlTg(AgTl +AlTg), (24)

where:

Ak = αg(1− αg)

(
ρ2
k

∂ρk
∂Tk |ek

− Pl
)

(Pg − Pl)

λ′Pmk
∂ek
∂Tk |ρk

(Tg + Tl)

.

Hence, provided that (AgTl + AlTg) remains bounded, the temperatures are positive: Tl(t) > 0
and Tg(t) > 0.

Mass transfer Γl.

9



The ODE system associated with the mass transfer, i.e. the source term Γl, is:

∂t (αg) = ∂t (ma) = 0,
∂t (ml) = Γl,

∂t (mlUl) = Γl
Ul+Ug

2
,

∂t (mlEl) = Γl
UlUg

2
,

∂t (ml) + ∂t (mg) = 0,
∂t (mlUl) + ∂t (mgUg) = 0,
∂t (mlEl) + ∂t (mgEg) = 0,

(25)

where we have:

Γl =
ml −ml

λm
.

The liquid mass at equilibrium ml belongs to ]0,ml(t = 0) + mg(t = 0)[ (see section 2), hence,
second equation of system (25) implies that ml(t) also belongs to ]0,ml(t = 0) + mg(t = 0)[.
Thanks to the conservation of the total mass, i.e. fifth equation of (25), we deduce that mg(t) ∈
]0,ml(t = 0) +mg(t = 0)[. Moreover, first equation of system (25) straightforwardly gives that the
fraction αg belongs to ]0, 1[. Let us now turn to the temperatures. It should first be noted that
we get from (25) that:

∂t (mkek) = 0, k ∈ {l, g},

so that when combined with the mass equations, we obtain:

mk∂t (Tk) =

(
ρk
∂Tk
∂ρk |ek

− ek
∂Tk
∂ek |ρk

)
∂t (mk) .

Therefore, setting:
1

λm
=

TgTl
λ′m(Tg + Tl)2

,

and combining the temperature equation for each phase leads to:

∂t (TlTg) = TlTg (mlBl −mgBg) . (26)

with:

Bk =
Tk(ml −ml)

mgmlλ′m(Tg + Tl)2

(
ρk
∂Tk
∂ρk |ek

− ek
∂Tk
∂ek |ρk

)
.

As a consequence, provided that the term (mlBl −mgBg) remains bounded, the temperatures are
positive: Tl(t) > 0 and Tg(t) > 0.

Pure heat transfer Ψl.

The ODE system associated with the term Ψl is:
∂t (αg) = ∂t (ma) = ∂t (ml) = ∂t (mg) = 0,

∂t (Ul) = ∂t (Ug) = 0,
∂t (mlel) = Ψl,
∂t (mgeg) = −Ψl.

(27)
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It can be straightforwardly obtained that mk(t) > 0 and αg(t) ∈]0, 1[. As for the source terms Ψg

and Γl, we write the temperature equations, which read:

ml
∂el
∂Tl |ρl

∂t (Tl) = TgTl
mg ml

mgT 2
g +mlT 2

l

(Tg − Tl)
λT

= −mg
∂eg
∂Tg |ρg

∂t (Tg) ,

hence the evolution of the product of the pressure is:

∂t (TlTl) = TgTl

(
(Tg − Tl)

λT (mgT 2
g +mlT 2

l )

(
mgTg

∂Tl
∂el |ρl

−mlTl
∂Tg
∂eg |ρg

))
. (28)

As a consequence, provided that the terms in the parenthesis on the right hand side of (28) is
bounded, the temperatures remain positive: Tl(t) > 0 and Tg(t) > 0.

3. Numerical schemes

The overall numerical scheme is built on a fractional step approach using a Lie-Trotter splitting.
First, the convective part of the model is accounted for using a classical first-order finite-volume
approach. Numerical fluxes between the different cells are computed here thanks to the VFRoe-
ncv scheme [56] using the variables Y already defined in section 2.2.1. This approximate Godunov
solver is depicted in detail in [56]. In order to assess the implementation of this scheme, a verifi-
cation test case is proposed on the basis of a Riemann problem in Appendix C.

In the second step the source terms (11)-(13) are solved sequentially. In the following, the
numerical scheme associated with the drag force (13) and for the heat exchange (12) are classical
and they have been presented in several references [48, 49, 50, 51], we thus focus in this section on
the thermodynamical source terms (11) and (10). From now, we assume that the time-step ∆t is
given by the scheme used to solve the convective part, and that the approximated solution at time
tn is known. Since the time step is imposed by the convective scheme, we need to built implicit
schemes for the source terms in order to maintain a good accuracy and stability of numerical ap-
proximations. We detail below how to compute the approximated solution at time tn+1 = tn + ∆t
through the fractional steps associated with the source terms (11) (section 3.1) and (10) (section
3.2).

We insist on the fact that the numerical schemes are not restricted to the EOS used in sec-
tion 2.2. Moreover, it should be stressed out that the splitting of the system associated with the
fractional step algorithm complies with the entropy inequality without any constraint. Further-
more, in the schemes dedicated to each source term, conservation properties have been imposed
to the numerical approximated solutions when they are required for the associated continuous so-
lutions (i.e. total mass conservation, total momentum conservation and total energy conservation).

At last, we retain here the source terms (10), (11), (12), (13) without applying the normalization
by the temperature as proposed in 2.2.2. In order to get similar magnitudes in the choice of the
time-scale, the following normalizations are applied : λP = P0λ

′
P and λT = λ′T/CV,0, where P0

is a reference pressure and CV,0 is a reference heat capacity. With these choices, λ′P and λ′T are
time-scales, as λm and λU .
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3.1. An algorithm for the pressure relaxation term

For this step we need to compute approximated solutions of system of ODE (23). Algorithms
have been proposed for instance in [52, 48, 49, 11] for the pressure relaxation. The scheme proposed
here relies on the same kind of techniques but it takes advantage of the liquid entropy equation
to limit the number of terms that have to be taken explicit. In fact we propose an implicit
Euler scheme for all the quantities. The sole relaxation parameter λP is explicit. System (23)
straightforwardly provides the solutions:

ma(t
n+1) = ma(t

n), mg(t
n+1) = mg(t

n), ml(t
n+1) = ml(t

n), (29)

Ug(t
n+1) = Ug(t

n), Ul(t
n+1) = Ul(t

n). (30)

It should be noted that thanks to (5), we get with Γl = Dl = Ψl = 0 that the liquid entropy is
constant for system (23). Hence we have:

sl(t
n+1) = sl(t

n).

The first three equations of system (23) can be written in an equivalent manner:

∂t (αg) = αg(1− αg)
(Pg − Pl)

λP
, (31)

∂t (sl) = 0, (32)

∂t (mgeg) + ∂t (mlel) = 0. (33)

Then, by integrating equations (32) and (33) between tn and t > tn, we get:

sl(t) = sl(t
n), (34)

mg(t
n)(eg(t)− eg(tn)) +ml(t

n)(el(t)− el(tn)) = 0. (35)

When considering the thermodynamical plane (ρl, sl) for the liquid phase, we get from (31) and
(35):

∂t (αg) =
αg(1− αg)

λP

(
Pg

(
αg

mg(tn)
, eg(t)

)
− Pl

(
ml(t

n)

(1− αg)
, sl(t

n)

))
, (36)

eg(t) = eg(t
n)− ml(t

n)

mg(tn)

(
el

(
ml(t

n)

(1− αg)
, sl(t

n)

)
− el(tn)

)
. (37)

By substituting eg(t) given by equation (37) into equation (36), we obtain an equation with a
sole unknown: αg(t). Note that λP also only depends on αg thanks to relations (29), (30), (34)
and (37). We have chosen here to approximate λP in an explicit manner: λP ∼ λP (αg(t = 0)).
Even with this simplification, solving explicitly equation (36) in αg can be difficult. Therefore, we
compute an approximated solution α∗g for αg at time tn+1 with the implicit Euler scheme:

α∗
g−αg(tn)

∆t
=

α∗
g(1−α∗

g)

λP (tn)

(
Pg

(
α∗
g

mg(tn)
, e∗g

)
− Pl

(
ml(t

n)
(1−α∗

g)
, sl(t

n)
))

e∗g = eg(t
n)− ml(t

n)
mg(tn)

(
el

(
ml(t

n)
(1−α∗

g)
, sl(t

n)
)
− el(tn)

)
.

(38)

Obviously, (38) is non-linear even for very simple equations of states. From a practical point of
view, dichotomy algorithm or quasi-Newton methods are used to find α∗g. Once the new fraction
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is computed, αn+1
g = α∗g, all the other quantities are updated explicitly using relations (29) for the

masses, (30) for the velocities, (38) for the energies and the gas fraction:

αn+1
g = α∗g,

mn+1
a = ma(t

n), mn+1
g = mg(t

n), mn+1
l = ml(t

n),

Un+1
g = Ug(t

n), Un+1
l = Ul(t

n),

en+1
l = el

(
ml(t

n)

(1− α∗g)
, sl(t

n)

)
,

en+1
g = eg(t

n)− ml(t
n)

mg(tn)

(
en+1
l − el(tn)

)
.

Properties of the algorithm.
It can be proved that (38) possesses a unique solution for α∗g on ]0, 1[ provided that the pressure
gap in equation (38) remains bounded. The details of the proof may be found in Appendix B.
By construction, the algorithm ensures the conservation of the total mass, the total momentum,
and the total energy. The partial masses are constant for this algorithm and they are thus positive.

3.2. Accounting for the mass transfer

The system of equations that allows to account for the mass transfer arises from the closures
(7) and (8) with Du = Ψl = 0. The equations for the total energies of system (25) can be written
in terms of the internal energies:

∂t (mlel) = 0, (39)

∂t (mgeg) + ∂t (mlel) = 0, (40)

which leads to the integration over [tn, t]:

mlel(t) = mlel(t
n), (41)

mgeg(t) = mgeg(t
n). (42)

Moreover, from the conservation of the total mass, we obtain:

ml(t) +mv(t) = ml(t
n) +mv(t

n) = mlv(t
n). (43)

The equilibrium liquid mass ml is defined as the liquid mass that realizes the maximum of the
entropy sm defined in section 2. If we exclude single-phase flow situations, the maximum of sm is
reached when its derivatives vanish. Hence, according to (14) and using (41)-(43), ml is the unique
solution of:

µl
Tl

(
αl(t

n)

ml

,
mlel(t

n)

ml

)
− µv
Tv

(
αv(t

n)

mlv(tn)−ml

,
mgeg(t

n)

mlv(tn)−ml

)
= 0. (44)

From a practical point of view, the equation above can be numerically solved by the mean of a
dichotomy algorithm or quasi-Newton methods. An important point to be quoted is that ml only
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depends on the quantities at time tn and it is thus constant when considering system (25). The
liquid mass equation issued from system (25) is then:

∂t (ml(t)) =
ml(t

n)−ml(t)

λm(t)
. (45)

If the time-scale λm does not depend of the partial masses mv and ml, it is also constant and
equation (45) can be straightforwardly integrated on [tn, t]. In the general case, when the form of
λm does not permit an exact integration, an approximated solution for system (45) is obtained by
computing the exact solution of system:

∂t (ml(t)) =
ml(t

n)−ml(t)

λm(tn)
. (46)

which corresponds to system (45) where the time-scale λm has been fixed to its value at time tn.
We thus get:

ml(t) = ml(t
n) + (ml(t

n)−ml(t
n))
(
1− exp−(t−tn)/λm(tn)

)
,

and, hence we set:

mn+1
l = ml(t

n + ∆t) = ml(t
n) + (ml(t

n)−ml(t
n))
(
1− exp−∆t/λm(tn)

)
. (47)

Once mn+1
l is computed, mv, mgeg and mlel are updated according to relations (41)-(43):

αn+1
g = αg(t

n), mn+1
a = ma(t

n),

mn+1
v = ml(t

n) +mv(t
n)−mn+1

l ,

(mlel)
n+1 = mlel(t

n),

(mgeg)
n+1 = mgeg(t

n).

It remains to update the velocities. Since the mass equations have been solved, the term Γl in the
momentum equation of system (25) is known. Let us set Γ∗l ∆t = mn+1

l −ml(t
n). The subsystem

for updating the velocities is then:

ml∂t (Ul) = Γ∗l
Ug − Ul

2
, (48)

mg∂t (Ug) = −Γ∗l
Ug − Ul

2
. (49)

We then approximate the factor mk on the left hand side by a constant value m̃k which can be: the
value at time tn, or the value at time t (which arises from the integration of the mass equation),
or a barycentric combination of these two values. Since m̃k is constant, we now have to integrate
the equations:

∂t (Ul) =
Γ∗l
m̃l

Ug − Ul
2

, (50)

∂t (Ug) = − Γ∗l
m̃g

Ug − Ul
2

. (51)

Equations (50)-(51) can be exactly integrated by considering the relative velocity Ul −Ug and the
momentum conservation. Indeed the equation for the relative velocity reads:

∂t (Ul − Ug) = −Γ∗l

(
1

m̃l

+
1

m̃l

)
Ul − Ug

2
, (52)
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and it gives the solution:

Ul(t)− Ug(t) = (Ul(t
n)− Ug(tn)) exp

(
−(t− tn)Γ∗l

(
1

m̃l

+
1

m̃l

))
.

Then, when combined with the equation of conservation of the total momentum:

ml(t)Ul(t) +mg(t)Ug(t) = ml(t
n)Ul(t

n) +mg(t
n)Ug(t

n),

one obtains a 2 × 2 linear system in (Ul(t), Ug(t)) allowing to update the velocities. It should be
noted that the relative velocity may increase or decrease depending on the sign of Γ∗l .

Properties of the algorithm.
Thanks to its definition (44), ml(t

n) belongs to ]0,mv(t
n)+ml(t

n)[. Then, since the update for the
liquid mass (47) is a barycentric formula, it implies that mn+1

l ∈]0,mv(t
n)+ml(t

n)[. Thanks to the
total mass conservation, we get that mn+1

v also belongs to ]0,mv(t
n)+ml(t

n)[. The fraction αg and
the energies mkek are constant. Moreover, once the term Γ∗l has been computed, the energies mkek
and the velocities are updated using exact integrations. Hence these updates are in agreement
with the total energy equation of (25), and thus they agree with the total energy conservation for
the mixture. At last, momentum conservation for the mixture is enforced by construction.

4. Simulation of the blowdown of a pressurized pipe containing hot water

We are interested here in the blowdown experiments reported in [61]. These experiments are
representative of the Loss Of Coolant Accident (LOCA). LOCA scenarii are classical for the safety
studies in the nuclear domain. They represent the situation where a breach occurs on the primary
circuit of a Pressurized Water Reactor (PWR). In these scenarii, the coolant in the primary circuit
contains water at 300◦C which is pressurized at 150 bars. Hence, when a breach occurs in this
circuit a vaporization front is propagated into the circuit, and a jet expels through the breach the
steam created into the circuit. Initial condition for such a situation corresponds to single phases
inside (water) and outside (air) the circuit. When using a two-velocity model, as the Bear-Nunziato
model for instance, one has to initialize the computation with a mixture of water and steam inside
and outside the circuit. This is due to the set of equations and to the variables that are not defined
for pure single phase situations. Then two drawbacks can be noted. First, the outside of the cir-
cuit is filled with hot steam (with a small amount of liquid water) which may not behaves exactly
as air. Secondly, in the pipes one has to set initial conditions such that the amount of vapor is
sufficient to avoid its complete condensation before the arrival of the depressurization waves, see
[12] for instance. Unfortunately, it is known that a small amount of gas in the liquid can modify
the speed of propagation of the wave in the mixture, see [50, 62] or the results of section 4.1. By
using the present model with a mixture of air, liquid and vapor in the pipes, equilibrium states
with very small amount of gas can be used as initial conditions. Hence mass transfer is avoided
before the arrival of the depressurization waves without modifying their speed of propagation.

The test case investigated here is associated with the experimental facility SUPERCANON
[61]. It was set up to measure the sudden depressurization of heated water from 150 bars to
1 bar, which is representative of a LOCA in the primary circuit of a PWR. Figure 1 is a sketch
of the facility. A tube (100 mm of inner diameter and 4.389 m long) is filled with water and
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Figure 1: Sketch of the SUPERCANON configuration. The pressure is measured at the points P1, ..., P6 and the
vapor fraction is measured at the point Pt.

closed with a cap. The water is heated and when the operating conditions are reached (in pressure
and temperature), the cap is released by a system based on an exploding cordon. This release
is assumed to be almost instantaneous with respect to the fluid phenomena. The pressure in the
tube is measured at six different locations P1,..,6, and the vapor fraction is measured at the point
Pt (see figure 1). Three different initial temperatures have been tested for the liquid water in the
tube: 280◦C, 300◦C and 320◦C, which respectively correspond to: the temperature at the inlet of
the core, the mean temperature in the core and the temperature at the outlet of the core. More-
over, different breach diameters have been used at the outlet of the tube, but we only focus here
on the case with a fully opened tube. We also restrict ourselves to the initial temperature of 300◦C.

The scenario of the experiment is the following [63]. When the cap is released, a “saturation”
wave travels from the cap location to the end of the tube. Due to this wave, the temperature in
the pipe remains almost constant and the pressure drops to the saturation pressure at the initial
temperature: P = Psat(573.15 K) = 86 105 Pa. Then, a vaporisation front travels into the pipe
and the vapor fraction starts to increase. The vaporisation front is a two-phase phenomenon and
it travels much slower than the “saturation” wave which occurs in pure liquid water. Through the
vaporisation front, the vapor fraction increases and both the pressure and the temperature drop
again. The sketch of the time evolution of the pressure at points P1 is plotted in figure 2 for two
different experimental runs based on the “same conditions”. The blue curve represents the typical
pressure profile at P1 that is obtained when enforcing the thermodynamical equilibrium in the
simulations, which means that all the relaxation time scales in the source terms defined in section
2.1 are set to zero. For this experimental setting, the numerical results obtained by considering
the thermodynamical equilibrium seems not in agreement with the experimental data. Indeed, for
this experiment, the two phases are likely to be out of the thermodynamical equilibrium [19]. As
a consequence, the response of the model should be sensitive to the choice of the time-scale arising
in the relaxation source terms, as shown for instance in [13] (when considering another model) or
in [50, 51].

The computational domain is [0, 10 m]. The domain x < 4.389 m corresponds to the pipe and
it initially contains a mixture of air, liquid and vapor at equilibrium and at 150 bars and 300◦C ;
while the domain x > 4.389 m corresponds to the experimental room in which the discharge of the
pipe occurs. It contains a mixture at equilibrium at 1 bar and 20◦C. The pipe-domain contains a
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Figure 2: Sketch of the time evolution of the pressure at the point P1. The black curves represent experimental
measurements for two different runs (for the same conditions). The blue curve represents the pressure profile
simulated when considering the thermodynamical equilibrium.

liquid fraction close to 1 and a small amount of vapor and air ; whereas the room-domain contains a
small quantity of liquid. The left boundary condition is a wall, while the right boundary condition
is an outlet. We are interested in the pressure values at x = 0.5 m, which is near the wall at the
end of the pipe. The thermodynamical behavior of the liquid is modeled by a Stiffened Gas EOS,
while air and vapor are modeled by a perfect gas law. Their parameters are gathered in table 1.
Several simulations are performed using different times scales.

k = l k = v k = a
CV,k (J/K/kg) 1.452904592629688 103 4.441148752333071 103 7.18 102

γk (−) 1.614924811807376 1.085507894797296 1.4000231
Πk (Pa) 3.563521398523755 108 0 0
Qk(J) 0 0 0

s0
k (J/K/kg) 0 −4.769786773517021 104 0

Table 1: Parameters for the EOS for the three components.

Several simulations are performed in order to investigate the influence on the results of the
different parameters of the model. We first study the influence of the gas/liquid fraction used as
initial condition in the pipe. Then several relaxation times are considered for the different source
terms. Since the model contains four relaxation source terms, performing a complete matrix of
test cases leads to a huge amount of computations. We then restrict ourselves by changing one
time-scale while keeping the others fixed. Obviously, this choice is arbitrary and it cannot be
representative all the possible configurations, but it allows to highlight some influences of the
time-scales on the results. In these simulations, a particular focus is set on the pressure under-
shoot that is observed for the experimental data with the squares in figure 2. This undershoot is
associated with a non-equilibrium situation and it strongly depends on the relaxation time-scales
as already shown by [13, 14, 36, 50, 12, 62]. Moreover, it is known that with stiffened gas EOS,
the vaporization front travels too fast and that more accurate EOS are required in order to catch
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this front accurately, see [13, 14, 36].

Remark. From a practical point of view, instantaneous relaxation (i.e. when a time scale is
set to zero) is achieved by setting the associated numerical time-scale to 10−35 s. Considering that
for the test cases the time steps are much larger than 10−35 s, this allows to recover a numerical
relaxation up to the round-off error.

4.1. Influence of the gas fraction in the pipe

We first study the results of simulation for different values of the initial gas fraction in the pipe.
We thus choose the following liquid fractions: αl = {0.99995, 0.9995, 0.995, 0.95}. The gas phase
is then composed of the mixture of air and vapor ensuring the thermodynamical equilibrium with
a mixture pressure of 150 bars and a temperature of 573.15 K. The thermodynamical equilibrium
is then enforced during all the simulations by choosing λP = λm = λT = λU = 0.

The pressure at point P1, which is at a distance of 0.5 m of the end of the left wall, is plotted
with respect to the time in figure 3. It can first be noticed that the gas fraction has a great influ-
ence on the results at a given mesh size. Indeed, the less gas there is in the liquid, the more the
waves present stiff profiles. The smoothing of the stiff waves clearly arises from the higher com-
pressibility of the liquid/gas mixture when the gas fraction increases. Moreover, it clearly appears
on figure 3 that the first depressurization wave travels faster when the gas fraction is low, which
is in accordance with [50, 62]. When compared with the experimental results, it seems that the
SUPERCANON experiments were performed with a mixture that contained a very low fraction of
gas. So, in the following, we focus on the case with αl = 0.99995.

The different results for the three different meshes (see the bottom right plot in figure 3) clearly
show that the convergence of the approximated solution (at the scale of the plots) require a smaller
mesh size when the liquid fraction is important. This is obviously due to the stiffer wave profiles
arising for low gas fractions. In the following section, we choose the mesh with 2000 cells for the
different computations.

4.2. Influence of the mass transfer

In this section the liquid fraction αl in the pipe is chosen equal to 0.99995 and the influence of
the mass transfer time-scale λm is investigated. The temperature, pressure and velocity equilibrium
are imposed by choosing λP = λT = λU = 0. The computations are then performed with a time-
scale λm = {10−4 s, 10−5 s, 10−6 s, 10−7 s} and the results are reported in figure 4. The pressure
undershoot is very sensitive to the time-scale for the mass transfer. For λm < 10−5 s the pressure
profile is very close to the results for λm = 0 and for λm > 10−4 s the pressure undershoot is
too important with respect to the experimental data. The range of values for λm seems thus very
restricted. From now, λm is chosen equal to 10−5 s which appears in figure 4 to give a value of the
pressure undershoot close to the one observed in the experiments.

4.3. Influence of the temperature relaxation

We set here αl = 0.99995 and λm = 10−5 s. The pressure and velocity equilibrium are imposed
by choosing λP = λU = 0. Several values for the temperature relaxation time-scale are used:
λT = {10−4 s, 10−5 s, 10−6 s, 10−7 s}. The pressure at point P1 is plotted in figure 5 for the
different values of λT . As for the mass transfer relaxation time-scale, the time-scale for pressure
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Figure 3: Comparisons for the pressure at point P1 for different liquid fractions and different mesh sizes.
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Figure 4: Comparisons for the pressure at point P1 for αl = 0.99995 and for different time-scales for the mass
transfer λm. The figure on the right represents a zoom on the pressure undershoot.

relaxation has a great influence on the pressure undershoot. For λT < 10−5 s the pressure profile is
very close to the results for λT = 0 and for λT > 10−4 s the pressure undershoot is too important
with respect to the experimental data. The time-scale retained for the next simulations is then
equal to 10−5 s.

4.4. Influence of the pressure relaxation

We set here αl = 0.99995 and λm = λT = 10−5 s. The velocity equilibrium are imposed
by choosing λU = 0. Several values for the temperature relaxation time-scale are used: λP =
{10−5 s, 10−6 s, 10−7 s}. The results are very sensitive with respect to λP . The time-scale λP =
10−4 s leads to a divergence of the simulations because of a loss of hyperbolicty. The latter is due
to a negative temperature because of the parameters Qk and Πk. Since the numerical scheme is
based on the variable ek and ρk (in order to compute easily the correct shocks), it may happen
that an approximated value (ρk, ek) leads to a negative temperature, see also Appendix A. This

19



 0

 2x106

 4x106

 6x106

 8x106

 1x107

 1.2x107

 1.4x107

 1.6x107

 0  0.02 0.04 0.06 0.08  0.1  0.12 0.14 0.16

P
re

s
s
u
re

 (
P
a
)

Time (s)

Pressure near the tube's end for different relaxation times.

M=10-5 s+T=10-4 s

M=10-5 s+T=10-5 s

M=10-5 s+T=10-6 s

M=10-5 s+T=10-7 s

M=10-5 s+T=0 s

 0

 2x106

 4x106

 6x106

 8x106

 1x107

 1.2x107

 1.4x107

 1.6x107

 0  0.002  0.004  0.006  0.008  0.01

P
re

s
s
u
re

 (
P
a
)

Time (s)

Pressure near the tube's end for different relaxation times.

M=10-5 s+T=10-4 s

M=10-5 s+T=10-5 s

M=10-5 s+T=10-6 s

M=10-5 s+T=10-7 s

M=10-5 s+T=0 s
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relaxation λT . The figure on the right represents a zoom on the pressure undershoot.

drawback is associated with the Stiffened Gas EOS and our choice of a convection scheme based
on the variablesek and ρk.
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Figure 6: Comparisons for the pressure at point P1 for αl = 0.99995 and for different time-scales for the pressure
relaxation λP . The figure on the right represents a zoom on the pressure undershoot.

4.5. Realistic model for the relaxation time scales

In the previous sections we have only considered constant and uniform time-scales. Some
previous results clearly show that for this experiment, more complex laws for the time-scales
seem to allow to provide more realistic results, see for instance [12, 13, 14]. In [12], a relaxation
time-scale has been proposed for simulating the SUPERCANON experiment with a liquid-vapor
Baer-Nunziato model. It has been adapted from the time-scale proposed in [7] for the simulation of
the flashing of superheated liquid flow in a nozzle. It should indeed be noted that in [7] the model
was different. The latter was a classical homogeneous model enforcing the pressure equilibrium and
assuming that the vapor is always at saturation. We propose here to modify the parameters of the
time-scale law in order to recover at least qualitatively the behavior observed on the experimental
data. We thus set λU = λP = λT = 0 and the law for the mass transfer time-scale is:

λm =

 6.51 10−4(αv)
−0.257

(
Psat(T )−P
Pc−Psat(T )

)−1.76

, if P < 106 Pa;

3.84 10−10(αv)
−0.84

(
Psat(T )−P
Psat(T )

)−5

, otherwise.
(53)
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In figure 7 the simulation results are compared with the experiment data : pressure at point
P1 and volume fraction of vapor at point Pt are compared while using either λm = 0 (equilibrium
simulation) or modified correlation (53). It clearly appears that, in comparison with the equilibrium
simulation, the vaporization is delayed when using the law given by (53). With the latter, the
pressure undershoot after the first arrival of the first depressurization can be observed on the
numerical results, even if it qualitatively does not perfectly match with the pressure undershoot
of the experimental data. In the same way, the arrival of the vaporization front arises too early
with respect to the experimental data. That point can be at least partially explained by the use
of Stiffened Gas laws. Indeed, it has been shown in [14, 36] that the use of more accurate phasic
equations of states highly improves qualitatively the results. In particular the Stiffened Gas EOS
seems to lead to a vaporization front that travels too fast towards the end of the tube.
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(black crosses +), the equilibrium simulation for λm = 0 (red line) and the simulation using the correlation (53)
(blue line). Initial condition in the pipe corresponds to a volume fraction of liquid αl = 0.99995.
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5. Conclusion

The model studied in the present paper allows to deal with incondensable/steam/water flows.
The main additional assumptions with respect to the model proposed in [21] is that the two misci-
ble phases, i.e. the steam and the incondensable gas, are at thermal equilibrium and at kinematic
equilibrium. The resulting set of equations is then very close to the classical Baer-Nunziato model.
This enables to inherit from all the work that has been done in the past decade to build numerical
schemes for the convection part of this class of model.

Considering the interfacial exchanges, a mass transfer source term as proposed in [55] has been
tested. Moreover, a new robust and efficient numerical scheme for the pressure relaxation effect
has been introduced. This scheme can be applied with any EOS (provided that the latter is in
agreement with the result of uniqueness of Appendix B) and it is strongly related to the form of
the exact solution associated with the pressure relaxation subsystem.

In [12], the time-scale for the mass transfer and the temperature relaxation are assumed to be
linked. In our numerical tests, we did not consider such an assumption. It could be interesting to
test such a link by using other source term models proposed in [55]. Indeed, in the latter source
terms involving a unique time-scale have been proposed for the thermodynamical relaxation effects
(mass transfer, pressure relaxation and temperature relaxation). This proposition of source term
is clearly inspired from the homogeneous model as studied for instance in [34, 53, 54, 62, 36] among
many others. Moreover, in [35, 36] such an homogeneous model for steam-water flows including
incondensable gases has been tested together with complex EOS. The results seem satisfactory
and these EOS could be applied to the present model.
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Appendix A. Mixture EOS for the phase g

In this appendix, we deduce the EOS of the gas phase from the EOS of phases a and v and
from temperature equilibrium assumption, as for instance in [64, 65, 59]. We first consider the
general case and the specific case of Stiffened Gas EOS is then examined. For this particular EOS,
it can be proved that the mixture EOS for the gas phase corresponds to a Stiffened Gas EOS for
a fixed incondensable fraction ya = ρa/ρg.

Appendix A.1. The mixture EOS for the gas phase: general case

Before all, we assume that the thermodynamic behavior of each phase k = {l, v, a} is given by
the mean of its specific entropy sk as a function of the specific internal energy ek and the specific
volume τk = 1/ρk:

sk : (τk, ek) ∈ (R+)2 7→ sk(τk, ek).
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The specific entropies are supposed to be in C(R2
+) and strictly concave with respect to (τk, ek) on

(R+)2. Moreover, we assume that:
∂sk
∂ek |τk

> 0.

The phasic temperature Tk and the phasic pressure Pk of each phase is then defined thanks to the
phasic entropy sk and to the Gibbs relation:

Tkdsk = dek + Pkdτk,

which yields:
1

Tk(τk, ek)
=
∂sk
∂ek |τk

and
Pk(τk, ek)

Tk(τk, ek)
=
∂sk
∂τk |ek

.

We examine now the properties of the mixture of the phases.

The gas fraction αg is related to the vapor fraction αv, to the incondensable fraction αa and
to the liquid fraction αl through the relations: αg = αv = αa and αl + αg = 1. The former arises
from the miscibility of the phases v and a, see for instance [20, 21]; whereas the latter represents
a statistical conservation property of the whole mixture [57, 50, 51].

If we denote respectively by Mk (in kg), Vk (in m3) and Ek (in J) the mass, volume and energy
of phase k ∈ {a, v}, we have for the gas phase: Mg = Ma +Mv, Eg = Ea + Ev and Vg = Va = Vv.
The latter equalities directly traduce that the phases a and v are immiscible in a perfect manner,
so that they occupy the same volume [20, 21]. Thus the density of phase g is:

ρg =
Mg

Vg
=
Ma +Mv

Vg
=
Ma

Vg
+
Mv

Vg
=
Ma

Va
+
Mv

Vv
= ρa + ρv, (A.1)

and, in the same way, we get that the volumetric internal energy of phase g, ρgeg = Eg/Vg with
eg = Eg/Mg the specific internal energy, reads:

ρgeg = ρaea + ρvev (A.2)

To these relations, one must add the temperature equilibrium assumption between phases a and
v which reads:

Ta(τa, ea) = Tv(τv, ev).

Let us be more explicit on all these variables and the closures of the model. If one assumes that
the set of the conservative variables:

W = (αg, ρa, ρg, Ug, eg, ρl, Ul, el),

is the unknown of system (1), all the other quantities have to be defined with respect to W . We
focus here on the thermodynamical part of the model. Following the assumptions proposed above,
we have:

ρg = ρa + ρv, (A.3)

ρgeg = ρaea + ρvev, (A.4)

Ta(τa, ea) = Tv(τv, ev). (A.5)
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Equation (A.3) straightforwardly gives ρv with respect to W ; whereas equations (A.4) and (A.5)
form a 2×2 non-linear subsytem that allows to get ea and ev from W . Once solved, all the densities
ρk and the specific internal energies ek, k ∈ {a, l, v}, are known with respect to W , and thus are
known: the phasic specific entropies sk, the phasic temperatures Tk and pressures Pk, k ∈ {a, l, v}.
Subsystem (A.4) and (A.5) can be reduced to a sole equation by introducing ρv from equation
(A.3) and ev from (A.4) into equation (A.5). It yields a non-linear equation for finding ea:

Ta (ρa, ea) = Tv

(
ρg − ρa,

ρgeg − ρaea
ρg − ρa

)
. (A.6)

Let us denote ea 7→ F(ea) the function defined on ]ea,m(ρa), ea,M(ρa)[ by:

F(ea) = Ta (ρa, ea)− Tv
(
ρg − ρa,

ρgeg − ρaea
ρg − ρa

)
,

where ea,m(ρa) is the minimal energy of phase a above which Ta ≤ 0 and ea,M(ρa) is the minimal
energy of phase a above which Tv ≤ 0. Solving equation (A.6) is then equivalent to find ea such
that F(ea) = 0. The latter has a unique solution when the following sufficient conditions are
fulfilled:

∂Tk
∂ek |τk

> 0, k = {a, v}, (A.7)

lim
ea→ea,m(ρa)

(
Ta(ρa, ea)− Tv

(
ρg − ρa,

ρgeg − ρaea
ρg − ρa

))
< 0, (A.8)

lim
ea→ea,M (ρa)

(
Ta(ρa, ea)− Tv

(
ρg − ρa,

ρgeg − ρaea
ρg − ρa

))
> 0. (A.9)

Condition (A.7) ensures that ea 7→ F(ea) is a strictly increasing function. Since F is con-
tinuous, conditions (A.8) and (A.9) then guarantees that F(ea) = 0 has a unique solution on
]ea,m(ρa), ea,M(ρa)[. It remains to define the pressure Pg and the temperature Tg for the gas phase.
For that purpose, we focus on the entropy of phase g.

The entropy of the gas phase sg is defined as the sum of the entropies of phases a and v by (3):

ρgsg = ρasa(ρa, ea) + ρvsv(ρv, ev),

where ρg and eg have been defined above by equations (A.1) and (A.2). When using system (1),
one can get the equation of time and space evolution for entropy sg:

∂t (αgρgsg) + ∂x (αgρgUgsg) + αg

Tg
(Pg − Pa − Pv)∂x (Ug) =

Φg

Tg
(Pa + Pv − Pl) + Γl

µv
Tv
− 1

Tg

(
SEl − UgSul +

U2
g

2
Γl

)
,

(A.10)

where the temperature equilibrium assumption Tg = Ta = Tv holds. Then, for the entropy to be
conserved along the streamlines of phase g (when no source terms are accounted for), we have to
set Pg − Pa − Pv = 0, which corresponds to the classical Dalton’s law:

Pg = Pa(τa, ea) + Pv(τv, ev). (A.11)

The temperature Tg is generally not explicitly known with respect to W . Indeed, it arises from
the solution of non-linear equation (A.6), but it only depends on W .
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Appendix A.2. The mixture EOS for the gas phase: Stiffened Gas phasic EOS

We consider from now that the two phases a and v follow a Stiffened Gas EOS, and thus that
their specific entropies are defined by (17). For k ∈ {a, l, v}, the phasic pressure and temperature
is then:

Pk(τk, ek) = (γk − 1)
ek −Qk

τk
− γkΠk, and Tk(τk, ek) =

ek −Qk − Πkτk
CV,k

.

The pressure can also be written in terms of the temperature and specific volume:

Pk = (γk − 1)CV,k
Tk
τk
− Πk. (A.12)

Moreover, for k ∈ {a, l, v} the sound speed ck is given by:

c2
k(τk, ek) = γk(γk − 1)(ek −Qk − Πkτk) = γk(γk − 1)CV,kTk. (A.13)

Let us define the mass fraction ya of phase a and the energy fraction za of phase a:

ya = ρa/ρg, za = ρaea/(ρgeg) = yaea/eg.

We recall that the quantities of the phase g are given through the relations:

ρg = ρa + ρv,
eg = yaea + (1− ya)ev,
sg = yasa + (1− ya)sv,
Pg = Pa + Pv,
Tg = Ta = Tv.

First of all, it should be noted that the energy fraction za is not an unknown: it can be expressed
as a function of ya, τg and eg. Indeed, the temperature equilibrium relation (A.6) can be written
using the relations above:

Ta

(
τg
ya
, za

eg
ya

)
= Tv

(
τg

1− ya
, (1− za)

eg
1− ya

)
,

and, hence, when τa, τg and eg are given, za is obtained through the temperature equilibrium.
When considering the Stiffened Gas EOS, za can be explicitly written. It reads:

za(ya, τg, eg) =

eg
(1−ya)CV,v

+ yaQa−Πaτg
yaCV,a

− (1−ya)Qv−Πvτg
(1−ya)CV,v(

1
yaCV,a

+ 1
(1−ya)CV,v

)
eg

. (A.14)

When summing the temperature formulae and accounting for the temperature equilibrium
Tg = Ta = Tv, we get:

CV,g(ya)Tg = eg −Qg(ya)− Πg(ya)τg, (A.15)

with CV,g(ya) = (yaCV,a + (1− ya)CV,v), Qg(ya) = (yaQa + (1− ya)Qv) and Πg(ya) = Πa+Πv. The
pressure Pg can be obtained by summing the formula (A.12) for the pressures Pk with Tg = Ta = Tv,
we then get:

Pg = (γg(ya)− 1)CV,g(ya)
Tg
τg
− Πg(ya), (A.16)
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with γg(ya)CV,g(ya) = (yaγaCV,a + (1− ya)γvCV,v). Then, when substituting in equation (A.16)
the temperature Tg by (A.15), we obtain:

Pg = (γg(ya)− 1)
eg −Qg(ya)

τg
− γg(ya)Πg(ya), (A.17)

We finally turn to the entropy of phase g, and after some calculus, entropy sg reads:

sg(ya, τg, eg) = CV,g(ya) ln
(
(eg −Qg(ya)− Πg(ya)τg)τ

(γg(ya)−1)
g

)
+ s0

g(ya). (A.18)

For a fixed mass fraction ya, the mixture g behaves as a Stiffened Gas. We have indeed with (A.15)
and (A.16):

∂sg
∂eg |τg ,ya

=
1

Tg
and

∂sg
∂τg |eg ,ya

=
Pg
Tg
.

The sound speed in the phase g is defined through relation (22) and in each pure phase the
sound speed is given by definition (21). With the Stiffened Gas EOS, the sound speed in each
pure phase k ∈ {a, l, v} is given by equation (A.13). Then, thanks to definition (22) and to the
temperature equilibrium assumption, one gets for phase g:

c2
g(ya, τg, eg)

γg(ya)
= ya

c2
a

γa
+ (1− ya)

c2
v

γv
. (A.19)

As a consequence, when the phasic sound speed ca and cv are in R+, then cg is also in R+.

Sufficient conditions (A.7)-(A.9) have been introduced in order to ensure that the energies ea
and ev are defined in a unique manner through the closures (A.3)-(A.5). In the specific case of
the Stiffened Gas EOS, these conditions are superfluous. Indeed temperature equilibrium can be
solved explicitly by using za (A.14). Depending on the choice of the different EOS parameters, za
may not belong to [0, 1]. This is a discrepancy which can be associated with the Stiffened Gas EOS.
In particular, this EOS authorizes the energy to be non-positive if the parameter Qk is negative.

Appendix B. Uniqueness of the solution for the pressure relaxation algorithm

The aim of this section is to prove that equation (38) has a unique solution on ]0, 1[ provided
that the EOS fulfill some assumptions. We recall that (38) is the key equation for the algorithm of
pressure relaxation described in section 3.1. Once it is solved, all the other quantities are explicitly
computed. Hence, if equation (38) has a unique solution on ]0, 1[, the whole algorithm possesses a
unique solution for the whole conservative variable.

The first equation of (38) can be written:

α∗g − αg(tn) = α∗g(1− α∗g)An(α∗g), (B.1)

where the liquid EOS is written in the (τl, el)-plane:

An(α∗g) =
∆t

λP (tn)

(
Pg

(
α∗g

mg(tn)
, e∗g

)
− Pl

(
(1− α∗g)
ml(tn)

, sl(t
n)

))
,
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and

e∗g = eg(t
n)− ml(t

n)

mg(tn)

(
el

(
(1− α∗g)
ml(tn)

, sl(t
n)

)
− el(tn)

)
.

In section (3.1), the liquid EOS is written in the (ρl, el)-plane, the use of the (τl, el)-plane here is
equivalent.

First, when An,∗ = 0, the solution of (B.1) is obviously unique. So, let us assume that An,∗ 6= 0.
Let us define on α∗g ∈]0, 1[ the function α∗g 7→ Fn(α∗g) as:

Fn(α∗g) =
α∗g − αg(tn)

α∗g(1− α∗g)
−An(α∗g). (B.2)

The derivative of F with respect to α∗g is then:

dFn(α∗g)
dα∗g

=
(α∗g)

2 − 2αg(t
n)α∗g + αg(t

n)2

(α∗g(1− α∗g))2

− ∆t
λP (tn)

(
1
mn
g

∂Pg
∂τg

n,∗

|eg
+

1

mn
g

∂Pg
∂eg

n,∗

|τg

∂el
∂τl

n,∗

|sl
+

1

mn
l

∂Pl
∂τl

n,∗

|sl

)
.

(B.3)

For αg(t
n) ∈]0, 1[, the first term on the left hand side of equation B.3 is strictly positive. Then, if

one assumes that the EOS of phases l and g fulfill the inequalities:

∂Pg
∂τg |eg

≤ 0;
∂Pg
∂eg |τg

≤ 0;
∂el
∂τl |sl

≥ 0;
∂Pl
∂τl |sl

≤ 0; (B.4)

we get that α∗g 7→ Fn(α∗g) is strictly increasing on ] ∈]0, 1[. It should be noted that for Stiffened
Gas EOS, these inequalities are equivalent to:

Pg + γg(ya)Π(ya) ≥ 0; Pl ≥ 0.

Moreover, if the pressure laws for the phases g and l are such that:

∀eg, lim
τg→0+

Pg(τg, eg) = +∞, and ∀sl, lim
τl→0+

Pl(τl, sl) = +∞, (B.5)

we get that:
lim

α∗
g→0+
An(α∗g) = +∞, and lim

α∗
g→1−
An(α∗g) = −∞.

Conditions (B.5) thus imply that

lim
α∗
g→0+
Fn(α∗g) = −∞, and lim

α∗
g→1−
Fn(α∗g) = +∞.

Assuming conditions (B.4), (B.5) and that αng ∈]0, 1[, the theorem of the intermediate values ap-
plied to function α∗g 7→ Fn(α∗g) on ]0, 1[ then gives the results that (B.1) admits a unique solution
on ]0, 1[.

It should be noted that conditions (B.5) are fulfilled by the Stiffened Gas EOS.
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Figure C.8: Sketch of the Riemann problem.

Appendix C. Verification test case on the basis of a Riemann problem

The aim of this section is to present a verification test case for the convective part of the model
proposed in section 2. The associated system is hyperbolic and shock waves are defined in a unique
manner. We thus propose here to solve a Riemann problem. The solution of this Riemann problem
is then used for comparison with the approximate solutions computed by the VFRoe-ncv scheme
[56] using the variable Y (see section 2.2.1).

Building Riemann problems for two-fluid models based on the Baer-Nunziato model can be
tricky when considering a general problem defined by the right and left states. We thus follow
a classical way to build a Riemann problem: one of the states is given and the other states are
computed by choosing the complete waves structure. The computation of a new state from a
known state (across a wave) is performed on the basis of jump relations or Riemann invariants
depending on the nature of the wave that separates these two states. We restrict here to shock
waves and contact waves. Indeed, rarefaction waves require more complex computations which
may lead to larger computation errors and inaccurate comparisons. The Riemann problem chosen
here is composed of two intermediate states Z1 and Z2, and the four states are then separated by
two shock waves and the contact wave Ug. The setting is depicted in figure C.8. The left state ZL
and the intermediate state Z1 are separated by a Ul − cl shock wave. The right state ZR and the
intermediate state Z2 are separated by a Ug + cg shock wave. The two intermediate states Z1 and
Z2 are separated by the contact wave Ug. The other waves are supposed to be ghost waves.

The properties of the convective part of the model are recalled in section 2.2.1. In the shock
waves, the fraction αg is constant so that the classical single-phase Rankine-Hugoniot relations are
recovered for each phase l and g:

−σ[ρk] + [ρkUk] = 0,
−σ[ρkUk] + [ρkU

2
k + Pk] = 0,

−σ[ρkEk] + [Uk(ρkEk + Pk)] = 0,
(C.1)

for k = {l, g}. For the contact wave, the connection between the states Z1 and Z2 is performed
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through the five following Riemann invariants:

IUg = {Ug, sl, αlρl(Ul − Ug), αlPl + αgPg + αlρl(Ul − Ug)2, el + Pl/rhol + (Ul − Ug)2/2}. (C.2)

Computing the different states is classical and it is not recalled here. Table C.3 gives the different
states that compose the Riemann problem retained here. They have been obtained with the
EOS parameters of table C.2. The Ul − cl and Ug + cg shock waves and the contact wave travel
respectively with a speed:

σUl−cl = −1347.01835941669 m/s, σUg+cg = 404.737069698175 m/s, σUg = 5 m/s.

k = l k = v k = a
CV,k (J/K/kg) 1.659732071941701 103 6.626564746983661 103 7.18 102

γk (−) 6.636214111922141 1.083834328358209 1.4000231
Πk (Pa) 3.348508243030720 108 0 0
Qk(J) 0 0 0

s0
k (J/K/kg) 104 −8.646479253448585 104 0

Table C.2: Parameters for the EOS for the three components.

ZL Z1 Z2 ZR
ya 0.205 0.205 0.2 0.2
αg 0.495 0.495 0.5 0.5

ρg (kg/m3) 0.619780775226864 0.619780775226864 0.650769813988207 0.620914399831763
Ug (m/s) 5 5 5 −14.2205491976928
Pg (Pa) 1.0 105 1.0 105 9.99994503590090 104 9.49994778410586 104

ρl (kg/m3) 1221.42181799682 1221.42184547160 1221.42178476433 1221.42178476433
Ul (m/s) 2.00003034495258 2 1.96999984940252 1.96999984940252
Pl (Pa) 9.995 104 1.0 105 9.98895218378901 104 9.98895218378901 104

Table C.3: Values for the different states of the Riemann problem.

The error between the exact solution Z(t, x) at time t and the approximate solution obtained
with the scheme of section 3 is measured according to the relative L1-norm:

err =

∑N
i=1 |Z(t, xi)− Zn

i |∑N
i=1 |Z(t, xi)|

,

where xi denotes the center of the cell i = {1, .., N}, and Zn
i the approximate value in cell i at

iteration n. In the following, the CFL number is equal to 1/2. The computational domain is [0, 1],
and it is discretized by N uniform cells. The logarithm of the error err at time t = 2 10−4 s
is plotted in figure C.9 with respect to the logarithm of the mesh size 1/N for N from 100 to
100000. Figure C.10 shows the exact solution at time t = 2 10−4 s and the approximate solutions
for meshes with 400 and 2000 cells. Due to the stiffness of the liquid EOS, strong spurious bumps
can be observed at the location of the Ul− cl shock and at the location of the Ul + cl “ghost wave”.
The amplitude of these patterns tends to decrease when the mesh is refined.
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