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Abstract

Arbitrary-Detuning ASynchronous OPtical Sampling (ADASOPS) is a pump-probe technique which
relies on the stability of femtosecond oscillators. It provides access to a multiscale time window ranging
up to millisecond, combined with a sub-picosecond time resolution. In contrast with the first ADASOPS
demonstration based on the interferometric detection of coincidences between optical pulses, we show
here that the optical setup can now be reduced to a mere pair of photodetectors embedded in a specially-
designed electronic system. In analogy with super-resolution methods used in optical microscopy for
localizing single emitters beyond the diffraction limit, we demonstrate that purely electronic means allow
the determination of time delays between each pump-probe pulse pair with a standard deviation as
small as 200 fs. The new method is shown to be simpler, more versatile and more accurate than the
coincidence-based approach.

1 Introduction

Ultrafast pump-probe spectroscopy is a very powerful technique for investigating a large number of systems
in various fields such as photophysics, photochemistry or biochemistry. With this approach, the time-resolved
dynamics of samples under study is typically accessed by varying the time delay between two ultrashort
pulses which are respectively responsible for transient excitation (pump pulse) and for monitoring the system
photonic response (probe pulse). A unique property of pump-probe spectroscopy lays in the fact that its time
resolution is not ultimately limited by the photodetector response time but, depending on the methodological
approach, can be reduced to the limit associated with the optical pulse duration. These different approaches
also result in a broad variety of accessible time windows[1].

With regard to the measurement resolution, we can distinguish between two main categories: sub-
picosecond and sub-nanosecond techniques. In conventional sub-picosecond techniques the delay between
pump and probe pulses, or its law of evolution for consecutive pump-probe pulse pairs, is a predetermined
parameter. For example, in the most widespread version of pump-probe spectroscopy the two beams originate
from the split of a single laser beam, and their relative delay is mechanically controlled by varying the
optical path difference with the use of a linear translation stage. In more elaborate techniques, such as
asynchronous optical sampling (ASOPS) [2, 3, 4, 5, 6, 7], pump and probe beams originate from two different
lasers, whose almost identical repetition rates are finely tuned in order to generate a suitable scanning rate.
On the other hand, sub-nanosecond techniques are also based on two different lasers, but instead of assigning
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a predetermined delay, the actual delay is measured a posteriori by electronic means [8], thus resulting in a
poorer time resolution.

With regard to the accessible measurement window, the value of the speed of light confines the linear-stage
technique to about ten nanoseconds at most. In contrast, the maximum delay achievable with the two-laser
technique is limited only by the upper repetition period, which ranges typically between roughly 10 ns for
oscillators and 1 ms for amplified systems. Alternatively, single pump pulse measurements with a continuous
probe are also available [9, 10]. The most straightforward methods thus have to compromise between time
resolution and time window, with either a sub-picosecond resolution over a nanosecond time window, or
a sub-nanosecond resolution over a millisecond time window. However, there are numerous systems of
interest, e.g. complex macromolecules[11, 12, 13, 14, 15, 16], which present rich dynamics with different
time constants, so that multiscale approaches able to combine a large time window with a picosecond or
sub-picosecond resolution are highly desirable. For this purpose, different alternative techniques have been
developed, including, for example, the ASOPS method mentioned above[2, 3, 4, 5, 6, 7], or the combination
of two amplified laser systems [17, 18, 19, 20, 21, 22]. The latter method, which allows access to a millisecond
time window combined with a picosecond or sub-picosecond time resolution, relies either on two synchronized
oscillators that can be phase shifted[17, 18], or on a single oscillator seeding both amplifiers with a mechanical
delay line for controlling short-delay values[19, 20, 21, 22].

We have previously developed a specific ASOPS variant suitable for free-running oscillators of arbitrary
repetition rates, hence coined Arbitrary Detuning ASOPS or simply ADASOPS[23]. Using this method,
we managed to extend the typical 10-ns ASOPS measurement window to about 200 ns by using a long
cavity oscillator for the pump laser [14]. More recently, we also combined this approach with kHz amplified
laser systems. In this way, a 1-ms measurement window can be readily covered with a sub-picosecond time
resolution [24], outweighing the limitations mentioned above. Furthermore, we highlighted how multiscale
control and rapid scanning of time delays can thus be achieved [25]. In contrast with previous techniques,
ADASOPS neither completely pre-assigns the delay nor purely measures it afterwards. ADASOPS relies
rather on the great stability of femtosecond oscillators in order to accurately determine the actual law
governing the time delay between all oscillator pulse pairs.

So far, the implementation of ADASOPS has been based on the optical detection of temporal coincidences
between pump and probe pulses. Such a detection can be implemented by interferometric means, provided
the laser spectra present a significant overlap[23]. However, the main drawback of such an implementation
is its critical dependence on the coincidence rate. This can be detrimental when there is a significant drift
of cavity lengths during the blind time interval between two coincidences, e.g. for oscillators embedded
in an amplifier or for a low-repetition-rate oscillator. Indeed, temporal coincidences between femtosecond
oscillators are relative rare events, occurring at a typical rate of approximately 1 kHz in the case of two
80-MHz femtosecond oscillators. Consequently, coincidence-based ADASOPS makes very precise snapshots of
the system every millisecond on average and assumes that the delay evolves linearly during the blind interval
between coincidences. Although the time resolution can be improved by selecting only coincidence pairs that
happened to be close enough, this approach results in ignoring valuable data which is detrimental to the
signal to noise ratio [24]. Although one could envision various methods for increasing the coincidence rate,
for example by duplicating the coincidence detection stage for different time delays, this would result in an
increased complexity of the optical setup.

In this article we present a different approach, hereafter referred to as optoelectronic ADASOPS, which is
based on a high-rate electronic measurement of the delay between pump and probe pulses using a Time-to-
Digital Converter (TDC), and the ensuing reconstruction of the time-delay law of evolution. Although the
accuracy of each measurement is degraded by almost two orders of magnitude with respect to the detection
of optical coincidences, this is more than compensated for by the large number of measurements thus made
available. In some regard, our method can be seen as a time-domain analog of super-resolution optical
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microscopy where a single emitter can be localized with an accuracy corresponding to the diffraction limit
divided by

√
N , where N is the number of detected photons[26]. The same result holds true in our case,

where N is now the number of measurements. We can thus expect a time resolution of the order of Rtdc/
√
N ,

where the TDC time resolution, Rtdc, plays the same role as the diffraction limit in optical microscopy.
In the following, we first detail the principle of optoelectronic ADASOPS. We then characterize the time

resolution of our electronic system and finally demonstrate the sub-picosecond time resolution of optoelectronic
ADASOPS by direct comparison with the detection of optical coincidences.

2 Principle of optoelectronic ADASOPS

The basic principle of ADASOPS relies on the determination and regular update of the law of delay evolution
between pump and probe pulses. This law can subsequently be used to accumulate measured data in
appropriate time bins[14] or to decide which pulse to selectively amplify[25]. If we number each probe pulse
with an integer i, the law of delay evolution can be approximated with the following expression of the time
delay ∆ti elapsed since the previous pump pulse,

∆ti = Pn(i) [T1] =

n∑
k=0

pk i
k [T1], (1)

with Pn(i) being a degree-n polynomial function of i associated with real coefficients pk, T1 being the pump
oscillator period and [T1] standing for the modulo-T1 operation. If we call T2 the probe oscillator period,
a first-order polynomial with a slope p1 equal to (T2 − T1)[T1] = T2[T1] would be appropriate in the case
of two ideal oscillators. However, higher-order polynomials can be useful to account approximately for a
drift in cavity lengths. In practice, the n + 1 coefficients pk must be continuously updated in order to
keep track of unavoidable fluctuations of the cavity lengths. In the coincidence-based version of ADASOPS,
each new coincidence detection triggers an update of the coefficients of a linear – or sometimes quadratic –
polynomial[23]. In optoelectronic ADASOPS, instead of making a small number of very accurate measurements
of rare coincidence events, we acquire a much greater number of less-accurate measurements. This is achieved
by generating two electronic signals from pump and probe pulse trains and measuring the delays using a
TDC with a time resolution of the order of 10 ps. Measurements are repeated at a given frequency, of the
order of 10 MHz as limited by the TDC specifications. The n + 1 coefficients of polynomial Pn are then
determined by applying a polynomial regression to N TDC consecutive measurements centered on the region
of interest. In contrast with sub-nanosecond techniques, which are limited by the electronic time resolution[8],
optoelectronic ADASOPS benefits from the stability of femtosecond oscillators, which is the key feature
rendering a sub-picosecond time resolution achievable after averaging over a large number N of individual
measurements.

The black sketch in Fig. 1(a) shows the optical setup associated with a practical implementation of
optoelectronic ADASOPS. Laser 1 (MaiTai, Spectra-Physics) and Laser 2 (Vitesse, Coherent) are two
commercial femtosecond oscillators, here integrated in femtosecond amplifiers (Hurricane, Spectra-Physics
and Libra, Coherent). The oscillators have repetition rates equal respectively to 79.9 and 80.1 MHz, and are
associated with the pump (Laser 1) and the probe (Laser 2). As in our previous experiments, the oscillators
are free running, i.e. they are not locked to one another nor to a reference clock. Small fractions of the
oscillator beams are transmitted through two optical fibers to the ADASOPS device, leaving most of the
energy available for pump-probe experiments. The optical part of the setup is thus of utter simplicity, as most
of the complexity is now confined to the specially-designed electronics, of which the functional diagram is
shown in Fig. 1(b). The optical fibers are directly connected to two amplified photodetectors (HFD3180-203,
Finisar) whose outputs are digitized by leading edge discriminators before being conditioned as trigger
signals for the TDC Start and Stop commands. The TDC is embedded into a Time Measurement Unit

3



 

 

Laser 2

device
ADASOPS

Laser 1

 

 

detection (CD)
Coincidence

TDC

START

STOP

FPGA
Real time
process

Frequency
divider

a)

b)

Laser 2

Laser 1

PC

Coincidences

ADASOPS device

Pulse
selector

50-50 
 separators

Figure 1: (a) Optical setup. Elements drawn in black are the only components needed
for optoelectronic ADASOPS. The additional coincidence detection setup shown in red
is used to characterize the time resolution of the method. (b) Functional diagram of the
components constituting the electronic ADASOPS device.

(THS788, Texas Instrument), which is specified for a time measurement precision (LSB) of 13.02 ps. The
TDC time-measurement temperature coefficient is 0.1 ps/°C, which is well compatible with the standard
air-conditioning system of the lab (23°C±0.1°C). As the TDC is not able to directly sustain the high repetition
rate of the oscillator, the Laser-2 signal is sent through a frequency divider in order to generate Start pulses
separated by MT2, with M = 7, corresponding to an effective measurement rate of 1/(MT2) ≈ 11.4 MHz.
Stop commands are triggered by the first Laser-1 pulse occurring after each Start pulse. In order to limit the
noise, the electronic front-end has a 2.5-GHz bandwidth limit and includes differential transmission lines
as well as a linear regulator power supply. A Field-Programmable Gate Array (FPGA) device (XC7A200T,
Xilinx) drives the TDC operation and computes other experimental parameters such as laser repetition rates.
Pulse counters are also connected to the Laser-1 and Laser-2 signals, the latter being used for generating
a series of timestamps (corresponding to the integer i defined above) which are associated to each TDC
measurement or other events. A FIFO (First In First Out)/USB3 bridge (FT600, FTDI Chip) sends the
data stream to a personal computer (PC) where the polynomial regression is implemented.

3 Time resolution of TDC measurements

The standard deviation of TDC measurements can be readily evaluated by using a series of delays measured
using the setup discussed in the previous section. Fig. 2 shows such a series of consecutive measurements.
Note that it is not the pump-probe delay which is measured here but the probe-pump delay, as it is the
probe signal (Laser 2) that triggers the TDC and sets the time origin. As expected, the measurement shows
a typical sawtooth behavior, with a linear variation folded inside interval [0, T1]. By differentiating the TDC
measurement sequence, i.e. by computing the difference between consecutive measurements, we obtain two
groups of values closely distributed around two quantities. The first and most common case corresponds to a
positive quantity associated with the small increment between two consecutive measurements, whereas the
second possibility occurs at each sawtooth jump and yields a negative quantity of large absolute value. Let us
first concentrate on the former case, which is shown in Fig. 3(a) for a 1-ms acquisition period. It is noteworthy
that the measured increments can only take discrete values separated by a multiple of the 13.02-ps TDC
LSB unit. Figure 3(b) shows the corresponding histogram, which is in perfect agreement with a gaussian fit
associated with a standard deviation of 12.0 ps. As this quantity results from the difference between two
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Figure 2: Consecutive TDC values shown as a function of the time of measurement.

consecutive measurements, each independently affected by the TDC dispersion, the result must be divided
by
√

2 to yield the TDC standard deviation Rtdc ≈ 12.0/
√

2 ≈ 8.5 ps RMS. Figure 3(b) also illustrates the
analogy with optical microscopy that we outlined above, with the discrete TDC values corresponding to the
camera pixels and the gaussian time distribution corresponding to the microscope Point Spread Function
(PSF) associated with the diffraction limit. As in optical microscopy, the gaussian center can be localized
with excellent accuracy, equal to the gaussian width divided by

√
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Figure 3: (a) Difference between consecutive TDC measurements plotted as a function
of time during a 1-ms acquisition time. The vertical scale has been set to show only the
first group of data points associated with the smallest increment, as discussed in the text.
(b) Histogram associated with a 50-msec acquisition time and gaussian fit corresponding
to a center delay of 225.96 ps and a standard deviation of 12.0 ps.

Considering the fact that the time elapsed between the probe and the pump increases by (T1−T2) for each
pair of laser shots, and that the TDC measurement occurs every M = 7 pulses, the figure of approximately
225.96 ps thus obtained yields a very accurate estimate of the quantity M × (T1 − T2). Similarly, the other
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group of data points corresponding to the sawtooth jump yields the quantity M × (T1 − T2)− T1, so that the
two results taken together yield a very accurate determination of T1 and T2 in terms of TDC units. Conversely,
as T1 and T2 can also be accurately determined by the FPGA from the counter inputs, these measurements
can be used to provide an accurate determination of the TDC unit in our experimental conditions (including
room temperature).

In order to confirm the TDC time resolution determined above, we performed an independent determination
in the specific case where the pulses correspond to a coincidence between the two oscillators. For this purpose,
we make use of the coincidence detection (CD) setup shown in red in Fig. 1(a). Indeed, in the way towards
the ADASOPS device, half of each beam is redirected by 50:50 fiber separators to the CD setup, which
consists of a fiber-based interferometer as described elsewhere[23]. To allow linear interference between the
two beams (both centered at 800 nm), we use single mode fiber components in the entire setup. The output
signal from the CD is connected to the ADASOPS device where coincidence events are processed by the
FPGA and transmitted to the PC. The time resolution associated with the coincidence detection itself can
be readily evaluated [23] and is found to be equal to 50 fs RMS in our present experimental conditions.
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Figure 4: (a) TDC measurements obtained for pulses corresponding to coincidences
between pump and probe pulses. (b) Resulting histogram and gaussian fit corresponding
to a standard deviation of 7.8 ps. A constant offset corresponding to the gaussian center
has been subtracted from both graphs.

Figure 4(a) shows a series of measured delays obtained when the coincidence events happened to occur at
the same time as a TDC measurement (i.e. one seventh of all coincidence events). As the CD selects pairs of
pulses that coincide at the interferometer level, there is a constant offset in the delay measured by the TDC
corresponding to the overall optical and electronic path difference toward the TDC between lasers 1 and 2.
This offset (which was equal to 2998.85 ps) is of no interest and has been subtracted from the data shown in
Fig. 4. Again, the plot clearly shows a quantification of the TDC values. The histogram shown in Fig. 4(b) is
in excellent agreement with a gaussian fit of standard deviation 7.8 ps. This independent determination of
Rtdc is in good agreement with the previous method. The slight overestimation observed in the previous
method might be attributed to the fact that it is sensitive to fluctuations of the cavity lengths, unlike the
direct comparison with coincidences. In the following, we will use the estimate Rtdc ≈ 8 ps.
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4 Demonstration of optoelectronic ADASOPS

We now apply the procedure outlined in section 2 and use a regression algorithm with N unwrapped
consecutive TDC measurements, that we choose centered on each detected coincidence for validation purpose.
From the obtained polynomial coefficients combined with eq. 1, we can compute the pump-probe delay for
all pulse pairs. In contrast with the approach used in the previous section, the delay can thus be computed
for all coincidence events, even those which did not raise a TDC measurement but were among the M − 1

skipped pulses. The associated values (after offset subtraction) are drawn as blue crosses in Fig. 5(a) for an
optimal choice of parameters, which corresponds here to a 4th-order polynomial fit over N = 16384 TDC
measurements. Unlike the raw TDC measurements, the obtained pattern does not suffer from discretization
and is finely distributed over a narrow gaussian distribution, as shown with the superimposed histogram. The
associated standard deviation is found to be as good as 200 fs. This value corresponds to the convolution
of the optoelectronic ADASOPS resolution and that of coincidence detection. As the measured value is
significantly larger than the 50-fs standard deviation mentioned above for coincidence detection, it can be
considered to be a good estimate of the actual dispersion of our new method.
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Figure 5: (a) Series of time delays (blue crosses) computed for pulse pairs associated
with coincidence detection, with N = 214 = 16384 and n = 4, superimposed with the
corresponding histogram (black solid line). (b) Measured standard deviation plotted in
log-log scale as a function of N for polynomial regressions of orders n = 1, 2, 4 and 6.
The black solid line corresponds to the Rtdc/

√
N limit.

Figure 5(b) shows, in log-log scale, a comparative study evidencing the effect on the measured standard
deviation of two different parameters: the number of TDC measurements, N , and the degree of the polynomial,
n. We observe the expected 1/

√
N behavior for small N values (typically N ≤ 64). In this region the

first-order polynomial is beneficial, as there are fewer coefficients pk to determine from a given amount of
experimental data. An optimum value is then obtained for greater N values, before the standard deviation
worsens up for even greater N values. The departure from the 1/

√
N law can be interpreted by remarking that

for large N values the averaging duration, MNT2, will become comparable with the characteristic timescale
of the cavity drift, so that the hypothesis of a still cavity breaks down. In other words, the hypothesis that
the errors on different TDC measurements are independent random variables breaks down, and so does the
1/
√
N law. The optimum found in the case of linear regression (N = 4096) yields a characteristic time
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MNT2 ≈ 0.36 ms, which is consistent with our previous experience on coincidence-based ADASOPS [24]. In
contrast, a fourth-order polynomial manages to track the cavity drift properly (at least at the lowest order)
for a longer duration corresponding here to N = 214 = 16384. As a consequence, the standard deviation is
smaller, which yields the optimal conditions shown in Fig. 5(a). In case of kHz-ADASOPS[25], note that the
optimal averaging time is not related to the repetition rate of the amplifier but only to the dynamics of the
oscillator cavity.
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Figure 6: Typical evolution of the p1 coefficient determined from a sliding 4th order fit
with N = 16384, after subtraction of the average value, p1. The blue (resp. black) solid
line shows the measurement obtained with a MaiTai-Vitesse (resp. Synergy-MaiTai)
oscillator pair.

In order to illustrate the importance of the cavity dynamics, we plot in Fig. 6 an example of time variation
of the coefficient p1 as obtained from a series of sliding fourth-order regressions (blue curve). This coefficient
corresponds to the slope of the delay law, T1 − T2, and thus directly reflects the change in cavity length.
We observe an oscillatory behavior suggesting mechanical vibrations, that we attribute to the chiller units
connected to the Titanium:Sapphire crystals. Indeed, by replacing the integrated Vitesse oscillator with
a standalone Synergy (Femtolaser) oscillator, we obtain a much smaller variation of the same coefficient
(black curve). The greater cavity fluctuation observed for the Vitesse can be attributed to the fact that it is
connected to a 2200-W chiller, which also regulates the 4-W Libra amplifier, whereas the MaiTai and Synergy
oscillators are cooled by chillers of respective powers equal to only 700 and 250 W. The vibration frequency
of about 100 Hz is also compatible with the mechanical noise generated in the cooling unit, as was confirmed
by a 100-Hz peak observed in the Fourier spectrum of the acoustic noise recorded near the chiller. Although
the 1-fs amplitude observed in Fig. 6 may not seem like much at first sight, the resulting error accumulation
in eq. 1 explains the large increase of the standard deviation observed in Fig. 5(b) for large N values, in case
of a linear fit. In contrast, the fourth-order fit succeeds in capturing the cavity oscillation, hence increasing
the optimal N value and decreasing the standard deviation thus achieved.
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5 Summary

To summarize, we have demonstrated a new ADASOPS method based on electronic rather than interferometric
detection of the time delays between oscillator pulse pairs. The poorer time resolution of the electronics,
measured to be approximately 8 ps RMS, is compensated for by the large acquisition rate, set to 11.4 MHz
in our experiment. By appropriate averaging and using a fourth-order polynomial fit, we demonstrate that
the time delay between each pair of pulses can be predicted with a time resolution as good as 200 fs RMS.
The new method is associated with a very simple optical setup and offers several key advantages. Unlike the
interferometric approach, there is no need for a spectral overlap between the two oscillators, provided that
appropriate photodetectors are used for each laser. This feature makes the method more versatile and suitable
for a greater variety of different femtosecond oscillators, including fibered oscillators which emit in different
spectral domains. The higher acquisition rate allows us to keep track of rapid drift in cavity lengths, as caused
by vibrations induced by chillers common in integrated femtosecond amplifiers. Optoelectronic ADASOPS
can thus be readily combined with multiscale control and rapid scanning of time delays up to millisecond
timescales [25]. Finally, the higher TDC acquisition rate will be of great interest when a long-cavity oscillator
is used as the pump laser, in which case the low coincidence rate was so far the main factor limiting the time
resolution[14].
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