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Abstract

A 3D numerical model was set-up to simulate thenition and dynamics of the liquid metal
film under the consumable electrode during VAR psx In the present paper the
implementation of this model is described. It wasvaloped using the open source
computational fluid dynamics (CFD) software OpenA@AThe model solves coupled
momentum and energy equations combined with a welaf¥fluid (VOF) method to track the
liquid metal free surface. The melting of the aledée material is modelled with an enthalpy-
porosity approach. The electric power supplied bg arc is supposed to be uniformly
distributed over the surface of the electrode Fipr a given electric arc power, the model
enable to quantitatively predict the dripping ratence the overall melt rate. Besides the
thermal behavior of the electrode, simulation ressiliustrate the dynamics of the liquid film
and the transfer mechanisms of the liquid metaindguy AR melts performed with short and
long interelectrode gaps.

Nomenclature

Symbol Description Unit
Om Metal volume fraction [-]

B Dilatation coefficient K]

Y Solid volume fraction [-]

£ Turbulent kinetic energy dissipation rate e

A Secondary dendrite arm spacing [m]

u Dynamic viscosity [Pay

Mt Turbulent dynamic viscosity [Pak

p Density [kg.nm’]

o Surface tension [N.H

osT Stefan Boltzmann constant WK™
Cp Specific heat [J.K.kg"]
fo Volumetric surface tension force [Nt

h Total enthalpy [J.71]

k Turbulent kinetic energy [m2%
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Ke Curvature [r1]

k Thermal conductivity [W.M.K7Y
ki Turbulent thermal conductivity [W.hK™]
L Latent heat of melting [J.Kg
Parc Power delivered by the arc to the electrode

Prad Power radiated from the electrode lateral wall

P Pressure

T Temperature K]

Tl Solidus temperature K]

Tiiq Liquidus temperature K]

U Velocity vector m.g]

m Metal

VOF Volume Of Fluid

CSF Continuum Surface Force

CFL Courant-Friedrich-Lewy

MULES Multidimensional universal limiter with
explicit solution

|. Introduction

Vacuum arc remelting (VAR) is a secondary remelpngcess used to improve cleanliness
as well as chemical and mechanical homogeneityetdhngots. VAR was the first remelting
process to be used commercially for superalloy ggsing. It is also typically the final stage
in the melting cycle of reactive metals such amtitm and zirconium alloy$-

The process consists of melting a consumable eetunder vacuum (see Fig. 1). The
heat source is a DC electric arc of low voltage higth current. The arc is created between
the electrode (cathode) and the base plate of ersgabled copper crucible at the beginning
of the melt, then between the electrode and therskry ingot (anode) forming in the
crucible. The melting of the tip of the electrodengrates a liquid metal film under the
electrode, from which metal drops are produced fddaunder the action of gravity into the
crucible and progressively solidify to form the @edary ingot. At any instant, the ingot is
composed of three zones: the fully solidified metta¢ liquid pool fed by metal drops and an
intermediate mushy zone.



49
50

51
52
53
54
55
56
57
58
59
60
61
62
63
64
65
66
67
68
69
70
71
72
73
74
75
76
77
78
79
80
81
82

3 1
vacuum

pumps

electrode

crucible

electricarc
molten pool

solenoid .
shrinkage

solidified gap

ingot

I

cooling water

Figure 1. Schematic representation of the vacuum arc remelting process.

The quality of the produced ingots strongly dependsthe operating conditions of
remelting. Among them, the melt rate and the iéeteode gap play a key role, since they
have significant effects on heat transfer condgiahthe free surface of the liquid pool, which
have important implications on the ingot structanel chemical homogenety.

The VAR process has been investigated previoudly tdth experimental and numerical
approaches. On the experimental side, some stwigze devoted to establish various
correlations between the operating paramététswhereas some research work focused on
the electric arc behavior and metal transfer meshanin the interelectrode region, which
were observed using high speed video cameras itifispdly instrumented VAR furnaces
[581 Modelling of the VAR process is a difficult tadbecause the process involves a wide
range of coupled complex physical and chemical phma, such as fluid flow, heat and
mass transfer, solidification (macro and microsggtien), electromagnetic forces... In the
literature, most modelling works deal with the depeent of Computational Fluid
Dynamics (CFD) models of the ingot growth and sbédtion. The majority of authors
considers a 2D axisymmetric geometry of the ingut solves the conservation equations of
mass, momentum and energy, accounting for turbalggienomena and electromagnetic
forces in the liquid pool as well as the solidifioa of the metal. Examples of such models
are the SOLAR cod€! and the MeltFlow-VAR codé!. More recently, a multiscale 3D
numerical model of VAR was developed by Periclestigl. !, which deals also with the
ingot behavior. Contrary to the ingot, the consulmadbectrode has received relatively little
attention, with very few modelling works reported, restricted to thermal phenomena in the
electrode. Numerical studies on the formation agdadhics of the liquid film under the
electrode are in particular missing up to now. Bent and Zanne® described a transient
and one-dimensional model of the heat transfehéndlectrode, which was applied to study
the effect of the melting current and the gap leragt the electrode melting. A similar model,
including an explicit account of radiative lossesni the lateral walls of the electrode, was
presented by Jardy et &fl. Lately, a step forward was made by El Mir et*al.and Jardy et
al. 3 who reported an unsteady model of heat transfethe electrode, considering
respectively 2D and 3D geometries. Besides thdrelde melt rate, these latter models enable
to predict, contrary to previous studies, the etioiu of the shape of the electrode tip
throughout the melt.
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The present work focuses on the interelectrode gfajhe VAR process. The aim is to
numerically study the formation and deformationtlué liquid film under the electrode and
the transfer mechanisms of the liquid metal inititerelectrode gap. A further objective is to
predict the melt rate of the electrode for a giedectric arc power. For this purpose, a 3D
model describing the melting of the consumabletedde and the dynamics of the liquid film
formed at the electrode tip was developed usingCiiB open source software OpenFOAM.
The model considers fuid flow under turbulent regirheat transfer with phase change and
the deformation of the free surface of the liquichf The model is concerned with both large
interelectrode gaps, for which the metal transésults from the formation of molten metal
drops from the electrode and their detachment befmntacting the ingot, and short
interelectrode gaps, for which the metal trangigolives the formation of intermittent molten
metal bridges (drip-shorts) between the electraat the ingot. In section 2, the model is
described, including physical and mathematical asswonstitutive equations, boundary
conditions and the numerical procedure. In sec3ioexamples of model results detailing the
computed dynamics of the liquid film and thermah&é@or of the electrode during the VAR
melt of a small-scale electrode and a fully-scale are presented. Finally, conclusions of the
present study are drawn in section 4.

[1. Numerical model

The formation and dynamics of the liquid film undee consumable electrode during the
VAR process is simulated with a multiphase CFD apph. The metal phase change is
accounted for using the enthalpy-porosity metHdidand the shape and position of the free
surface of the liquid film are calculated using ttedume of fluid (VOF) interface capturing
method*®.

The developed model is based on the following agsioms.

(1) The heat flux provided by the arc to the eleadr is considered to be uniformly
distributed at the base of the electrode. The émite on the arc heat flux distribution of the
motion of individual cathode spots and of the palesexistence of a relatively slow ensemble
motion of the arc (see elff' 1) is not examined in this study.

(2) As a first step towards a complete descriptioih the liquid film behavior,
magnetohydrodynamic effects produced by the anenti(i.e. electromagnetic forces acting
on the liquid metal) are not taken into account.

(3) In a VAR furnace, the liquid metal film is exg®a to a low pressure arc plasma. The
present model does not deal with the descriptiothaf complex latter phase, which is
represented here as a neutral gas phase.

(4) All thermophysical properties are consideredb independent of temperature and
identical in the solid and liquid phases. The mdalsity is made temperature dependent only
in the buoyancy term in the momentum equation.

(5) As explained later in section Il.A, when compgtthe flow, a specific procedure was
introduced to eliminate non-physical spurious veies generated near the interface in the
gas region. This procedure is applied at the erehoh time step after calculating the flow in
both the liquid and gas regions. It is based oimale filtering scheme designed to set to zero
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the velocity calculated in all computational calfsthe gas phase. Note that this filtering was
observed to have negligible influence on the flaikcalated in the melt pool.

A. Governing equations

Fluid flow and behavior of the free surface

The computed behavior of the free surface of thaeidi metal film is based on the VOF
approach. In order to identify the metal-gas irstegf the model solves an advection equation
of the volume fraction of the metal, (either solid or liquid) present in each computadl
cell:

a(;Lt"’ +V.(Uay) + V. (Uyay(1— ) = 0 (1)

am = 0 if no metal is present in the cell, =1 for a cell completely filled with metal, and 0 <
am < 1 if the interface is present in the cell. In ti©F formulation implemented in
OpenFOAM, the volume fraction transport equationtams an additional convective term
(third term in Eq. 1), referred to as “compresdiem”. This term compresses the interface by
minimizing the numerical diffusion of the volumedtion while ensuring its boundedness. It
can be noticed that this additional compressiom tacts only at the vicinity of the interface
region wherex,,(1 — a,,) # 0. Therefore, it does not affect the fluid flow ddesthis region
(81 The parameted; in the compressive term is the relative veloc&ince the VOF method
considers only a single velocity for the liquid agak phases, the relative velocity cannot be
evaluated directly. The evaluation &f is performed at cell faces using the following
approximation:

U.f=ny min [C,,%,max <%>l
f f
where the max operation is carried out over thereerdomain.ny is the face centered
interface normal vectorp is the face volume flux ang; is the cell face area vector. The
parametel, is a user specified constant, which controls therdoution of the compressive

term: the higher this value, the sharper the iatesf Recommended values are in the range 2
< C, < 4. This constant has been set to 4 in all the Isitions presented in this paper.

The gas-liquid metal flow is governed by a singkt sf continuity and Navier-Stokes
equations. Turbulent phenomena in the liquid pfaasemodeled through the realizalle
model (the well-known equations of this model may found in™*). This model was
selected, since it provides better predictions low$ including streamline curvature and
recirculation.
» Continuity equation
ap

9p _ 2
o+ 7.(p0) =0 (2)

* Navier-Stokes equation
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opU 3)

u
= +V-(UU) = =Vp + V.(( + 1)V U) + fo + preg(1 = fin(T = Tuig))g — 7 U

The thermophysical properties are calculated agmelfraction weighted averages of the
properties of the phases present in the computdtomil:

§=am&m + (1 - am)zgas (4)

The turbulent viscosity is computed as a functibthe turbulent kinetic energy k and its
dissipation rate and is expressed as:

k? )
Mt = meu ?

where G is a coefficient (whose expression can be four{ld®h) computed as a function of
the main strain and rotation rates and the turlmddields (k ana).

Surface tension effects are taken into accountutiraa continuous equivalent volumetric
force f, (Continuum Surface Force model) as proposed bykbith et al. *®. This force,
acting only in the vicinity of the interface andatlitly linked to the interface curvatukg is
defined as:

2p
o——1
Pm + pgas
A problem encountered in this formulation is thegamce of numerical parasitic velocity
vortices known as “spurious currerdts” These “spurious velocities” appear in the gaspha
near the interface despite the absence of anynattiarces and can be significant when the
capillary effects are predominant. These high viaexcforce to use very small time steps to
maintain the stability of the simulation (CFL criten), which increases the computational
time. In addition, their magnitude does not deaeasith neither mesh refinement nor smaller
computational time step&’. In the current study, a filtration method corisigtin setting to
zero the velocities of the gaseous phase was ingpited to eliminate those spurious
velocities. This method was not restricted to thierface region, but it was applied to all
computational cells of the gas region.

fo= ke Vap, (6)

The investigation and modelling of the solid tauid) (melting) process has received much
less attention in the literature than that of tlgpitl to solid (solidification) process. In
particular, it remains unclear whether the melfimgcess involves the existence of a mushy
region similarly to what it is observed during dification. To the best of the authors
knowledge, existing attempts to model melting (§34.,35]) are all based on the assumption
of the existence of a mushy region and treatsrédgson using the classical enthalpy-porosity
technique originally developed to deal with solichtion. A similar approach is used in the
present study, considering a dendritic morpholo§ythe mushy region. It involves the
implementation of the last source term on the rigdrid side of Eq. 3, which is derived from
the Darcy law. The mushy zone is treated as a goroadium, whose permeability is
calculated using the well-known Kozeny-Carman moddilich was extended in the present
work to deal with a three phase system (solid-tegas).
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201 In this equation), denotes an order of magnitude of the secondargrderarm spacingy

202 is the solid volume fraction in the cell which mbg expressed as a function of the metal
203  volume fraction and the liquid volume fraction y= an, (1-g). In practice, the effect of this
204 term is as follows. In the fully liquid celly & 0), the source term is zero and the “classical”
205 Navier-Stokes equation is solved. In the cells whemphase change occurs, the source term
206 dominates over the transient, convective and difeuserms, thereby forcing to imitate the
207  Kozeny-Carman modét?. In the fully solid cellsy = 1), the source term swamps out all
208  other terms in the momentum equation, which foragscities to zerd™!. Strictly speaking,
209 the velocity appearing in the last source termgn Eshould be the relative velocity between
210 the liquid and the solid. Since the solid phaskeist at rest in our simulations, this velocity
211 reduces here to the fluid velocity.

212

213  Heat transfer with phase change

214 The enthalpy-porosity method is based on the egmghdbrmulation of the energy
215  conservation equation:
216

dh (8)
R +V.(hU ) =V.((k + anComus) VT)

217

218 The enthalpy may be computed as the sum of sensittfalpy and latent heatbsorbed

219  when the metal changes from solid to liquid:

220

T

h = pCpdT + ppatm gL (9)

Tref
221
222 The energy conservation may thus be expressedlaw$o
223
a(pC,T d(amg1)
% + V. (pCpTU ) =V. ((k + amemﬂt) \% T) — pmlL (a—n;l + V. (amglu) + Parc — Praa

(10)

224 The second term on the right hand side of Eq. Dowus for the evolution of the latent

225 heat during phase change. The liquid-solid interfeec not tracked explicitly. Instead, the
226 melting zone is treated as a porous zone as dedgpiteviously, in which the liquid fraction
227 lies between 0 and 1. The liquid fraction is a fiorcof temperature and can be, for example,
228 calculated as follows:

229
g91=0 lf T <Tso
g = 1 lf T > Tliq (11)
T - Tsol .
g = Too — Toot if Tsor < T <Tyy
230

231 The third term on the right hand side of Eq. 1thesthermal power provided by the electric
232 arc to the metal. In fact, this power corresporas tboundary condition of the problem,

7
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which is treated here as a volumetric source tepplied only in the cells crossed by the
metal/gas interface (defined as the cells whgye 0.5). The total power delivered by the arc
to the electrode R is assumed to be uniformly distributed at the tebele base, which leads

to the following expression of,R

Ptot Si

Parc,i = ZSL' V. (12)

where \j; is the volume of the cell i (crossed by the irded), $is the area of the portion of
the interface contained in cell i apth is the total area of the interface. The interfiearaa is
approximated by the following expressidh= 2a,,|Va,,| V.

The last term on the right hand side of Eq. 10ee@nts thermal losses by radiation at the
electrode lateral wall towards the crucible waleTradiative heat fluxes at the electrode base
can be neglected, given the small difference betvike electrode and ingot diameters and
the similarity of the metal temperatures at thectetele base and on the ingot top. Our
evaluation of the radiative heat fluxes betweenedleetrode and the crucible is based on a
simplified approach, considering radiative exchanfetween two infinite parallel planes.
The energy flux density radiated by a surface etgméthe electrode lateral wall may thus
simply be expressed as:

braai = Ost€eq (Ti4 - Trzrllold) (13)

The equivalent emissivity is defined by:

€ea =71 S (14)

€electrode €mold

Similarly to the treatment of the heat flux prowdby the arc to the electrode base, this
radiative flux density is converted into an equardlvolumetric source term.

s, (15)
Prad,i = ¢rad,i V_l
ci

B. Boundary conditions

Figure 2 shows a vertical cross-section of the 8®mutational domain and illustrates the
boundary conditions used for the simulation. Theelnges represent the surface of application
of the arc power while the purple lines represbetdurface associated to radiative losses. In
order to get a realistic simulation of the formatiof molten metal bridges (i.e. drip-short)
between the electrode and the ingot, the domaindes a liquid region under the electrode
representing a part of the molten metal pool priesetine ingot top.

The main boundary conditions of the model, for eatlthe dependent variables under
consideration (i.e. metal volume fraction, velociyessure, turbulent kinetic energy and its
dissipation rate, temperature), are as follows:
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* Metal volume fraction: A fixed valuen, = 1) is specified at the top wall, while a
zero normal gradient is imposed at all other walls.

* Velocity: A no-slip boundary condition is used alis.

* Pressure: The pressure is specified at the outlet.

* Turbulent kinetic energy and its dissipation rakbe normal gradients are set to
zero at all boundaries.

* Temperature: The walls as well as the outlet aratéd as adiabatic, which results
in a zero temperature normal gradient condition.

Outlet Outlet

Electrode

wall wall

Interelectrode gap

wall
Figure 2: Cross-section of the computational domain.

C. Computational details

The pressure-velocity coupling is handled by thBIFPALE algorithm (combination of the
PISOPY and SIMPLE®algorithms). The convective terms in the conseovatiquations are
discretized with a second order VanLeer schemelewthie diffusion terms are central
differenced. The transport equation of the metalume fraction is solved using the
OpenFOAM solver called InterFoam, which is basedtlb@ MULES Ilimited interface
compression method. Temporal integration is domegus first order implicit Euler method.
The order of magnitude of the time step &' 50and is controlled via a CFL condition (set to
0.5). The simulations are parallelized on 256 pseoes (DELL C6320, Intel Xeon 2.1 GHz
CPU). The computation time of the melt of a 10 aghHarge diameter electrode is about 3
weeks.



298 [11. Application of the model
299

300 The numerical model described above was appliedsitoulate two different melt
301 configurations. The first one is the melt of a dndeédmeter Ti-6Al-4V electrode with a long
302 interelectrode gap performed experimentally by @Hepet al./®, while the second one is
303 concerned with the melt of a large diameter mapgsteel electrode with a short
304 interelectrode gap performed in a full-scale indabVAR furnace. The results presented in
305 this section illustrate in particular the differebéhaviors of the liquid film and transfer
306 mechanisms of the liquid metal according to the ¢mapgth. All metal thermophysical
307 properties employed in the simulations are repomethble 1. The value of the secondary
308 dendrite arm spacing chosen for the maraging steetrode is based on measurements made
309 with a scanning electron microscope in the frameth&f current project. As far as the
310 secondary dendrite arm spacing of the Ti-6Al-4\Vcelale is concerned, the value of this
311 parameter is unclear. The allotropic transformatbnitanium alloys erases evidence of the
312 possible existence of dendrites during the liqulidsphase change process. Thus, it is not
313 clear whether the phase change involves a dendnéchanism or another mechanism. In
314 light of this lack of knowledge, it was decidedtie present study to assume the occurrence
315 of a dendritic mechanism. The value of the secondandrite arm spacing of Ti-6Al-4V was
316 chosen identical to that measured for maragingd étee5 um). The values of the properties
317 of the gas representing the plasma have been claosgrarily and do not correspond to any
318 real gas. Sensitivity analyses have been perfoilmgadirying separately each of those values
319 in a limited range and did not reveal any significanfluence on the flow calculated in the

320 melt pool.

321
322
Parameters Value
Ti-6Al-4V 129 Maraging Steel®”! Gas

Density p 3925 7933 0,2
Dynamic viscosity p 24 %1073 5x 1073 2.7 x 1074
Surfacetension o 1.525 1.93 -
Specific heat C,, 831 554 0
Emissivity 0.43 0.5 -
Thermal conductivity 4 33.4 23 9,55.1072
Dilatation coefficient 6.7 x 107° 22x107° 0
Liquidustemperature T ;, 1625 1450 -
Solidustemperature T, 1595 1413 -
Reference temperature T,..f 1625 1450 -
L atent heat of melting L 2.86 x 10° 2.61 x 10° -
Secondary dendrite arm spacing A, 5x107° 5x107° -

323 Table 1: Thermophysical parameters used for thelatmns.
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Unit
kg.m™3

Pa.s

N.m™ 1
J.kgTlK1

W.m 1K1

°C
°C
°C

J. kg™t
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A. Small diameter electrode with along gap

Fig. 3 shows a vertical cut of the computationahdm with the initial metal represented in
yellow. The electrode diameter is 160 mm, its heiglt50 mm and the interelectrode gap is
66 mm. The height of the electrode considered fleemuch smaller than that of the actual
electrode, in order to limit the computational tinidne total electric arc power is 183.6 kW.
The electrode and the metal bath at the ingot tepcansidered to receive respectively 60%
and 40 % of this powEt!. Initially, the electrode is in solid state withemperature of 25 °C.
The liquid bath is at the liquidus temperaturehaf alloy. The computational grid is a uniform
structured mesh consisting of around 3.5 milliollsce

160 mm

150 mm

260 mm

34 mm

162 mm

Figure 3: Vertical cross-section of the computational domain used for the simulation of
the Ti-6Al-4V electrode.

Liquid film behavior

At the initial state, the electrode is isothernfdde thermal power provided by the electric
arc heats the electrode. At this stage, the haasfer is purely conductive. As soon as the
temperature of the tip reaches the solidus temperathe electrode starts to melt and a
distorted liquid film is formed. The film thicknegsabout 1 mm, which is agreement with the
estimates given in the literatuf&2°,

Owing to the Rayleigh-Taylor instability which oecsuvhen a heavy fluid is placed above
a lighter one in a gravitational field”, small protuberances appear and are spatially
distributed in lattices as shown in Fig. 4, whidheg the depth reached by the protuberances
in the liquid film. Continuous feeding of the fildue to the metal melting eventually
destabilizes these structures. The protuberaneesuject to horizontal movements. Once
they get close to each other, they coalesce, gmoav farm drops. Such a behavior is
qualitatively consistent with the observations magé.imat et al'**! in a model experiment.

Although the mechanism of formation of the protalmees seems random, the drops appear
to detach in specific locations, namely eitherhat ¢enter of the electrode or at its periphery.
The dripping sites tend to form a square networthai centered face. This can be clearly
seen on the right image of figure 4, where a deophout to form in the center due to the

11
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coalescence of two protuberances, while four perarces located at the periphery of the
electrode will give rise later on to four drops daehe drainage of the liquid film.

Depth (m)
0.025

0.020

0.015

0.010

0.005

to to+70 ms to+140 ms
Figure 4: Depth of protuberancesformed from theliquid film.

The final growth and the detachment of the cerdrap observed on the right image of
figure 4 are compared in figure 5 with the expentaéobservations reported by Chapelle et
al.'®. On the left image, the protuberance which growslfainage of the liquid metal has a
cylindrical shape. Then it stretches resultinghe formation of a drop. The drop remains
attached to the liquid film by a filament which dually becomes thinner. This latter process
eventually triggers the break-up of the flamend anbsequent detachment of the drop before
touching the molten pool.

t=0ms t=58.8 ms

t=0ms t=40 ms t=70ms

Figure5: Formation and detachment of a drop observed experimentally [6] (top row)
and predicted by the numerical model (bottom row).
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The dimension of the simulated drop is of the sander of magnitude (around 1 cm) as that

of the actual drop. It is also interesting to nibtat the characteristic times for each stage are
of the same order of magnitude, even if the “nuoattidrop takes less time to detach than in

reality. Although this comparison can only be giadive since the simulation does not take

into account the electromagnetic effects relatedht presence of the arc, the simulated

behavior remains close to the experimental visaibns.

Fluid flow inside a protuberance

As an example of the typical fluid flow presentanprotuberance, Fig. 6.a shows a 3D
representation of the computed velocity vectora protuberance. The fluid flow is fed by the
drainage of the liquid film and is governed by bamgy forces. It is characterized by a large
recirculation loop that occupies the whole volumk tlee protuberance. The velocity
magnitude reaches a value of around 8 ¢natsthe central axis of the protuberance. The
maximum velocity is reached in the vicinity of tketeral edge of the protuberance and is
about 14 cm$ Fig. 6.b illustrates the turbulence level of thetah flow in the film and in a
protuberance. In the protuberance, the turbulesnad Is moderate, with a maximum value of
the ratio of the turbulent to molecular viscositidsabout 180. In the liquid film, the viscosity
ratio is much lower, which corresponds to a flogimge remaining laminar.

U (m/s)
0.15
I 0.125 -
) 0.10
0.075 :
0.05 .
I 0.025 '
(a) 0 (b)

Figure 6: (a) Velocity vectors (3D) inside a pragrdnce. (b) Turbulent to molecular viscosity
ratio in a vertical cross-section of a protuberance

Heat transfer in the electrode

The computed temperature field of the electrodé at22.2 s (quasi-stationary regime
reached) is presented in Fig. 7.a, while the teatpes profile calculated at the same time
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along a vertical line cutting through a protubermfd. Fig. 7a) is plotted in Fig. 7.b. Due to
the consumption of the electrode, the power suggidiethe electric arc affects mainly a small
region at the electrode tip, usually referred tohas“heat affected zone”. Accordingly, figure
7.b shows a sharp exponential decay in the axiattion of the temperature from the base of
the electrode toward the upper part of the eleetrtdthe present case, the heat affected zone
is about 3 cm high, which is good agreement withdkperimental observations of El Mir et
al. ™ and the results provided by previous mod&? As observed in Fig. 7a, the
variations in the azimuthal direction of the eledi lateral surface temperature are negligible.
Also, the temperature distribution over the surfatéhe liquid film (excluding the drops) is
relatively homogeneous, which is partly relatedthe uniform arc heat flux distribution
considered here.

The superheat of the metal in the liquid film remsasmall (not exceeding 50 °C). On the
other hand, a much higher superheat is calculatsidle the protuberance, which reaches
about 400 °C at the tip of the protuberance. Sughen superheat may be caused by the
recirculating flow of the metal in the protuberanagich contributes to hold the metal inside
the protuberance, thus enabling the metal to raagtter temperatures. The predicted value of
the superheat of the metal at the free surfacehefliquid film is consistent with values
reported in the literature for different materiglsamely about 100 °C for IN718° and
between 150 °C and 200 °C for a zirconium altgY.

25 500 1000 1500 2000

2000’% Protuberance =~ [ Tliq |
— _Liquid film - =9
1500 ¢
%)
1000
}_
500 ;
| | -
0.15 0.2 0.25
Position(m)

(a) (b)

Figure7: (a) Temperaturefield of the outer surfaces of the electrode, (b) Temperature profile
along avertical line cutting through a protuberance. Results obtained during the quasi-
stationary regime at t=22.2 s.
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B. Largediameter electrodewith a short gap

Simulation results are presented for an industf@R melt of a maraging steel electrode.
The electrode considered is 610 mm in diameterl&dmm high (figure 8). Similarly to the
previous case; the height of the electrode is Ba@mtly reduced compared to that of an
actual full-scale electrode, so as to keep the coatipnal time reasonable. The gap length is
10 mm. Again, it is considered that 60 % of thealtatlectric arc power (300 kW) is
transferred to the electrode, while the remainiag p40 %) of this power goes to the metal
bath at the ingot tof}. Initially, the electrode is in solid state witheaperature of 25 °C and
the metal bath is at the liquidus temperature. riteoto reduce further the computational
time, an irregular mesh was used. The mesh isa@finside the gap and in its vicinity and
gets progressively coarser moving further away ftbm area. The number of cells is 2.9
millions.

610 mm

150 mm

325 mm

140 mm

< X

&< ¥ 680 mm

Figure 8: Vertical cross-section of the computational domain used for the simulation of the
mar aging steel electrode.

Liquid film behavior

Similarly to the observations made above for thét ofea Ti-6Al-4V electrode with a short
gap, the destabilization of the liquid film format the electrode tip gives rise again to the
growth of liquid metal protuberances. However, lasstrated in figure 9a, due to the short
gap considered here, the growing protuberance®tewvolve into detaching drops but end up
forming transient capillary bridges (known as dshmrts) between the electrode and the metal
bath at the ingot top. The mass of the drip-shiooing in the figure 9 is 16 g. A part of this
amount of metal is eventually transferred to theamleath as a result of the break-up of the
bridge. Such a drip-short based metal transfer am@sh is consistent with the observations
made during the actual VAR melt. Indeed, althougp-ghorts could not be visualized during
the melt, the occurrence of drip-shorts could beaitoed through their signatures left on the
arc voltage signal. Note that the precise mechanisirihe bridge break-up observed in the
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473 present simulation results are different from thdsscribed in the literatuf®, due to the
474  neglect of electromagnetic phenomena in our model.

475

476 Fluid flow inside a metal bridgeAs shown in figd, the fluid flow inside a bridge is
477  characterized by an important drainage of the nfedal the liquid film to the metal bath. The
478  velocity magnitude reaches a maximum value of aldhcm.s located closed to the central
479  axis of the bridge. The order of magnitude of thigorof the turbulent to molecular viscosities

480 is about 500, which indicates a significant turingke level of the metal flow inside the bridge.
481

Electrode

A

U (m/s) M /1
l 0.20 "
0.15 ad
0.10 300
0.05 150
0 0
(b) ()
482
483 Figure9: (a) Example of a calculated capillary bridge (drip-short). (b) Velocity vectors (3D) in
484 the bridge.(c) Turbulent to molecular viscosity ratio in a vertical cross-section of the bridge.
485
486 The spatial distribution of the protuberances atdlectrode tip at different time instants is
487  shown in figure 10.
488
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Figure 10: Temporal evolution of the protuberance distribution at the tip of the electrode.

Protuberances tend to form near the center ofldetrede and migrate to the periphery of
the electrode forming approximately concentriclesc This arrangement in concentric circles
was previously observed for a 440 mm superallogtedde in an experimental study carried
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out by Wadier etl. 2, which consisted in abruptly switching off the atarent and freezing
the liquid film with a gas stream . Such a behawias been attributed by some authors to
Lorentz forces®. According to our simulations, this phenomenonpisrely thermo-
hydrodynamic and is likeky to be linked to the cawity of the electrode tip. Due to the
cooling resulting from the radiation losses atltteral surface of the electrode, the melting of
the electrode tip is greater at the electrode cehsa at its periphery, which leads (as will be
illustrated below) to a slightly concave shape ltd electode tip. Because of gravitational
effects, the protuberances appearing near ther@tiectenter tend then to "roll" towards the
periphery of the electode, leading to the outwandial motion of the protuberances observed
in figure 10. Note that this outward radial motiohthe protuberances tends to be periodic,
repeating every about 40 s.

Heat transfer in the electrode

Figure 11 illustrates the electrode temperaturggibigion and the temperature profile along
the axis (white dashed line)at 662 s. It can be #eat the electrode tip has a slightly concave
shape due to the cooling effect caused by radiaidhe electrode lateral surface. Because of
the much smaller electrode height to diameter ratitsidered here compared to the previous
simulation, a quasi-stationary regime is not redchiiéhe heat affected zone is much more
important than previously and extends almost alwhay to the top of electrode. Moreover,
the temperature profile has not a such prononcgmbresntial shape as in the previous
simulation (Fig. 7b)..

Similarly to the observations made in figure 7, viaeiations of the electrode lateral surface
temperature in the azimuthal direction are neglégdnd the temperature distribution over the
electrode tip is relatively homogeneous. The sugmrbf the metal at the free surface of the
liquid film is 60 °C, while that at the tip of a giuberance is much more important and
reaches 225 °C.

1(¢°C)
400 600 800 1000 1200 1400 1600 1800
[ 2000 | | '
— 771:/
[ Protuberance
1500 ¢ = Liquid film
8 1000
'—
500 |

0.2 0.25 0.3
Position(m)

(a) (b)

Figure 11: (a) Temperaturefield of the outer surfaces of the electrode, (b) Temperature
profile along the electrode central axis. Results obtained at t = 662 s
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Predicted melt rate

The time evolution of the electrode melt rate clated (with a sampling rate of 10 s) from
the evolution of the electrode total mass (inclgdooth solid and liquid regions) is plotted in
Fig. 12. The electrode begins effectively to méitraa pre-heating stage of about 7 min. The
variation of the melt rate is characterized by arghncrease until reaching a quasi-stationary
regime. In the current model, it should be notext the process starts at full power, contrary
to the real process in which the electric currerdradually increased. The average calculated
melt rate is 7.2 kg.mihwith fluctuations between 6 and 8 kg.minThis value is in good
agreement with that monitored during the actualt melhich quantitatively validates the
present model.

12

RN
(0] o
T T

Melt rate(kg/min)
(0]

0 5 10 15
Time(min)

Figure 12: Time evolution of the predicted melt rate of the maraging steel electrode.

Conclusion

A 3D numerical model was developed in order to $ateu the melting of a VAR
consumable electrode. This work couples the enyhadposity approach to simulate the
melting process and the volume of fluid method tdei the deformation of the liquid film
formed under the electrode.

The model was applied to simulate the melt of allsdi@meter Ti-6Al-4V electrode with a
long interelectrode gap and that of a large diametaraging steel electrode with a short
interelectrode gap. The model was shown to be @bleeproduce two different modes of
electrode consumption in accordance with experialestiservations. For a long gap, liquid
metal protuberances formed at the liquid film scefavolve into drops that eventually detach
and fall into the metal bath at the ingot top, whdr a short gap (10 mm in the present work)
the metal protuberances evolve until forming intélent bridges (drip-shorts) between the
electrode and the metal bath. Simulation resulte rehown that the protuberances tend to
form circle-shaped patterns appearing near theretie center and expanding towards the
electrode periphery. The metal flow in the liquitmf was found to be laminar with a
maximum velocity of a few cm/s. On the other haadurbulent flow has been observed in
the metal protuberances.
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The metal temperature is relatively homogeneous thes free surface of the liquid film,
with a superheat of about 50 °C and about 60°Ctlier Ti-6Al-4V and maraging steel
electrodes, respectively. The metal temperatutarger inside the protuberance than that in
the liquid film, which may be caused by the flowusture of the metal in the protuberance.
The model enables also to predict the electrodeativeelt rate, which compares favorably to
the value measured during the melt of the largmdtar electrode.

In the future, the present model will be furtheveleped by improving the description of
the interactions between the electric arc andithed film. Two points need in particular to
be addressed. The first one deals with the rejwartdf the arc power over the electrode tip,
considering the actual dynamics of the arc. Theorsgcone is the consideration of the
influence of electromagnetic forces on the dynarofdbe liquid metal.
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