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Abstract 15 

 16 

A 3D numerical model was set-up to simulate the formation and dynamics of the liquid metal 17 

film under the consumable electrode during VAR process. In the present paper the 18 

implementation of this model is described. It was developed using the open source 19 

computational fluid dynamics (CFD) software OpenFOAM. The model solves coupled 20 

momentum and energy equations combined with a volume-of-fluid (VOF) method to track the 21 

liquid metal free surface. The melting of the electrode material is modelled with an enthalpy-22 

porosity approach. The electric power supplied by the arc is supposed to be uniformly 23 

distributed over the surface of the electrode tip. For a given electric arc power, the model 24 

enable to quantitatively predict the dripping rate, hence the overall melt rate. Besides the 25 

thermal behavior of the electrode, simulation results illustrate the dynamics of the liquid film 26 

and the transfer mechanisms of the liquid metal during VAR melts performed with short and 27 

long interelectrode gaps. 28 

 29 

Nomenclature 30 

Symbol 
 

Description Unit 

αm Metal volume fraction                                            [-] 
β Dilatation coefficient  [K-1] 
γ Solid volume fraction  [-] 
ε Turbulent kinetic energy dissipation rate  [ m2.s-3] 
λ2 Secondary dendrite arm spacing [m] 
µ Dynamic viscosity [Pa.s-1] 
µt Turbulent dynamic viscosity [Pa.s-1] 
ρ Density [kg.m-3] 
σ Surface tension  [N.m-1] 
σST Stefan Boltzmann constant [W.m-2.K-4] 
   
Cp Specific heat [J.K-1.kg-1] 
fσ Volumetric surface tension force [N.m-3] 
h Total enthalpy  [J.m-3] 
k Turbulent kinetic energy [m². s-2] 
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kc Curvature [m-1] 
k Thermal conductivity  [W.m-1.K-1] 
kt Turbulent thermal conductivity  [W.m-1.K-1] 
L Latent heat of melting   [J.kg-1] 
Parc Power delivered by the arc to the electrode  
Prad Power radiated from the electrode lateral wall  
P Pressure  
T Temperature [K] 
Tsol Solidus temperature [K] 
Tliq Liquidus temperature  [K] 
U Velocity vector [m.s-1 ] 
m Metal  
VOF Volume Of Fluid   
CSF Continuum Surface Force   
CFL Courant-Friedrich-Lewy    
MULES Multidimensional universal limiter with 

explicit solution 
 

 31 

 32 

I. Introduction 33 

 34 

Vacuum arc remelting (VAR) is a secondary remelting process used to improve cleanliness 35 

as well as chemical and mechanical homogeneity of metal ingots. VAR was the first remelting 36 

process to be used commercially for superalloy processing. It is also typically the final stage 37 

in the melting cycle of reactive metals such as titanium and zirconium alloys. [1] 38 

The process consists of melting a consumable electrode under vacuum (see Fig. 1). The 39 

heat source is a DC electric arc of low voltage and high current. The arc is created between 40 

the electrode (cathode) and the base plate of a water-cooled copper crucible at the beginning 41 

of the melt, then between the electrode and the secondary ingot (anode) forming in the 42 

crucible. The melting of the tip of the electrode generates a liquid metal film under the 43 

electrode, from which metal drops are produced that fall under the action of gravity into the 44 

crucible and progressively solidify to form the secondary ingot. At any instant, the ingot is 45 

composed of three zones: the fully solidified metal, the liquid pool fed by metal drops and an 46 

intermediate mushy zone. 47 

 48 
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 49 

Figure 1: Schematic representation of the vacuum arc remelting process. 50 

The quality of the produced ingots strongly depends on the operating conditions of 51 

remelting. Among them, the melt rate and the interelectrode gap play a key role, since they 52 

have significant effects on heat transfer conditions at the free surface of the liquid pool, which 53 

have important implications on the ingot structure and chemical homogeneity [2]. 54 

The VAR process has been investigated previously with both experimental and numerical 55 

approaches. On the experimental side, some studies were devoted to establish various 56 

correlations between the operating parameters [3,4], whereas some research work focused on 57 

the electric arc behavior and metal transfer mechanisms in the interelectrode region, which 58 

were observed using high speed video cameras in specifically instrumented VAR furnaces 59 
[5,6]. Modelling of the VAR process is a difficult task, because the process involves a wide 60 

range of coupled complex physical and chemical phenomena, such as fluid flow, heat and 61 

mass transfer, solidification (macro and microsegregation), electromagnetic forces… In the 62 

literature, most modelling works deal with the development of Computational Fluid 63 

Dynamics (CFD) models of the ingot growth and solidification. The majority of authors 64 

considers a 2D axisymmetric geometry of the ingot and solves the conservation equations of 65 

mass, momentum and energy, accounting for turbulence phenomena and electromagnetic 66 

forces in the liquid pool as well as the solidification of the metal. Examples of such models 67 

are the SOLAR code [7] and the MeltFlow-VAR code [8]. More recently, a multiscale 3D 68 

numerical model of VAR was developed by Pericleous et al. [9], which deals also with the 69 

ingot behavior. Contrary to the ingot, the consumable electrode has received relatively little 70 

attention, with very few modelling works reported, all restricted to thermal phenomena in the 71 

electrode. Numerical studies on the formation and dynamics of the liquid film under the 72 

electrode are in particular missing up to now. Bertram and Zanner [10] described a transient 73 

and one-dimensional model of the heat transfer in the electrode, which was applied to study 74 

the effect of the melting current and the gap length on the electrode melting. A similar model, 75 

including an explicit account of radiative losses from the lateral walls of the electrode, was 76 

presented by Jardy et al. [11]. Lately, a step forward was made by El Mir et al. [12] and Jardy et 77 

al. [13], who reported an unsteady model of heat transfer in the electrode, considering 78 

respectively 2D and 3D geometries. Besides the electrode melt rate, these latter models enable 79 

to predict, contrary to previous studies, the evolution of the shape of the electrode tip 80 

throughout the melt.  81 

 82 
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The present work focuses on the interelectrode gap of the VAR process. The aim is to 83 

numerically study the formation and deformation of the liquid film under the electrode and 84 

the transfer mechanisms of the liquid metal in the interelectrode gap. A further objective is to 85 

predict the melt rate of the electrode for a given electric arc power. For this purpose, a 3D 86 

model describing the melting of the consumable electrode and the dynamics of the liquid film 87 

formed at the electrode tip was developed using the CFD open source software OpenFOAM. 88 

The model considers fuid flow under turbulent regime, heat transfer with phase change and 89 

the deformation of the free surface of the liquid film. The model is concerned with both large 90 

interelectrode gaps, for which the metal transfer results from the formation of molten metal 91 

drops from the electrode and their detachment before contacting the ingot, and short 92 

interelectrode gaps, for which the metal transfer involves the formation of intermittent molten 93 

metal bridges (drip-shorts) between the electrode and the ingot. In section 2, the model is 94 

described, including physical and mathematical issues, constitutive equations, boundary 95 

conditions and the numerical procedure. In section 3, examples of model results detailing the 96 

computed dynamics of the liquid film and thermal behavior of the electrode during the VAR 97 

melt of a small-scale electrode and a fully-scale one are presented. Finally, conclusions of the 98 

present study are drawn in section 4. 99 

 100 

II. Numerical model 101 

 102 

The formation and dynamics of the liquid film under the consumable electrode during the 103 

VAR process is simulated with a multiphase CFD approach. The metal phase change is 104 

accounted for using the enthalpy-porosity method [14] and the shape and position of the free 105 

surface of the liquid film are calculated using the volume of fluid (VOF) interface capturing 106 

method [15]. 107 

 108 

The developed model is based on the following assumptions. 109 

(1) The heat flux provided by the arc to the electrode is considered to be uniformly 110 

distributed at the base of the electrode. The influence on the arc heat flux distribution of the 111 

motion of individual cathode spots and of the possible existence of a relatively slow ensemble 112 

motion of the arc (see e.g. [16] [17] ) is not examined in this study. 113 

(2) As a first step towards a complete description of the liquid film behavior, 114 

magnetohydrodynamic effects produced by the arc current (i.e. electromagnetic forces acting 115 

on the liquid metal) are not taken into account. 116 

(3) In a VAR furnace, the liquid metal film is exposed to a low pressure arc plasma. The 117 

present model does not deal with the description of this complex latter phase, which is 118 

represented here as a neutral gas phase. 119 

(4) All thermophysical properties are considered to be independent of temperature and 120 

identical in the solid and liquid phases. The metal density is made temperature dependent only 121 

in the buoyancy term in the momentum equation. 122 

(5) As explained later in section II.A, when computing the flow, a specific procedure was 123 

introduced to eliminate non-physical spurious velocities generated near the interface in the 124 

gas region. This procedure is applied at the end of each time step after calculating the flow in 125 

both the liquid and gas regions. It is based on a simple filtering scheme designed to set to zero 126 
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the velocity calculated in all computational cells of the gas phase. Note that this filtering was 127 

observed to have negligible influence on the flow calculated in the melt pool. 128 

 129 

A. Governing equations 130 

Fluid flow and behavior of the free surface 131 

The computed behavior of the free surface of the liquid metal film is based on the VOF 132 

approach. In order to identify the metal-gas interface, the model solves an advection equation 133 

of the volume fraction of the metal αm (either solid or liquid) present in each computational 134 

cell: 135 

 ����� + �. �	��
 + �. �	����
 − ��
� = � 

 
(1) 

 136 

αm = 0 if no metal is present in the cell, αm =1 for a cell completely filled with metal, and 0 < 137 

αm < 1 if the interface is present in the cell. In the VOF formulation implemented in 138 

OpenFOAM, the volume fraction transport equation contains an additional convective term 139 

(third term in Eq. 1), referred to as “compression term”. This term compresses the interface by 140 

minimizing the numerical diffusion of the volume fraction while ensuring its boundedness. It 141 

can be noticed that this additional compression term acts only at the vicinity of the interface 142 

region where	α��1 − α�
 ≠ 0. Therefore, it does not affect the fluid flow outside this region 143 
[18]. The parameter Ur in the compressive term is the relative velocity. Since the VOF method 144 

considers only a single velocity for the liquid and gas phases, the relative velocity cannot be 145 

evaluated directly. The evaluation of Ur is performed at cell faces using the following 146 

approximation: 147 

 

	�,� = ��	��� ��� | |!"�! ,�#$%
| |
!"�!&' 

 
 

where the max operation is carried out over the entire domain. �� is the face centered 148 

interface normal vector, φ is the face volume flux and S) is the cell face area vector. The 149 

parameter C+ is a user specified constant, which controls the contribution of the compressive 150 

term: the higher this value, the sharper the interface. Recommended values are in the range 2 151 

≤ C+ ≤ 4. This constant has been set to 4 in all the simulations presented in this paper. 152 

 153 

The gas-liquid metal flow is governed by a single set of continuity and Navier-Stokes 154 

equations. Turbulent phenomena in the liquid phase are modeled through the realizable k-ε 155 

model (the well-known equations of this model may be found in [19]). This model was 156 

selected, since it provides better predictions of flows including streamline curvature and 157 

recirculation. 158 

• Continuity equation  159 

 �,�� + �. �,	
 = � 

 
 (2) 

• Navier-Stokes equation  160 

 161 
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 -.	-/ + 0. �.			
 = −01 + 0. ��2 + 23
0		� + �4 + .567�1 − 89�: − :;<=�
> − 29? 		 (3) 

 162 

The thermophysical properties are calculated as volume fraction weighted averages of the 163 

properties of the phases present in the computational cell: 164 

 165 

 ξ = A9ξ9 + �1 − A9
ξBCD (4) 

 166 

The turbulent viscosity is computed as a function of the turbulent kinetic energy k and its 167 

dissipation rate ε and is expressed as: 168 

 169 

 μF = .9GH IJK  
(5) 

 170 

where Cµ is a coefficient (whose expression can be found in [19]) computed as a function of 171 

the main strain and rotation rates and the turbulence fields (k and ε). 172 

Surface tension effects are taken into account through a continuous equivalent volumetric 173 

force fσ (Continuum Surface Force model) as proposed by Brackbill et al. [20]. This force, 174 

acting only in the vicinity of the interface and directly linked to the interface curvature kc, is 175 

defined as:  176 

 177 

 �4 = L 2.	.9 + .BCD IN	0A9 
 
(6) 

A problem encountered in this formulation is the presence of numerical parasitic velocity 178 

vortices known as “spurious currents”[21]. These “spurious velocities” appear in the gas phase 179 

near the interface despite the absence of any external forces and can be significant when the 180 

capillary effects are predominant. These high velocities force to use very small time steps to 181 

maintain the stability of the simulation (CFL criterion), which increases the computational 182 

time. In addition, their magnitude does not decrease with neither mesh refinement nor smaller 183 

computational time steps [22]. In the current study, a filtration method consisting in setting to 184 

zero the velocities of the gaseous phase was implemented to eliminate those spurious 185 

velocities. This method was not restricted to the interface region, but it was applied to all 186 

computational cells of the gas region. 187 

 188 

The investigation and modelling of the solid to liquid (melting) process has received much 189 

less attention in the literature than that of the liquid to solid (solidification) process. In 190 

particular, it remains unclear whether the melting process involves the existence of a mushy 191 

region similarly to what it is observed during solidification. To the best of the authors 192 

knowledge, existing attempts to model melting (e.g. [34,35]) are all based on the assumption 193 

of the existence of a mushy region and treats this region using the classical enthalpy-porosity 194 

technique originally developed to deal with solidification. A similar approach is used in the 195 

present study, considering a dendritic morphology of the mushy region. It involves the 196 

implementation of the last source term on the right hand side of Eq. 3, which is derived from 197 

the Darcy law. The mushy zone is treated as a porous medium, whose permeability is 198 

calculated using the well-known Kozeny-Carman model, which was extended in the present 199 

work to deal with a three phase system (solid-liquid-gas).  200 
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 ? = OJJ	�1 − P
Q180	P²  
 
(7) 

In this equation, λ2 denotes an order of magnitude of the secondary dendrite arm spacing. γ 201 

is the solid volume fraction in the cell which may be expressed as a function of the metal 202 

volume fraction and the liquid volume fraction gl: γ = αm (1-gl). In practice, the effect of this 203 

term is as follows. In the fully liquid cells (γ = 0), the source term is zero and the “classical” 204 

Navier-Stokes equation is solved. In the cells where a phase change occurs, the source term 205 

dominates over the transient, convective and diffusive terms, thereby forcing to imitate the 206 

Kozeny-Carman model [14]. In the fully solid cells (γ = 1), the source term swamps out all 207 

other terms in the momentum equation, which forces velocities to zero [23]. Strictly speaking, 208 

the velocity appearing in the last source term in Eq. 3 should be the relative velocity between 209 

the liquid and the solid. Since the solid phase is kept at rest in our simulations, this velocity 210 

reduces here to the fluid velocity. 211 

 212 

Heat transfer with phase change  213 

The enthalpy-porosity method is based on the enthalpy formulation of the energy 214 

conservation equation: 215 

 216 

 -ℎ-/ + 0. �ℎ		
 = 0. ��I + A9G1923
	0	:
 (8) 

 217 

The enthalpy may be computed as the sum of sensible enthalpy and latent heat 	absorbed 218 

when the metal changes from solid to liquid: 219 

 220 

 ℎ = U .GVW: + .9A9X;YZ
Z[\]

 
 

(9) 

 221 

The energy conservation may thus be expressed as follows:  222 

 223 

 -�.GV:�-/ + 0. �.GV:		� = 0. ��I + A9G1923
	0	:
 − .9Y	 ^-�A9X;
-/ + 0. �A9X;		
_ + C̀5N − 5̀Ca 
 
     
(10) 

The second term on the right hand side of Eq. 10 accounts for the evolution of the latent 224 

heat during phase change. The liquid-solid interface is not tracked explicitly. Instead, the 225 

melting zone is treated as a porous zone as described previously, in which the liquid fraction 226 

lies between 0 and 1. The liquid fraction is a function of temperature and can be, for example, 227 

calculated as follows: 228 

 229 
 X; = 0																																						bc	: < :De;  

 
(11) 

 

X; = 1																																						bc	: > :;<= 
X; = : − :De;:;<= − :De; 																				bc		:De; < 	: < :;<= 

 230 

The third term on the right hand side of Eq. 10 is the thermal power provided by the electric 231 

arc to the metal. In fact, this power corresponds to a boundary condition of the problem, 232 



8 

 

which is treated here as a volumetric source term applied only in the cells crossed by the 233 

metal/gas interface (defined as the cells where αm = 0.5). The total power delivered by the arc 234 

to the electrode Ptot is assumed to be uniformly distributed at the electrode base, which leads 235 

to the following expression of Parc:   236 

 237 

 C̀5N,< 	= 3̀e3 	∑ h<
h<iN< 

 
(12) 

where Vci is the volume of the cell i (crossed by the interface), Si is the area of the portion of 238 

the interface contained in cell i and ∑Si is the total area of the interface. The interfacial area is 239 

approximated by the following expression: hb = 2Aj|∇Aj|	ilb. 240 

 241 

The last term on the right hand side of Eq. 10 represents thermal losses by radiation at the 242 

electrode lateral wall towards the crucible wall. The radiative heat fluxes at the electrode base 243 

can be neglected, given the small difference between the electrode and ingot diameters and 244 

the similarity of the metal temperatures at the electrode base and on the ingot top. Our 245 

evaluation of the radiative heat fluxes between the electrode and the crucible is based on a 246 

simplified approach, considering radiative exchanges between two infinite parallel planes. 247 

The energy flux density radiated by a surface element of the electrode lateral wall may thus 248 

simply be expressed as: 249 

 250 

 m5Ca,< = LD3K6=�:<n − :9e;an ) (13) 

 251 

The equivalent emissivity is defined by:  252 

 253 

 K6= = 11K6;6N35ea6 + 1K9e;a	 − 1
 

 
(14) 

 254 

Similarly to the treatment of the heat flux provided by the arc to the electrode base, this 255 

radiative flux density is converted into an equivalent volumetric source term.  256 

 257 

 5̀Ca,< 	= m5Ca,< h<iN< 
(15) 

 258 

B. Boundary conditions 259 

Figure 2 shows a vertical cross-section of the 3D computational domain and illustrates the 260 

boundary conditions used for the simulation. The red lines represent the surface of application 261 

of the arc power while the purple lines represent the surface associated to radiative losses. In 262 

order to get a realistic simulation of the formation of molten metal bridges (i.e. drip-short) 263 

between the electrode and the ingot, the domain includes a liquid region under the electrode 264 

representing a part of the molten metal pool present at the ingot top.  265 

 266 

The main boundary conditions of the model, for each of the dependent variables under 267 

consideration (i.e. metal volume fraction, velocity, pressure, turbulent kinetic energy and its 268 

dissipation rate, temperature), are as follows: 269 
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• Metal volume fraction: A fixed value (αm = 1) is specified at the top wall, while a 270 

zero normal gradient is imposed at all other walls.  271 

• Velocity: A no-slip boundary condition is used at walls.  272 

• Pressure: The pressure is specified at the outlet. 273 

• Turbulent kinetic energy and its dissipation rate: The normal gradients are set to 274 

zero at all boundaries. 275 

• Temperature: The walls as well as the outlet are treated as adiabatic, which results 276 

in a zero temperature normal gradient condition.  277 

 278 

 279 

 280 

Figure 2: Cross-section of the computational domain. 281 

 282 

 283 

C. Computational details 284 

The pressure-velocity coupling is handled by the PIMPLE algorithm (combination of the 285 

PISO [24] and SIMPLE [25]algorithms). The convective terms in the conservation equations are 286 

discretized with a second order VanLeer scheme, while the diffusion terms are central 287 

differenced. The transport equation of the metal volume fraction is solved using the 288 

OpenFOAM solver called InterFoam, which is based on the MULES limited interface 289 

compression method. Temporal integration is done using a first order implicit Euler method. 290 

The order of magnitude of the time step is 10-4 s and is controlled via a CFL condition (set to 291 

0.5). The simulations are parallelized on 256 processors (DELL C6320, Intel Xeon 2.1 GHz 292 

CPU). The computation time of the melt of a 10 cm high large diameter electrode is about 3 293 

weeks.  294 

 295 

 296 

 297 
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III. Application of the model  298 

 299 

The numerical model described above was applied to simulate two different melt 300 

configurations. The first one is the melt of a small diameter Ti-6Al-4V electrode with a long 301 

interelectrode gap performed experimentally by Chapelle et al. [6], while the second one is 302 

concerned with the melt of a large diameter maraging steel electrode with a short 303 

interelectrode gap performed in a full-scale industrial VAR furnace. The results presented in 304 

this section illustrate in particular the different behaviors of the liquid film and transfer 305 

mechanisms of the liquid metal according to the gap length. All metal thermophysical 306 

properties employed in the simulations are reported in table 1. The value of the secondary 307 

dendrite arm spacing chosen for the maraging steel electrode is based on measurements made 308 

with a scanning electron microscope in the frame of the current project. As far as the 309 

secondary dendrite arm spacing of the Ti-6Al-4V electrode is concerned, the value of this 310 

parameter is unclear. The allotropic transformation of titanium alloys erases evidence of the 311 

possible existence of dendrites during the liquid/solid phase change process. Thus, it is not 312 

clear whether the phase change involves a dendritic mechanism or another mechanism. In 313 

light of this lack of knowledge, it was decided in the present study to assume the occurrence 314 

of a dendritic mechanism. The value of the secondary dendrite arm spacing of Ti-6Al-4V was 315 

chosen identical to that measured for maraging steel (i.e. 5 µm). The values of the properties 316 

of the gas representing the plasma have been chosen arbitrarily and do not correspond to any 317 

real gas. Sensitivity analyses have been performed by varying separately each of those values 318 

in a limited range and did not reveal any significant influence on the flow calculated in the 319 

melt pool. 320 

 321 

 322 

Parameters Value Unit 
Ti-6Al-4V [26] Maraging Steel[27] Gas 

Density , 3925 7933 0,2 IX.jsQ 
Dynamic viscosity t 2.4 × 10sQ 5 × 10sQ 2.7 × 10sn `w. x  
Surface tension 4 1.525 1.93 - y.jsz	 
Specific heat �{ 831 554 0 |. IXsz?sz 
Emissivity 0.43 0.5 -  
Thermal conductivity } 33.4 23 9,55.10sJ ~.jsz. ?sz 
Dilatation coefficient � 6.7 × 10s� 2.2 × 10s� 0 ?sz 
Liquidus temperature ���� 1625 1450 - °G 

Solidus temperature ���� 1595 1413 - °G 
Reference temperature ���� 1625 1450 - °G 

Latent heat of melting � 2.86 × 10� 2.61 × 10� - |. IXsz 
Secondary dendrite arm spacing λ2 5 × 10s� 5 × 10s� - m 

Table 1: Thermophysical parameters used for the simulations.  323 

 324 

 325 

 326 

 327 

 328 
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A. Small diameter electrode with a long gap 329 

 330 

Fig. 3 shows a vertical cut of the computational domain with the initial metal represented in 331 

yellow. The electrode diameter is 160 mm, its height is 150 mm and the interelectrode gap is 332 

66 mm. The height of the electrode considered here is much smaller than that of the actual 333 

electrode, in order to limit the computational time. The total electric arc power is 183.6 kW. 334 

The electrode and the metal bath at the ingot top are considered to receive respectively 60% 335 

and 40 % of this power[11]. Initially, the electrode is in solid state with a temperature of 25 °C. 336 

The liquid bath is at the liquidus temperature of the alloy. The computational grid is a uniform 337 

structured mesh consisting of around 3.5 million cells.  338 

 339 

 340 

Figure 3: Vertical cross-section of the computational domain used for the simulation of 341 

the Ti-6Al-4V electrode. 342 

 343 

Liquid film behavior   344 

At the initial state, the electrode is isothermal. The thermal power provided by the electric 345 

arc heats the electrode. At this stage, the heat transfer is purely conductive. As soon as the 346 

temperature of the tip reaches the solidus temperature, the electrode starts to melt and a 347 

distorted liquid film is formed. The film thickness is about 1 mm, which is agreement with the 348 

estimates given in the literature [28,29]. 349 

Owing to the Rayleigh-Taylor instability which occurs when a heavy fluid is placed above 350 

a lighter one in a gravitational field [30], small protuberances appear and are spatially 351 

distributed in lattices as shown in Fig. 4, which gives the depth reached by the protuberances 352 

in the liquid film. Continuous feeding of the film due to the metal melting eventually 353 

destabilizes these structures. The protuberances are subject to horizontal movements. Once 354 

they get close to each other, they coalesce, grow and form drops. Such a behavior is 355 

qualitatively consistent with the observations made by Limat et al. [31] in a model experiment.  356 

Although the mechanism of formation of the protuberances seems random, the drops appear 357 

to detach in specific locations, namely either at the center of the electrode or at its periphery. 358 

The dripping sites tend to form a square network with a centered face. This can be clearly 359 

seen on the right image of figure 4, where a drop is about to form in the center due to the 360 
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coalescence of two protuberances, while four protuberances located at the periphery of the 361 

electrode will give rise later on to four drops due to the drainage of the liquid film.  362 

 363 

 364 

Figure 4: Depth of protuberances formed from the liquid film. 365 

 366 

The final growth and the detachment of the central drop observed on the right image of 367 

figure 4 are compared in figure 5 with the experimental observations reported by Chapelle et 368 

al. [6]. On the left image, the protuberance which grows by drainage of the liquid metal has a 369 

cylindrical shape. Then it stretches resulting in the formation of a drop. The drop remains 370 

attached to the liquid film by a filament which gradually becomes thinner. This latter process 371 

eventually triggers the break-up of the filament and subsequent detachment of the drop before 372 

touching the molten pool. 373 

 374 

 375 

Figure 5: Formation and detachment of a drop observed experimentally [6] (top row) 376 

and predicted by the numerical model (bottom row). 377 

 378 

 379 
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 380 

The dimension of the simulated drop is of the same order of magnitude (around 1 cm) as that 381 

of the actual drop. It is also interesting to note that the characteristic times for each stage are 382 

of the same order of magnitude, even if the “numerical” drop takes less time to detach than in 383 

reality. Although this comparison can only be qualitative since the simulation does not take 384 

into account the electromagnetic effects related to the presence of the arc, the simulated 385 

behavior remains close to the experimental visualizations. 386 

 387 

Fluid flow inside a protuberance    388 

As an example of the typical fluid flow present in a protuberance, Fig. 6.a shows a 3D 389 

representation of the computed velocity vectors in a protuberance. The fluid flow is fed by the 390 

drainage of the liquid film and is governed by buoyancy forces. It is characterized by a large 391 

recirculation loop that occupies the whole volume of the protuberance. The velocity 392 

magnitude reaches a value of around 8 cm.s-1 at the central axis of the protuberance. The 393 

maximum velocity is reached in the vicinity of the lateral edge of the protuberance and is 394 

about 14 cm.s-1.  Fig. 6.b illustrates the turbulence level of the metal flow in the film and in a 395 

protuberance. In the protuberance, the turbulence level is moderate, with a maximum value of 396 

the ratio of the turbulent to molecular viscosities of about 180. In the liquid film, the viscosity 397 

ratio is much lower, which corresponds to a flow regime remaining laminar.   398 

 399 

 400 
Figure 6: (a) Velocity vectors (3D) inside a protuberance. (b) Turbulent to molecular viscosity 401 

ratio in a vertical cross-section of a protuberance.  402 

 403 

 404 

 405 

 406 

 407 

 408 

 409 

Heat transfer in the electrode  410 

 411 

The computed temperature field of the electrode at t = 22.2 s (quasi-stationary regime 412 

reached) is presented in Fig. 7.a, while the temperature profile calculated at the same time 413 
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along a vertical line cutting through a protuberance (cf. Fig. 7a) is plotted in Fig. 7.b. Due to 414 

the consumption of the electrode, the power supplied by the electric arc affects mainly a small 415 

region at the electrode tip, usually referred to as the “heat affected zone”. Accordingly, figure 416 

7.b shows a sharp exponential decay in the axial direction of the temperature from the base of 417 

the electrode toward the upper part of the electrode. In the present case, the heat affected zone 418 

is about 3 cm high, which is good agreement with the experimental observations of El Mir et 419 

al. [12] and the results provided by previous models [10][11,12]. As observed in Fig. 7a, the 420 

variations in the azimuthal direction of the electrode lateral surface temperature are negligible. 421 

Also, the temperature distribution over the surface of the liquid film (excluding the drops) is 422 

relatively homogeneous, which is partly related to the uniform arc heat flux distribution 423 

considered here. 424 

 425 

The superheat of the metal in the liquid film remains small (not exceeding 50 °C). On the 426 

other hand, a much higher superheat is calculated inside the protuberance, which reaches 427 

about 400 °C at the tip of the protuberance. Such higher superheat may be caused by the 428 

recirculating flow of the metal in the protuberance, which contributes to hold the metal inside 429 

the protuberance, thus enabling the metal to reach higher temperatures. The predicted value of 430 

the superheat of the metal at the free surface of the liquid film is consistent with values 431 

reported in the literature for different materials (namely about 100 °C for IN718 [10] and 432 

between 150 °C and 200 °C for a zirconium alloy [12]). 433 

 434 

 435 
Figure 7: (a) Temperature field of the outer surfaces of the electrode, (b) Temperature profile 436 

along a vertical line cutting through a protuberance. Results obtained during the quasi-437 

stationary regime at t=22.2 s. 438 

 439 

 440 

 441 
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 442 

 443 

B. Large diameter electrode with a short gap  444 

 445 

Simulation results are presented for an industrial VAR melt of a maraging steel electrode. 446 

The electrode considered is 610 mm in diameter and 150 mm high (figure 8). Similarly to the 447 

previous case; the height of the electrode is significantly reduced compared to that of an 448 

actual full-scale electrode, so as to keep the computational time reasonable. The gap length is 449 

10 mm. Again, it is considered that 60 % of the total electric arc power (300 kW) is 450 

transferred to the electrode, while the remaining part (40 %) of this power goes to the metal 451 

bath at the ingot top[11]. Initially, the electrode is in solid state with a temperature of 25 °C and 452 

the metal bath is at the liquidus temperature. In order to reduce further the computational 453 

time, an irregular mesh was used. The mesh is refined inside the gap and in its vicinity and 454 

gets progressively coarser moving further away from this area. The number of cells is 2.9 455 

millions.  456 

 457 

 458 
Figure 8: Vertical cross-section of the computational domain used for the simulation of the 459 

maraging steel electrode. 460 

Liquid film behavior 461 

Similarly to the observations made above for the melt of a Ti-6Al-4V electrode with a short 462 

gap, the destabilization of the liquid film formed at the electrode tip gives rise again to the 463 

growth of liquid metal protuberances. However, as illustrated in figure 9a, due to the short 464 

gap considered here, the growing protuberances do not evolve into detaching drops but end up 465 

forming transient capillary bridges (known as drip-shorts) between the electrode and the metal 466 

bath at the ingot top. The mass of the drip-short shown in the figure 9 is 16 g. A part of this 467 

amount of metal is eventually transferred to the metal bath as a result of the break-up of the 468 

bridge. Such a drip-short based metal transfer mechanism is consistent with the observations 469 

made during the actual VAR melt. Indeed, although drip-shorts could not be visualized during 470 

the melt, the occurrence of drip-shorts could be monitored through their signatures left on the 471 

arc voltage signal. Note that the precise mechanisms of the bridge break-up observed in the 472 
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present simulation results are different from those described in the literature [6], due to the 473 

neglect of electromagnetic phenomena in our model. 474 

 475 

Fluid flow inside a metal bridgeAs shown in figure 9.b, the fluid flow inside a bridge is 476 

characterized by an important drainage of the metal from the liquid film to the metal bath. The 477 

velocity magnitude reaches a maximum value of around 22 cm.s-1 located closed to the central 478 

axis of the bridge. The order of magnitude of the ratio of the turbulent to molecular viscosities 479 

is about 500, which indicates a significant turbulence level of the metal flow inside the bridge.  480 
 481 

 482 
Figure 9: (a) Example of a calculated capillary bridge (drip-short). (b) Velocity vectors (3D) in 483 

the bridge.(c) Turbulent to molecular viscosity ratio in a vertical cross-section of the bridge. 484 

 485 

The spatial distribution of the protuberances at the electrode tip at different time instants is 486 

shown in figure 10.  487 

 488 
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 489 
Figure 10: Temporal evolution of the protuberance distribution at the tip of the electrode. 490 

 491 

 492 

 493 

 494 

 495 

 496 

 497 

 498 

 499 

 500 

 501 

Protuberances tend to form near the center of the electrode and migrate to the periphery of 502 

the electrode forming approximately concentric circles. This arrangement in concentric circles 503 

was previously observed for a 440 mm superalloy electrode in an experimental study carried 504 
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out by Wadier et al. [32], which consisted in abruptly switching off the arc current and freezing 505 

the liquid film with a gas stream . Such a behavior has been attributed by some authors to 506 

Lorentz forces [33]. According to our simulations, this phenomenon is purely thermo-507 

hydrodynamic and is likeky to be linked to the concavity of the electrode tip. Due to the 508 

cooling resulting from the radiation losses at the lateral surface of the electrode, the melting of 509 

the electrode tip is greater at the electrode center than at its periphery, which leads (as will be 510 

illustrated below) to a slightly concave shape of the electode tip. Because of gravitational 511 

effects, the protuberances appearing near the electrode center tend then to "roll" towards the 512 

periphery of the electode, leading to the outward radial motion of the protuberances observed 513 

in figure 10. Note that this outward radial motion of the protuberances tends to be periodic, 514 

repeating every about 40 s. 515 

 516 

Heat transfer in the electrode  517 

 518 

Figure 11 illustrates the electrode temperature distribution and the temperature profile along 519 

the axis (white dashed line)at 662 s. It can be seen that the electrode tip has a slightly concave 520 

shape due to the cooling effect caused by radiation at the electrode lateral surface. Because of 521 

the much smaller electrode height to diameter ratio considered here compared to the previous 522 

simulation, a quasi-stationary regime is not reached. The heat affected zone is much more 523 

important than previously and extends almost all the way to the top of electrode. Moreover, 524 

the temperature profile has not a such prononced exponential shape as in the previous 525 

simulation (Fig. 7b)..  526 

Similarly to the observations made in figure 7, the variations of the electrode lateral surface 527 

temperature in the azimuthal direction are negligible and the temperature distribution over the 528 

electrode tip is relatively homogeneous. The superheat of the metal at the free surface of the 529 

liquid film is 60 °C, while that at the tip of a protuberance is much more important and 530 

reaches 225 °C.  531 

 532 

 533 
Figure 11: (a) Temperature field of the outer surfaces of the electrode, (b) Temperature 534 

profile along the electrode central axis. Results obtained at t = 662 s 535 



19 

 

Predicted melt rate  536 

The time evolution of the electrode melt rate calculated (with a sampling rate of 10 s) from 537 

the evolution of the electrode total mass (including both solid and liquid regions) is plotted in 538 

Fig. 12. The electrode begins effectively to melt after a pre-heating stage of about 7 min. The 539 

variation of the melt rate is characterized by a sharp increase until reaching a quasi-stationary 540 

regime. In the current model, it should be noted that the process starts at full power, contrary 541 

to the real process in which the electric current is gradually increased. The average calculated 542 

melt rate is 7.2 kg.min-1 with fluctuations between 6 and 8 kg.min-1. This value is in good 543 

agreement with that monitored during the actual melt  which quantitatively validates the 544 

present model. 545 

 546 
 547 

Figure 12: Time evolution of the predicted melt rate of the maraging steel electrode. 548 

 549 

Conclusion 550 

A 3D numerical model was developed in order to simulate the melting of a VAR 551 

consumable electrode. This work couples the enthalpy-porosity approach to simulate the 552 

melting process and the volume of fluid method to model the deformation of the liquid film 553 

formed under the electrode. 554 

The model was applied to simulate the melt of a small diameter Ti-6Al-4V electrode with a 555 

long interelectrode gap and that of a large diameter maraging steel electrode with a short 556 

interelectrode gap. The model was shown to be able to reproduce two different modes of 557 

electrode consumption in accordance with experimental observations. For a long gap, liquid 558 

metal protuberances formed at the liquid film surface evolve into drops that eventually detach 559 

and fall into the metal bath at the ingot top, while for a short gap (10 mm in the present work) 560 

the metal protuberances evolve until forming intermittent bridges (drip-shorts) between the 561 

electrode and the metal bath. Simulation results have shown that the protuberances tend to 562 

form circle-shaped patterns appearing near the electrode center and expanding towards the 563 

electrode periphery. The metal flow in the liquid film was found to be laminar with a 564 

maximum velocity of a few cm/s. On the other hand, a turbulent flow has been observed in 565 

the metal protuberances. 566 
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The metal temperature is relatively homogeneous over the free surface of the liquid film, 567 

with a superheat of about 50 °C and about 60°C for the Ti-6Al-4V and maraging steel 568 

electrodes, respectively. The metal temperature is larger inside the protuberance than that in 569 

the liquid film, which may be caused by the flow structure of the metal in the protuberance. 570 

The model enables also to predict the electrode overall melt rate, which compares favorably to 571 

the value measured during the melt of the large diameter electrode. 572 

In the future, the present model will be further developed by improving the description of 573 

the interactions between the electric arc and the liquid film. Two points need in particular to 574 

be addressed. The first one deals with the repartition of the arc power over the electrode tip, 575 

considering the actual dynamics of the arc. The second one is the consideration of the 576 

influence of electromagnetic forces on the dynamics of the liquid metal. 577 
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