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Abstract

Introduced by Goulden and Jackson in their 1996 paper, the matchings-
Jack conjecture and the hypermap-Jack conjecture (also known as the
b-conjecture) are two major open questions relating Jack symmetric func-
tions, the representation theory of the symmetric groups and combinato-
rial maps. They show that the coefficients in the power sum expansion
of some Cauchy sum for Jack symmetric functions and in the logarithm
of the same sum interpolate respectively between the structure constants
of the class algebra and the double coset algebra of the symmetric group
and between the numbers of orientable and locally orientable hypermaps.
They further provide some evidence that these two families of coefficients
indexed by three partitions of a given integer n and the Jack parameter α
are polynomials in β = α−1 with non negative integer coefficients of com-
binatorial significance. This paper is devoted to the case when one of the
three partitions is equal to (n). We exhibit some polynomial properties of
both families of coefficients and prove a variation of the hypermap-Jack
conjecture and the matchings-Jack conjecture involving labelled hyper-
maps and matchings in some important cases.
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1 Introduction

1.1 Cauchy sums for Jack symmetric functions
For any integer n denote λ = (λ1, λ2, · · · , λp) ` n an integer partition of |λ| = n
with `(λ) = p parts sorted in decreasing order. The set of all integer partitions
(including the empty one) is denoted P. If mi(λ) is the number of parts of
λ that are equal to i, then we may write λ as [1m1(λ) 2m2(λ) · · · ] and define
zλ =

∏
i i
mi(λ)mi(λ)!, Autλ =

∏
imi(λ)!. When there is no ambiguity, the one

part partition of integer n, (n) = [n1] is simply denoted n. Given a parameter
α, denote pλ(x) and Jαλ (x) the power sum and Jack symmetric function
indexed by λ on x = (x1, x2, · · · ). Jack symmetric functions are orthogonal
for the scalar product 〈· , ·〉α defined by 〈pλ, pµ〉α = α`(λ)zλδλ,µ. Denote jλ(α)
the value of the scalar product 〈Jαλ , Jαµ 〉α = jλ(α)δλ,µ. This paper is devoted
to the study of the following series for Jack symmetric functions introduced by
Goulden and Jackson in [7].

Φ(x, y, z, t, α) =
∑

γ∈P

Jαγ (x)Jαγ (y)Jαγ (z)t|γ|

〈Jαγ , Jαγ 〉α
,

Ψ(x, y, z, t, α) = αt
∂

∂t
log Φ(x, y, z, t, α).

More specifically, we focus on the coefficients aλµ,ν(α) and hλµ,ν(α) in their power
sum expansions defined by:

Φ(x, y, z, t, α) =
∑

n>0

tn
∑

λ,µ,ν`n
α−`(λ)z−1λ aλµ,ν(α)pλ(x)pµ(y)pν(z),

Ψ(x, y, z, t, α) =
∑

n>0

tn
∑

λ,µ,ν`n
hλµ,ν(α)pλ(x)pµ(y)pν(z).

Goulden and Jackson conjecture that both the aλµ,ν(α) and hλµ,ν(α) may have
a strong combinatorial interpretation. In particular thanks to exhaustive com-
putations of the coefficients they show that the aλµ,ν(α) and hλµ,ν(α) are poly-
nomials in β = α − 1 with non negative integer coefficients and of degree at
most n−min{`(µ), `(ν)} for all λ, µ, ν ` n 6 8 . They conjecture this property
for arbitrary λ, µ, ν and prove it in the limit cases λ = [1n] and λ = [1n−221].
Moreover, for λ, µ, ν partitions of a given integer n, they make the stronger
suggestion that the coefficients in the powers of β in aλµ,ν(α) count certain sets
of matchings i.e. fixpoint-free involutions of the symmetric group on 2n ele-
ments (the matchings-Jack conjecture) and that the coefficients in the powers
of β in hλµ,ν(α) count certain sets of locally orientable hypermaps i.e. connected
bipartite graphs embedded in a locally orientable surface (the hypermap-Jack
conjecture or b-conjecture). We look at the case µ = (n) and study a variant of
the conjectures involving labelled objects defined in the following section.

In this specific case the two conjectures are related. Indeed, one has:
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Ψ(x, y, z, t, α) = αt
∂

∂t

∑

k>0

(−1)k+1
∑

µ1···µk∈P\∅
∏

i

pµi(y)t|µi|
∑

λ,ν`|µi|
z−1λ α−`(λ)aλµiν(α)pλ(x)pν(z),

which implies that

[pn(y)]Ψ(x, y, z, t, α) = αt
∂

∂t
tn
∑

λ,ν`n
z−1λ α−`(λ)aλnν(α)pλ(x)pν(z).

As a result, the following formula holds:

hλnν(α) = αnz−1λ α−`(λ)aλnν(α). (1)

However, because of the difference in the combinatorial objects involved in
the two conjectures, they are not equivalent.

Remark 1. According to the definition of the coefficients aλµ,ν(α), Equation (1)
can be rewritten as hλnν(α) = anλν(α).

1.2 Combinatorial background
1.2.1 Matchings

Given a non-negative integer n and a set of 2n vertices Vn = {1, 1̂, · · · , n, n̂} we
call amatching on Vn a set of n non-adjacent edges such that all the vertices are
the endpoint of one edge. Given two matchings δ1 and δ2, the graph induced by
the vertices in Vn and the 2n edges of δ1∪δ2 is composed of cycles of even length
2ε1, 2ε2, · · · , 2εp for some ε ` n and we denote Λ(δ1, δ2) = ε. For a partition
λ = (λ1, · · · , λp) of n, define two canonical matchings gn and bλ. The matching
gn is obtained by drawing a gray colored edge between vertices i and î = gn(i)
for i = 1, · · · , n. The matching bλ is obtained by drawing a black colored edge
between vertices î and bλ(̂i) for i = 1, · · · , n where bλ(̂i) = 1 +

∑l−1
k=1 λk if

i =
∑l
k=1 λk for some 1 6 l 6 p and bλ(̂i) = i + 1 otherwise. Obviously

Λ(gn,bλ) = λ. Denote by Gλµ,ν the set of all the matchings δ on Vn such that
Λ(gn, δ) = µ and Λ(bλ, δ) = ν. A matching δ in which all edges are of kind
{i, ĵ} is called bipartite. This graph model is closely linked to the connection
coefficients of two classical algebras.

• The class algebra is the center of the group algebra CSn. For λ ` n,
denote by Cλ the formal sum of all permutations with cycle type λ. The
set {Cλ | λ ` n} is a basis of the class algebra.
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• The double coset algebra is the Hecke algebra of the Gelfand pair
(S2n, Bn) where Bn is the centralizer of f? = (11̂)(22̂) . . . (nn̂) in S2n. For
λ ` n, denote by Kλ the double coset consisting of all the permutations
ω ∈ S2n such that f?◦ω◦f?◦ω−1 has a cycle type λλ. The set {Kλ | λ ` n}
is a basis of the double coset algebra.

We define the connection coefficients of these algebras by

cλµν = [Cλ]CµCν and bλµν = [Kλ]KµKν , λ, µ, ν ` n. (2)

Proposition 1 ([7], proposition 4.1; [10], Lemma 3.2). Using the notation
above:

bλµν/|Bn| = |Gλµν | and cλµν = |{δ ∈ Gλµν | δ is bipartite}|.

This paper is focused on the case µ = (n). For λ, ν ` n we consider the set of
labelled matchings G̃λν , i.e. the tuples δ = (δ̄, σ2, · · · ) composed of a matching
δ̄ ∈ Gλn,ν and a permutation σi on the mi(ν) cycles of length 2i in bλ ∪ δ̄ for all
i > 1 (the cycles of length 2 are not labelled). Clearly, |G̃λν | = Autν

m1(ν)!
|Gλn,ν |.

Example 1. Figure 1 depicts a labelled matching from G̃(4,2)[23] with three labelled
squares: 1̂23̂4, 2̂36̂5 and 4̂15̂6.

1"^1"

2"^

2"

3"3"^

4"

4̂"

5"

6"6"̂

5"^

1

2
3

Figure 1: A labelled matching from G̃(4,2)[23] with three labelled squares.

1.2.2 Locally orientable hypermaps

One can define locally orientable hypermaps as connected bipartite graphs
with black and white vertices. Each edge is composed of two half-edges both
connecting the two incident vertices. This graph is embedded in a locally ori-
entable surface such that if we cut the graph from the surface, the remaining
part consists of connected components called faces or cells, each homeomorphic
to an open disk. The map can also be represented (not in a unique way) as a
ribbon graph on the plane keeping the incidence order of the edges around
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each vertex. In such a representation, two half-edges can be parallel or cross
in the middle. We say that the hypermap is orientable if it is embedded in
an orientable surface (sphere, torus, bretzel, . . . ). Otherwise the hypermap is
embedded in a non orientable surface (projective plane, Klein bottle, . . . ) and
is said to be non-orientable. In this paper we consider only rooted hy-
permaps, i.e. hypermaps with a distinguished half-edge. More details about
hypermaps can be found in [14].
The degree of a face, a white vertex or a black vertex is the number of edges
incident to it. Hypermaps are also classified according to a triple of integer
partitions that give respectively the degree distribution of the faces, the degree
distribution of the white vertices, and the degree distribution of the black ver-
tices. For any integer n and partitions λ, µ and ν of n, denote Lλµ,ν and lλµ,ν
(resp. Mλ

µ,ν and mλ
µ,ν) the set and the number of locally orientable hypermaps

(resp. orientable) of face degree distribution λ, white vertices degree distribu-
tion µ and black vertices degree distribution ν. When µ = (n), the hypermap
has only one white vertex. We call it a star hypermap.

Remark 2. Star hypermaps are in natural bijection with unicellular hyper-
maps, i.e. hypermaps with only one face but an arbitrary number of white
vertices. While unicellular hypermaps received a more significant attention in
previous papers (see e.g. [9, 19, 23, 25]), it is much more convenient to work
with multicellular star hypermaps for our purpose.

Example 2. Two star hypermaps are depicted on Figure 2. The leftmost (resp.
rightmost) one is orientable (resp. non-orientable) and has a face degree distri-
bution λ = (4, 1, 1) (resp. λ = (4)).

Figure 2: Examples of star hypermaps embedded in the torus (left) and the
Klein bottle (right).

Remark 3. When ν = [2m] for some integer m, hypermaps reduce to classical
(non-bipartite maps). The reduction is obtained by connecting the two edges
incident to each black vertex and removing all the black vertices. Figure 3 gives
an example of a non-bipartite star maps represented as a ribbon graph.
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Figure 3: Example a non-bipartite star map.

In this paper, we consider labelled star hypermaps, i.e. hypermaps where
the `(ν) black vertices are labelled by integers 1, · · · , `(ν) such that the vertex
incident to the root is labelled 1. Denote di the degree of the black vertex
indexed i, we further assume that the edges incident to the black vertex indexed
i are labelled with

∑

16j<i
dj + 1,

∑

16j<i
dj + 2, · · · ,

∑

16j6i
dj

with the additional condition that the root edge (incident to the black vertex
indexed 1) is labelled 1. For λ, ν ` n, denote L̃λν the set of labelled star hyper-
maps with face degree distribution λ and black vertices degree distribution ν.
We focus on the special case ν = [km]. Clearly,

|L̃λ[km]| = (m− 1)!k!m−1(k − 1)!lλn,[km] =
m!k!m

n
lλn,[km].

Example 3. The two ribbon graphs depicted on Figure 4 are labelled star hy-
permaps with ν = [3m] (left-hand side) and ν = [2m] (right-hand side).

1"4"
1"

2"

3"

6"

9"

12"

5"

11"

8"7"

4"

10"

2"

3"
1"

2"
10"

9" 7"

8"
6"

5"
3"

4"

Figure 4: Examples of labelled star hypermaps.
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1.3 Relation to the matchings-Jack and hypermap-Jack
conjectures

One can show (see e.g. [7], [10], [26]) that the numbers cλµ,ν , bλµ,ν and numbers
of hypermaps are linked to the coefficients aλµ,ν(α) and hλµ,ν(α):

aλµ,ν(1) = cλµ,ν and aλµ,ν(2) =
1

|Bn|
bλµ,ν ,

hλµ,ν(1) = mλ
µ,ν and hλµ,ν(2) = lλµ,ν .

For general values of α Goulden and Jackson conjecture the following rela-
tions between aλµ,ν(α) (resp. hλµ,ν(α)) and sets of matchings (resp. hypermaps).

Conjecture 1 (Matchings-Jack conjecture, [7], conjecture 4.2). For λ, µ, ν ` n
there exists a function wtλ : Gλµ,ν → {0, 1, · · · , n−min{`(µ), `(ν)}} such that

aλµ,ν(β + 1) =
∑

δ∈Gλµ,ν

βwtλ(δ)

and wtλ(δ) = 0 ⇐⇒ δ is bipartite.

Conjecture 2 (Hypermap-Jack conjecture, [7], conjecture 6.3). For λ, µ, ν ` n
there exists a function ϑ : Lλµ,ν → {0, 1, · · · , n−min{`(µ), `(ν)}} such that

hλµ,ν(β + 1) =
∑

M∈Lλµ,ν

βϑ(M)

and ϑ(M) = 0 ⇐⇒ M is orientable.

2 Main results
We use linear operators for Jack symmetric functions to derive a new formula
for the coefficients aλn,ν(α) for general λ and ν which shows their polynomial
properties and, as a consequence to Equation (1), the polynomial properties of
the coefficients hλn,ν(α). Making this formula explicit and using some bijective
constructions for labelled star hypermaps and matchings, we show a variant of
the matchings-Jack and the hypermap-Jack conjectures for labelled objects in
some important cases.
Denote Dα, the Laplace-Beltrami operator. Namely,

Dα =
α

2

∑

i

x2i
∂2

∂x2i
+
∑

i 6=j

xixj
xi − xj

∂

∂xi

and let ∆ and {Ωk}k>1 be the operators on symmetric functions defined by

∆ = [Dα, [Dα, p1/α]], Ω1 = [Dα, p1/α], Ωk+1 = [∆,Ωk].

Our main result can be stated as follows
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Theorem 1. For any integer n and λ, ν ` n, the coefficients aλn,ν(α) verify:

Autν
∑

λ`n
z−1λ α−`(λ)aλn,ν(α)pλ =

1∏
i>1 νi!


∏

i>2

Ωνi


∆ν1−1(p1/α). (3)

As a consequence to Theorem 1, we have the following polynomial properties.

Corollary 1. For λ, ν ` n, Autν |Cλ|aλn,ν(α) and Autν
∏
i>1 νi!h

λ
n,ν(α) are poly-

nomials in α with integer coefficients of respective degrees at most n− `(ν) and
n+ 1− `(λ)− `(ν).

Explicit computation of operators Ωk for k = 1, 2, 3 and ∆, allows us to
show:

Theorem 2. For λ, ν ` n, define ãλn,ν(α) = (Autν/m1(ν)!)aλn,ν(α). If all
but one part of ν are less or equal to 3, there exists a function wt: G̃λν →
{0, 1, 2, · · · , n− `(ν)} such that

ãλn,ν(β + 1) =
∑

δ∈G̃λν

βwt(δ)

and wt(δ) = 0 ⇐⇒ δ is bipartite.

Theorem 3. For λ ` n and integers k and m with n = km, define h̃λn,[km](α) =
m!k!m

n hλn,[km](α). For all k ∈ {1, 2, 3, n} there exists a function ϑ : L̃λ[km] →
{0, 1, 2, · · · , n+ 1− `(λ)−m} such that

h̃λn,[km](β + 1) =
∑

M∈L̃λ
[km]

βϑ(M)

and ϑ(M) = 0 ⇐⇒ M is orientable.

Remark 4. The focus on labelled objects and this variant of the matchings-
Jack and the hypermap-Jack conjectures is motivated by the coefficients Autν
and

∏
i>1 νi! that appear in Equation (3).

Remark 5. One can notice that we consider all the partitions ν with any num-
ber of parts 1, 2 and 3 in Theorem 2 but only the partitions of the type ν = [km]
in Theorem 3. This is due to the existence of a distinguished (root) edge in the
star hypermaps of the later theorem that prevents the extension of our methods
to less symmetric cases.

3 Background and prior works
The following sections provide some relevant background regarding the com-
putation of cλµ,ν , bλµ,ν , mλ

µ,ν and lλµ,ν , i.e. the computation of the coefficients
aλµ,ν(α) and hλµ,ν(α) in the classical cases α ∈ {1, 2} and known results for these
coefficients with general α.
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3.1 Classical enumeration results for matchings and hy-
permaps

Except for special cases no closed formulas are known for the coefficients cλµ,ν ,
bλµ,ν , mλ

µ,ν and lλµ,ν . Prior works on the subjects are usually focused on the case
λ = (n). With this particular parameter, one has cnµ,ν = mn

µ,ν and lnµ,ν = b̃nµ,ν .
Using an inductive argument Bédard and Goupil [1] first found a formula for
cnλ,µ in the case `(λ) + `(µ) = n+ 1, which was later reproved by Goulden and
Jackson [8] via a bijection with a set of ordered rooted bicolored trees. Later, us-
ing characters of the symmetric group and a combinatorial development, Goupil
and Schaeffer [9] derived an expression for the connection coefficients cnµ,ν in the
general case as a sum of positive terms (see Biane [2] for a succinct algebraic
derivation; and Poulalhon and Schaeffer [21], and Irving [11] for further general-
isations). Closed form formulas of the expansion of the generating series for the
cnλ,µ and bnλ,µ and their generalisations in the monomial basis were provided by
Morales and Vassilieva and Vassilieva using bijective constructions for hyper-
maps in [19], [25] and [23]. Equivalent results using purely algebraic methods
are provided in [24].

3.2 Prior results on the Matchings-Jack conjecture and
the Hypermap-Jack conjecture

While the matchings-Jack and the hypermap-Jack conjecture are still open in
the general case, some special cases and weakened forms have been solved over
the past decade. In particular, Brown and Jackson in [3] prove that for any
partition µ ` 2m,

∑
λ h

λ
µ,[2m](β + 1) verifies a weaker form of the hypermaps-

Jack conjecture. Later on, in his PhD thesis ([13]), Lacroix defines a measure of
non-orientability ϑ for hypermaps and focuses on a stronger form of the result
of Brown and Jackson. He shows that

∑

`(λ)=r

hλµ,[2m](β + 1) =
∑

M∈⋃`(λ)=r Lλµ,[2m]

βϑ(M).

In particular he proves the hypermap-Jack conjecture for hnµ,[2m](β + 1) =

hµn,[2m](β + 1). Finally, Dolega in [4] shows that

hnµ,ν(β + 1) =
∑

M∈Lnµ,ν

βϑ(M)

holds true when either β is restricted to the values β ∈ {−1, 0, 1} or β is general
but `(µ) + `(ν) > n− 3.

Except the limit cases λ = [1n], [2, 1n−2] already covered by Goulden and
Jackson [7], the matchings-Jack conjecture has be proved by Kanunnikov and
Vassiliveva [12] in the case µ = ν = (n). More precisely the authors introduce
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a weight function wtλ for matchings in Gλn,n

aλn,n(β + 1) =
∑

δ∈Gλn,n

βwtλ(δ),

besides, wt(δ) = 0 iff δ is bipartite.
In [6] and [5] Dolega and Feray focus only on the polynomiality part of the

conjectures and show that the aλµ,ν(α) and hλµ,ν(α) are polynomials in α with
rational coefficients for arbitrary partitions λ, µ, ν. See also [26] for a proof
of the polynomiality with non-negative integer coefficients of a multi-indexed
variation of aλµ,ν(α) in some important special cases.

4 Proof of Theorem 1 and Corollary 1

4.1 Properties of Jack symmetric functions
In order to prove Theorem 1, we need to recall some known properties of Jack
symmetric functions.

Pieri formulas
Given two partitions, µ ⊆ λ the generalised binomial coefficients

(
λ
µ

)
are defined

through the relation

Jαλ (1 + x1, 1 + x2, . . .)

Jαλ (1, 1, . . .)
=
∑

µ⊆λ

(
λ

µ

)
Jαµ (x1, x2, . . .)

Jαµ (1, 1, . . .)
.

Details about the existence and properties of these binomial coefficients can be
found in [16, 17]. As shown in [20] these coefficients are equal to some properly
normalised shifted Jack polynomials.
For ρ ` n+ 1 and integer 1 6 i 6 `(ρ) define the partition ρ(i) of n (if it exists)
obtained by replacing ρi in ρ by ρi − 1 and keeping all the other parts as in ρ.
Similarly for γ ` n and integer 1 6 i 6 `(γ) + 1 we define the partition γ(i) of
n + 1 (if it exists) obtained by replacing γi in γ by γi + 1 and keeping all the
other parts as in γ. Define also the numbers ci(γ) as

ci(γ) = α

(
γ(i)

γ

)
jγ(α)

jγ(i)(α)
.

In [16] Lassalle showed the following Pieri formulas

p1J
α
γ =

`(γ)+1∑

i=1

ci(γ)Jαγ(i) , (4)

p⊥1 J
α
ρ = α

∂

∂p1
Jαρ =

`(ρ)∑

i=1

jρ(Dol17α)

jρ(i)(α)
ci(ρ(i))J

α
ρ(i)

. (5)

10



Power sum expansion and Laplace Beltrami operator
For λ, µ ` n, denote θλµ(α) the coefficient of pµ in the power sum expansion of
Jαλ . Namely,

Jαλ =
∑

µ`n
θλµ(α)pµ.

As shown in [18] Jack symmetric functions are eigenfunctions of Dα and verify

DαJ
α
λ = θλ[1|λ|−221](α)Jαλ . (6)

Furthermore, according to [12, Lemma 2], for any partition γ of some integer n

θγ
(i)

n+1(α) = θγn(α)
(
θγ

(i)

[1n−12](α)− θγ[1n−22](α)
)
. (7)

Finally, for integers a, b > 0, the following relation holds ([12, Equation (30)]):

`(γ)+1∑

i=1

ci(γ)
(
θγ

(i)

[1n−12]

)a (
θγ[1n−22]

)b
Jαγ(i) = Da

αp1D
b
αJ

α
γ (8)

Operators
Following [15], denote also the two conjugate operators E2 and E⊥2 defined by

E2 = [Dα, p1/α] =
∑

i>1

ipi+1
∂

∂pi
,

E⊥2 = [p⊥1 /α,Dα] =
∑

i>1

(i+ 1)pi
∂

∂pi+1
.

We show in [12, Theorem 5] that for x and y indeterminates the following
relation for Jack symmetric functions holds

∑

ρ`n+1

θρn+1(α)Jαρ (x)E⊥2 J
α
ρ (y)

jρ(α)
=
∑

γ`n

θγn(α)Jαγ (y)∆Jαγ (x)

jγ(α)
. (9)

4.2 Proof of Theorem 1
The first step is to show the following lemma.

Lemma 1. Let x and y be two indeterminates. Jack symmetric functions verify

∑

ρ`n+1

θρn+1(α)Jαρ (x)p⊥1 J
α
ρ (y)

jρ(α)
= α

∑

γ`n

θγn(α)Jαγ (y)E2J
α
γ (x)

jγ(α)
. (10)

Proof. Start with the second Pieri formula and then apply the known identities
above. For brevity, we omit parameter α in Jack symmetric functions and their
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coefficients in the power sum basis.

∑

ρ`n+1

θρn+1Jρ(x)p⊥1 Jρ(y)

jρ

(5)
=

∑

ρ`n+1

`(ρ)∑

i=1

θρn+1Jρ(x)ci(ρ(i))Jρ(i)(y)

jρ(i)
,

=
∑

γ`n

`(γ)+1∑

i=1

θγ
(i)

n+1Jγ(i)(x)ci(γ)Jγ(y)

jγ
,

(7)
=
∑

γ`n

`(γ)+1∑

i=1

ci(γ)
(
θγ

(i)

[1n−12] − θ
γ
[1n−22]

)
θγnJγ(i)(x)Jγ(y)

jγ
,

(8)
=
∑

γ`n

θγnJγ(y)(Dαp1 − p1Dα)Jγ(x)

jγ
,

= α
∑

γ`n

θγnJγ(y)E2Jγ(x)

jγ
.

The key element of the proof of Theorem 1 is the following result.

Theorem 4. For any integer k > 1 denote Πk the operator defined by:

Π1 =
1

α
p⊥1 =

∂

∂p1
, Πk+1 = [Πk, E

⊥
2 ].

Given two indeterminates x and y, the following identity holds:

∑

ρ`n+k

θρn+k(α)Jαρ (x)ΠkJ
α
ρ (y)

jρ(α)
=
∑

γ`n

θγn(α)Jαγ (y)ΩkJ
α
γ (x)

jγ(α)
. (11)

Proof. In the case k = 1 Theorem 4 reduces to Equation (10). Assume the
property is true for some k > 1. We have (reference to parameter α is also

12



removed)

∑

ρ`n+k+1

θρn+k+1Jρ(x)Πk+1Jρ(y)

jρ

=
∑

ρ`n+k+1

θρn+k+1Jρ(x)[Πk, E
⊥
2 ]Jρ(y)

jρ

= Πk

∑

ρ`n+k+1

θρn+k+1Jρ(x)E⊥2 Jρ(y)

jρ
− E⊥2

∑

ρ`n+k+1

θρn+k+1Jρ(x)ΠkJρ(y)

jρ

= Πk

∑

ρ`n+k

θρn+k∆Jρ(x)Jρ(y)

jρ
− E⊥2

∑

γ`n+1

θγn+1Jγ(y)ΩkJγ(x)

jγ

= ∆
∑

ρ`n+k

θρn+kJρ(x)ΠkJρ(y)

jρ
− Ωk

∑

γ`n+1

θγn+1E
⊥
2 Jγ(y)Jγ(x)

jγ

= ∆
∑

γ`n

θγnΩkJγ(x)Jγ(y)

jγ
− Ωk

∑

γ`n

θγnJγ(y)∆Jγ(x)

jγ

=
∑

γ`n

θγn∆ΩkJγ(x)Jγ(y)

jγ
−
∑

γ`n

θγnJγ(y)Ωk∆Jγ(x)

jγ

=
∑

γ`n

θγn[∆,Ωk]Jγ(x)Jγ(y)

jγ
.

Where the fourth and the sixth line are both obtained by applying Equation (9)
and the recurrence hypothesis. As a result the property is true for k + 1.

We end the proof of Theorem 1 by noticing that

Πk = k!
∂

∂pk
.

For an arbitrary integer partition ν = (ν1, . . . , νp) of n, rewrite Equation (11)
with n instead of n+k and νp instead of k and extract the coefficient in pν\νp(y):

mνp(ν)
∑

λ`n
z−1λ α−`(λ)aλn,νpλ(x) = Ωνp

∑

ρ`n−νp

z−1ρ α−`(ρ)

νp!
aρn−νp,ν\νppρ(x). (12)

Iterating the equation above for ν2, . . . , νp−1 and, then, applying ν1 − 1 times
Equation (9) yields the desired formula.

4.3 Proof of Corollary 1
As shown e.g. by Stanley in [22], the Laplace Beltrami operator can be expressed
in terms of the power sum symmetric functions as:

Dα =
(α− 1)

2

∑

i

i(i− 1)pi
∂

∂pi
+
α

2

∑

i,j

ijpi+j
∂

∂pi

∂

∂pj
+

1

2

∑

i,j

(i+ j)pipj
∂

∂pi+j
.

13



Besides,

[Dα, p1/α] = E2 =
∑

i>1

ipi+1
∂

∂pi

As a result it is clear from the definition of operators {Ωk}k and ∆ that,
for any integer partition ν, the coefficients in the power sum expansion of(∏

i>2 Ωνi

)
∆ν1−1(p1) are polynomial in α with (possibly negative) integer co-

efficients. Denote for any λ, ν ` n the integers {giλ,ν}i>0 such that

Autν |Cλ|α−`(λ)aλn,ν(α) =
1

α

(
n

ν

)
[pλ]


∏

i>2

Ωνi


∆ν1−1(p1) =

1

α

∑

i>0

giλ,να
i

But, according to [26, Thm. 5],

α`(λ)aλn,ν(α−1) = (−α)−n+1+`(λ)+`(ν)α−`(λ)aλn,ν(α).

Replacing the coefficients aλn,ν(α) and aλn,ν(α−1) by their expressions in terms
of {giλ,ν}i>0 yields

α
∑

i>0

giλ,να
−i = (−α)−n+1+`(λ)+`(ν) 1

α

∑

i>0

giλ,να
i

∑

i>0

giλ,να
n+1−`(λ)−`(ν)−i = (−1)−n+1+`(λ)+`(ν)

∑

i>0

giλ,να
i

Equating the coefficients in αi in the equation above shows that i > n + 1 −
`(λ)− `(ν) implies that giλ,ν = 0. As a consequence, Autν |Cλ|α1−`(λ)aλn,ν(α) is
a polynomial in α with integer coefficients of degree at most n+ 1− `(λ)− `(ν)
and, finally, Autν |Cλ|aλn,ν(α) is a polynomial in α with integer coefficients of
degree at most n− `(ν).
Using this result together with Equation (1) shows that Autν(n− 1)!hλn,ν(α) is
a polynomial in α with integer coefficients of degree at most n+ 1− `(ν)− `(λ).

5 Proof of Theorems 2 and 3
While Theorem 1 allows us to demonstrate most of the polynomial properties
of aλn,ν(α) and hλn,ν(α), it is not enough to prove the matchings-Jack and the
hypermap-Jack conjectures. In particular, it is not clear from the definition of
operators {Ωk}k that the coefficients of the expansion of aλn,ν(α) and hλn,ν(α) in
β = α−1 are non-negative. We overcome this issue by computing a more explicit
form of operator Ωk in the cases k = 1, 2 and 3 to show some recurrence formulas
for ãλn,ν(α) (for ν with at most one part strictly greater than 3) and h̃λn,[km](1+β)

(k ∈ {1, 2, 3, n}). Then we use bijective constructions for labelled matchings and
hypermaps to show that the right-hand sides of the main equations of theorems
2 and 3 fulfil the same recurrence relation. This method can be extended to
higher values of k but computations and bijections become cumbersome and do
not shed much more light on the problem.

14



5.1 Recurrence relations for the coefficients ãλn,ν and h̃λn,[km]

5.1.1 Explicit computation of operator Ωk

We begin with the following lemma.

Lemma 2. For k > 1, let Ωk be the operator defined in Theorem 1. For small
values of k, the explicit form of Ωk is given by

Ω1 =
∑

i>1

ipi+1
∂

∂pi
, (13)

Ω2 =(α− 1)
∑

i

(i− 1)(i− 2)pi
∂

∂pi−2

+
∑

i,j

(i+ j − 2)pipj
∂

∂pi+j−2
+ α

∑

i,j

ijpi+j+2
∂

∂pi

∂

∂pj
, (14)

Ω3 =(2(α− 1)2 + α)
∑

i

(i− 1)(i− 2)(i− 3)pi
∂

∂pi−3

+ 3(α− 1)
∑

i,j

(i+ j − 2)(i+ j − 3)pipj
∂

∂pi+j−3

+ 3α(α− 1)
∑

i,j

ij(i+ j + 2)pi+j+3
∂

∂pi

∂

∂pj

+ 3α
∑

i,j,k

ijpi+j−k+3pk
∂

∂pi

∂

∂pj

+ 2α2
∑

i,j,k

ijkpi+j+k+3
∂

∂pi

∂

∂pj

∂

∂pk

+ 2
∑

i,j,k

(i+ j + k − 3)pipjpk
∂

∂pi+j+k−3
. (15)

Proof. The proof of Lemma 2 uses elementary computations on operators. The
details are postponed to Appendix 6.

We proceed with the recurrence relations that we use throughout this sec-
tion. To state them some additional notation is required. Namely, for integers
i1, · · · , ik, denote mi1,··· ,ik(λ) the number of ways to chose in λ first a part equal
to i1, then a part equal to i2, etc. We have

mi1,··· ,ik(λ) = mi1(λ)(mi2(λ)− δi1,i2) · · · (mik(λ)−
k−1∑

j=1

δik,ij )

where δa,b = 1 if a = b, 0 otherwise.

15



5.1.2 Reduction of (n)-parts

Denote for integers i, j and partition λ

λ↓(i) = λ \ {i} ∪ {i− 1},
λ↓(i,j) = λ \ {i, j} ∪ {i+ j − 1},
λ↑(i,j) = λ \ {i+ j + 1} ∪ {i, j}.

Using Theorem 1 in [12] in the case ν = (n) one gets the following formula
for the coefficients aλn,n(α).

naλn,n(α) =
∑

i

λi

[
(α− 1)(λi − 1)a

λ↓(λi)
n−1,n−1(α)

+

λi−2∑

d=1

aλ
↑(λi−1−d,d)
n−1,n−1 (α) + α

∑

j 6=i
λj a

λ↓(λi,λj)
n−1,n−1(α)

]
. (16)

As a consequence, we have the following recurrence for the coefficients h̃λn,n(α).

Lemma 3. For λ integer partition of n > 2, the numbers h̃λn,n(α) verify

h̃λn,n(α) =
∑

i>1

[
(α− 1)(i− 1)2mi−1(λ↓(i))h̃

λ↓(i)
n−1,n−1(α)

+ α
∑

i,d>1

(i− 1− d)dmi−1−d,d(λ
↑(i−1−d,d))h̃λ

↑(i−1−d,d)
n−1,n−1 (α)

+
∑

i,j>1

(i+ j − 1)mi+j−1(λ↓(i,j)) h̃
λ↓(i,j)
n−1,n−1(α)

]
.

Proof. Using Equation (1) one can rewrite Equation (16) in terms of the hλn,n
as

(n− 1)hλn,n(α) =
∑

i>1

[
(α− 1)(i− 1)2mi−1(λ↓(i))h

λ↓(i)
n−1,n−1(α)

+ α
∑

i,d>1

(i− 1− d)dmi−1−d,d(λ
↑(i−1−d,d))hλ

↑(i−1−d,d)
n−1,n−1 (α)

+
∑

i,j>1

(i+ j − 1)mi+j−1(λ↓(i,j)) h
λ↓(i,j)
n−1,n−1(α)

]
.

Multiplying both sides by (n− 2)! yields the desired result.

5.1.3 Reduction of 1-parts

Given two integers n and k, a partition λ = (λ1, . . . , λp) ` n+ k and a tuple of
integers κ = (k1, . . . , kp) such that k1 + . . .+ kp = k, k1, . . . , kp > 0 and ki < λi
for all i we denote λ− κ the reordering in decreasing order of the non-negative
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integers (λ1−k1, . . . , λp−kp). Clearly λ−κ ` n. Furthermore, for two partitions
ρ1 and ρ2 we denote ρ1 ∪ ρ2 the partitions obtained by reordering in decreasing
order the union of the parts of ρ1 and the parts of ρ2.
Given an integer partition ρ ` n such that m1(ρ) = 0 we write the coefficient
aλn+k,ρ∪[1k] as a sum of the aλ−κn,ρ ’s.

Lemma 4. For any integers n and k and partitions λ ` n+ k and ρ ` n such
that `(λ) = p and m1(ρ) = 0 we have

aλn+k,ρ∪[1k] =
∑

κ=(k1,...,kp)
06ki<λi,∑

i ki=k

(
λ1
k1

)
. . .

(
λp
kp

)
aλ−κn,ρ . (17)

If p > n then this sum is empty and aλn+k,ρ∪[1k] = 0.

Proof. Using formula (13) rewrite Equation (12) with νp = 1:

k
∑

λ`n+k
z−1λ α−`(λ)pλ(x) =

∑

i>1

ipi+1
∂

∂pi

∑

τ`n+k−1
z−1τ α−`(τ)aτn+k−1,ρ∪[1k]pτ (x).

Denote λ↓(i) = λ \ {i} ∪ {i− 1}. Extracting the coefficient in pλ(x) yields

kaλn+k,ρ∪[1k] =
∑

i : λi>1

λia
λ↓(λi)
n+k−1,ρ∪[1k−1]

. (18)

In the case p 6 n, there exist
(

k

k1, . . . , kp

)
=

k!

k1! . . . kp!
ways to turn λ into

λ−κ in k steps for fixed κ (each step is a decrease of some λi by one). Therefore
the reduction of the quantity k!aλn+k,ρ∪[1k] step by step yields:

k!aλn+k,ρ∪[1k] =
∑

κ=(k1,...,kp)
06ki<λi,∑

i ki=k

(λ1)k1 . . . (λp)kp
k!

k1! . . . kp!
aλ−κn,ρ

where (N)s := N(N − 1) . . . (N − s + 1) if s > 1 and (N)0 = 1. Dividing
both sides by k! we get Equation (17). If p > n then the reduction process
terminates after n+ k− p < k steps and we get that aλn+k,ρ∪[1k] is proportional
to a1

p

p,[ρ,1p−n] = 0 as per [7, lemma 3.3].

5.1.4 Reduction of 2-parts

For any integers i, j and an integer partition λ, define the following operations

λ↓↓(i) = λ \ {i} ∪ {i− 2},
λ↓↓(i,j) = λ \ {i, j} ∪ {i+ j − 2},
λ↑↑(i,j) = λ \ {i+ j + 2} ∪ {i, j}.

We have the following lemma.
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Lemma 5. For any integer n > 0, l > 1 and any partitions ρ ` n, λ ` n + 2l
such that 1, 2 /∈ ρ, the following formula is true:

ãλn+2l,ρ∪[2l] = (α− 1)
∑

i : λi>2

λi(λi − 1)

2
ã
λ↓↓λi
n+2l−2,ρ∪[2l−1]

+ α
∑

i<j,λi+λj>2

λiλj ã
λ↓↓(λi,λj)
n+2l−2,ρ∪[2l−1]

+
1

2

∑

i

λi

λi−3∑

d=1

ãλ
↑↑(λi−2−d,d)

n+2l−2,ρ∪[2l−1]. (19)

Proof. We use formula (14) and Equation (12). It follows from (12) that

2laλn+2l,ρ∪[2l]
zλα`(λ)

= [pλ(x)]Ω2

( ∑

ε`n+2l−2

aεn+2l−2,ρ∪[2l−1]

zεα`(ε)
pε(x)

)
. (20)

For each summand S of Ω2, one can find a partition ε ` n+2l−2 such that Spε(x)
contributes in pλ(x). All cases are in the following table where mk = mk(λ).

Summand of Ω2 ε zλ/zε α`(λ)/α`(ε)

(α− 1)(i− 1)(i− 2)pi
∂

∂pi−2
λ↓↓(i), i > 2

imi

(i− 2)(mi−2 + 1)
1

(i+ j − 2)pipj
∂

∂pi+j−2
λ↓↓(i,j), i 6= j

ijmimj

(i+ j − 2)(mi+j−2 + 1)
α−1

(2i− 2)p2i
∂

∂p2i−2
λ↓↓(i,i), mi > 1

i2mi(mi − 1)

(2i− 2)(m2i−2 + 1)
α−1

αijpi+j+2
∂

∂pi

∂

∂pj
λ↑↑(i,j), i 6= j

(i+ j + 2)mi+j+2

ij(mi + 1)(mj + 1)
α

αi2p2i+2
∂2

∂p2i
λ↑↑(i,i)

(2i+ 2)m2i+2

i2(mi + 2)(mi + 1)
α

Putting everything together yields the desired formula.

Remark 6. Iterating Equation (19) one can remove all the 2 but the corre-
sponding explicit formula is hard even in the case l = 2.

Furthermore, the coefficients h̃λ2m,[2m](α) verify the following recurrence re-
lation.

Lemma 6. For λ integer partition of 2m with m > 2, the numbers h̃λ2m,[2m](α)
verify

h̃λ2m,[2m](α) = (α− 1)
∑

i>1

(i− 1)(i− 2)mi−2(λ↓↓(i))h̃
λ↓↓(i)
2m−2,[2m−1](α)

+
∑

i,j>1

(i+ j − 2)mi+j−2(λ↓↓(i,j))h̃
λ↓↓(i,j)
2m−2,[2m−1](α)

+ α
∑

i,d>1

(i− 2− d)dmi−2−d,d(λ
↑↑(i−2−d,d))h̃λ

↑↑(i−2−d,d)

2m−2,[2m−1](α).
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Proof. Using Equation (14) gives

2(m− 1)hλ2m,[2m](α) = (α− 1)
∑

i>1

(i− 1)(i− 2)mi−2(λ↓↓(i))h
λ↓↓(i)
2m−2,[2m−1](α)

+
∑

i,j>1

(i+ j − 2)mi+j−2(λ↓↓(i,j))h
λ↓↓(i,j)
2m−2,[2m−1](α)

+ α
∑

i,d>1

(i− 2− d)dmi−2−d,d(λ
↑↑(i−2−d,d))hλ

↑↑(i−2−d,d)

2m−2,[2m−1](α).

Multiplying both sides by (m− 2)!2m−2 yields the desired result.

5.1.5 Reduction of 3-parts

For any integers i, j, k and an integer partition λ, define the following operations

λ↓↓↓(i) = λ \ {i} ∪ {i− 3}
λ↓↓↓(i,j) = λ \ {i, j} ∪ {i+ j − 3}
λ↑↑↑(i,j) = λ \ {i+ j + 3} ∪ {i, j}
λ↑↑↑(i,j,k) = λ \ {i+ j + k + 3} ∪ {i, j, k}
λ↓↓↓(i,j,k) = λ \ {i, j, k} ∪ {i+ j + k − 3}

We also use the notation λ↓(i,j) = λ\{i, j}∪{i+j−1}.The following recurrence
formula holds.

Lemma 7. Let n > 0,m > 1 be integer such that n + 3m > 3 and ρ ` n,
λ ` n+3m be partitions such that 1, 2, 3 /∈ ρ. Denote µ = (n+3m−3, ρ∪[3m−1]).
The following recurrence formula holds.

ãλn+3m,ρ∪[3m](1 + β) = (2β2 + β + 1)
∑

λi>3

(
λi
3

)
ã
λ↓↓↓λi
µ (21)

+ (2β2 + 4β + 2)
∑

i<j<k
λi+λj+λk>3

λiλjλkã
λ↓↓↓(λi,λj ,λk)
µ (22)

+
1

3

∑

i

λi
∑

d,f>1

ãλ\λi∪(f,d,λi−3−d−f)µ (23)

+ (β2 + β)
∑

i<j
λi+λj>3

λiλj(λi + λj − 2)ãλ↓↓↓(λi,λj)µ (24)

+ (β + 1)
∑

i<j

λiλj

λi+λj−4∑

d=1

ãλ\(λi,λj)∪(d,λi+λj−3−d)µ (25)

+ β
∑

i

(
λi
2

) λi−4∑

d=1

ãλ↑↑↑(d,λi−3−d)µ . (26)
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The proof is similar to the proof of Lemma 5. The corresponding recurrence
relation for the coefficients h̃λ3m,[3m](α) is given by the following lemma.

Lemma 8. For integer m > 1 and λ ` 3m, the coefficients h̃λ3m,[3m](α) verify

h̃λ3m,[3m] =

3h̃33,3
∑

i

(
i− 1

3

)
mi−3(λ↓↓↓(i))h̃

λ↓↓↓(i)
3m−3,[3m−1]

+ h̃
(2,1)
3,3

1

2

∑

i,j

(i+ j − 2)(i+ j − 3)mi+j−3(λ↓↓↓(i,j))h̃
λ↓↓↓(i,j)
3m−3,[3m−1]

+ 6αh̃22,2
1

2

∑

i,d

(i− 1)(i− d− 3)dmi−3−d,d(λ
↑↑↑(i−3−d,d))h̃λ

↑↑↑(i−3−d,d)

3m−3,[3m−1]

+ 6αh̃
(1,1)
2,2

1

2

∑

i,j,d

(i+ j − 3− d)dmi+j−d−3,d(λ
↓(i,j)↑↑(i+j−3−d,d))h̃λ

↓(i,j)↑↑(i+j−3−d,d)

3m−3,[3m−1]

+ 2α2h̃11,1
∑

i,d,f

(i− 3− d− f)dfmi−3−d−f,d,f (λ↑↑↑(i−3−d−f,d,f))h̃λ
↑↑↑(i−3−d−f,d,f)

3m−3,[3m−1]

+ h̃
(1,1,1)
3,3

∑

i,j,k

(i+ j + k − 3)mi+j+k−3(λ↓↓↓(i,j,k))h̃
λ↓↓↓(i,j,k)
3m−3,[3m−1].

5.2 Proof of Theorem 2
We proceed with the proof of Theorem 2. To this end we define recursively a
weight function wt for labelled matchings such that for any partitions λ and ν
such that at most one part of ν is strictly greater than 3, the polynomial Sλ

ν (β)
defined as

Sλ
ν (β) =

∑

δ∈G̃λν

βwt(δ)

verifies the same recurrence relation as the coefficient ãλn,ν(1 + β). To construct
this weight function we define a (multi-) edge deletion procedure for labelled
matchings. For any integer partitions λ, ν ` n such that the smallest part of ν
is equal to i > 1 (i.e. mj(ν) = 0 for j < i) we associate to a labelled matching
δ ∈ G̃λν , a labelled matching δ′ ∈ G̃λ′ν′ for some λ′ and ν′ obtained by deleting
successively all the edges (u, δ(u)) in the labelled graph Γλ,ν(δ) induced by gn,
bλ and δ where u run over all the vertices belonging to the cycle of length 2i
of bλ ∪ δ̄ with the greatest label mi(ν) (in the case i = 1 the cycles are not
labelled and any canonical choice for the order of edge deletion is acceptable).
New (labelled) matchings gn−1, bλ′ and δ′ are obtained by

(i) deleting the vertices u, δ(u) and all their incident edges,

(ii) drawing a new gray edge between vertices û and gn ◦ δ(u)

(iii) if δ(u) 6= bλ(u) (i.e. i 6= 1) drawing a new black edge between bλ(u) and
bλ ◦ δ(u).
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It is easy to show that the resulting graph does not depend on the order of
deletion of the edges within a given cycle of length 2i of bλ ∪ δ̄. Once all the
edges of this given cycle are deleted, relabel the remaining vertices in some
canonical way (note that the cycles’ labels are not changed).
One can show that thanks to iteration of item (ii) Λ(gn−1, δ′) = (n − i). Note
that the procedure may imply that some vertices with a non-hat index in Γλ,ν(δ)
are eventually relabelled with a hat index and vice-versa.

Example 4. Figure 5 illustrates the application of the edge removal procedure
to a labelled matchings in G̃(4,2)[23] . Note that among the remaining vertices, the
one indexed 2̂ (resp. the one indexed 3) in the original labelled matching on the
left-hand side is relabelled with a non-hat (resp. hat) index.

1̂1

2̂

2

33̂

4

4̂

5

66̂

5̂

1

23

1

2

2̂

3

44̂

3̂

1

2

2̂

Figure 5: Application of the multi-edge deletion procedure to a labelled match-
ing δ ∈ G̃(4,2)[23] . The resulting labelled matchings δ′ belongs to G̃(2,2)[22]

Suppose now the partition ν is of the form ν = [1k2l3mn1] where n > 3.
When k = l = m = 0, the definition of the weight function wt and the proof of
equality

ãλn,n(1 + β) = Sλ
n(β)

is provided in [12]. We proceed by defining wt in the cases i = 1, 2, 3 and by
proving that if the equality

ãλn,ρ(1 + β) = Sλ
ρ(β) (27)

is true for any partition λ ` n and for some partition ρ ` n with all its parts
strictly greater than i then the same equality is true if we replace ρ by ρ ∪ [ij ]
where j > 0 and n by n+ ij. It will be more convenient to give the proof first
for i = 1 and then increase the value of i.

5.2.1 Case i = 1

Assume Equation (27) is true for some partition ρ such that 1 /∈ ρ. We show
that this equality remains true if we replace ρ by ρ ∪ [1k].
Indeed, let δ be a labelled matching of G̃λρ∪[1k]. The edges of δ̄ belonging to a
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cycle of length 2 of bλ ∪ δ̄ are always bipartite (they link vertices u and bλ(u)
for some index u). If we further suppose that the two vertices to such an edge
belongs to a cycle of length 2λi in bλ ∪ gn, one obtains a labelled matching
δ′ ∈ G̃λ↓(λi)

ρ∪[1k−1]
by removing it. The edge is bipartite and we define

wt(δ) = wt(δ′).

The successive removal of all the edges belonging to the cycles of length 2 of
bλ ∪ δ̄ becomes bijective if one keeps track of the non-hat index among the two
incident vertices. One has

Sλ
ρ∪[1k](β) =

∑

δ∈G̃λ
ρ∪[1k]

βwt(δ) =
∑

κ=(k1,...,kp)
06ki<λi,∑

i ki=k

(
λ1
k1

)
. . .

(
λp
kp

) ∑

δ′∈G̃λ−κρ

βwt(δ′)

=
∑

κ=(k1,...,kp)
06ki<λi,∑

i ki=k

(
λ1
k1

)
. . .

(
λp
kp

)
ãλ−κn,ρ (1 + β)

= ãλn,ρ∪[1k](1 + β),

where the last equality is given by Equation (17) and the previous one is the
recurrence hypothesis.

5.2.2 Case i = 2

Given an integer partition λ, iterating twice the edge removal procedure on a
labelled matching δ in G̃λρ∪[2l] where l > 1 and ρ is such that 1, 2 /∈ ρ yields

a new labelled matching δ′ in G̃λ′ρ∪[2l−1] for some partition λ′ (we assume that
either ρ 6= ∅ or ρ = ∅ and l > 1 otherwise the problem reduces to a known
case of [12]). We define three bijective constructions for labelled matchings δ
in G̃λρ∪[2l] based on this procedure that depend on the properties of the cycle of
length 4 in bλ∪δ with label l that we denote �l. In the sequel, we say that �l is
bipartite if its four incident vertices u, v, δ(u), δ(v) are such that both (u, δ(u))
and (v, δ(v)) are bipartite. Define:

wt(δ) :=

{
wt(δ′) if �l is bipartite,
wt(δ′) + 1 otherwise.

We have three cases.

• �l is not bipartite and its black edges lie inside the i-th cycle of length
2λi in g2m ∪ bλ. In this case, one can show that λi > 2, λ′ = λ↓↓λi and
there is a bijection between such labelled matchings in G̃λρ∪[2l] and triples

(δ′, a, b) where δ′ ∈ G̃λ↓↓λi
ρ∪[2l−1]

and a and b are the non-hat labels in �l (we
have

∑i−1
j λj 6 a < b 6

∑i
j λj). In this case wt(δ) = 1 + wt(δ′).
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• �l is bipartite and its black edges lie inside the i-th cycle of length 2λi in
g2m ∪ bλ. We have λi > 3, λ′ = λ↑↑(λi−d−2,d) for some d and there is a
bijection between such labelled matchings in G̃λρ∪[2l] and pairs (δ′, c) where

δ′ ∈ ⋃d G̃λ
↑↑(λi−d−2,d)

ρ∪[2l−1] and, if a < b are the non-hat labels in �l, c = a if
b− a 6 λi/2 and c = b otherwise. In this case wt(δ) = wt(δ′).

• The black edges of �l lie in two different cycles, namely the i-th and the
j-th one. In this case, λi + λj > 2, λ′ = λ↓↓(λi,λj) and there is a bijection
between such labelled matchings in G̃λρ∪[2l] and quadruples (δ′, a, b, i) where

δ′ ∈ G̃λ↓↓(λi,λj)
ρ∪[2l−1]

, a and b are the non-hat labels in �m and i ∈ {b, nb}
indicates whether �l is bipartite or not (the two cases are always possible).
In this case wt(δ) = wt(δ′) if i = b and wt(δ) = 1 + wt(δ′) otherwise.

Using these three bijections (see Figure 6 for an illustration), one gets:

Sλ
ρ∪[2l](β) =

∑

i>1
λi>2

(
λi
2

) ∑

δ′∈G̃
λ↓↓(λi)
ρ∪[2l−1]

β1+wt(δ′)

+
1

2

∑

i,d>1

λi
∑

δ′∈G̃λ↑↑(λi−d−2,d)

ρ∪[2l−1]

βwt(δ′) +
∑

i<j
λi+λj>2

λiλj
∑

δ′∈G̃
λ↓↓(λi,λj)
ρ∪[2l−1]

(
βwt(δ′) + β1+wt(δ′)

)

As a result, Sλ
ρ∪[2l](β) = ãλn+2l,ρ∪[2l](1 + β) for all l > 1 and any λ ` n+ 2l.
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(a) First bijection.
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2"

1̂"

3"
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(b) Second bijection.

1"

2"

2̂"

3"

4"4"̂

3"^

1

2

1"^

1"

2̂"

1"

2"

^

1

(a,b,i)=(2,3,nb)"

(c) Third bijection.

Figure 6: Examples of application of the three bijections for labelled matchings.

5.2.3 Case i = 3

Lemma 9. If Theorem 2 holds for k = l = m = 0 then it holds for k = l = 0
and any m.
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Proof. The statement follows from the recurrence formula in Lemma 7 by in-
duction onm like in the case of twos. For each hexagon in a λ-graph G, we fix
a bijection between labelled matchings from G̃λN,ρ∪[3m] with m-th hex m =

and labelled matchings from G̃λN−3,ρ∪[3m−1] on the graph obtained from G by

removing of . Let δ ∈ G̃λN,ν be a given labelled matching and δ′ is obtained
from δ by deleting the last m-th hexagon = m. In each case, we define

wt(δ) := wt(δ′) + w

where adding weight w ∈ {0, 1, 2} and w = 0 iff is bipartite else w = 1
or 2 in such way that the common contribution of all hexagons of considering
type be equal to the coefficient at the corresponding summand (21)–(26). We
explain the combinatorial sence of each summand and its contribution to the
sum

∑
δ β

wt(δ) depending on the position of .

• Summand (21) (Figure 7): black edges of lie in the same λi compo-
nent of G for some λi > 3, and these edges are connected in such way that
λ′ = λ↓↓↓(λi). There exist

(
λi
3

)
triples of edges of the λi-component and, for

each of them, there exist four such hexagons. One of them is bipartite
so we define wt(δ) = wt(δ′). To any one of another hexagons, we assign
a weight wt(δ′) + 1. The matchings with two last hexagons get weights
wt(δ′) + 2. So the common contribution is a333 = 2β2 + β + 1.

β2β2

1 β

Figure 7: Hexagons contributing to summand (21).

• Summand (22) (Figure 8): black edges of lie in three different com-
ponents, say in λi, λj , λk, i < j < k. (Of course λi + λj + λk > 3 else δ∪b
cannot be a cycle.) Clearly there are (2λi)(2λj)(2λk) such hexagons and
exactly (2λi)λjλk among them are bipartite. For fixed three edges there
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exist eight hexagons on them, besides exactly two of these hexagons are
bipartite. So we assign adding weights 0, 0, 1, 1, 1, 1, 2, 2 to matchings with
these hexagons according to the coefficient 2β2 + 4β + 2 in (22).

Figure 8: Example of hexagon contributing to summand (22).

• Summand (23) (Figure 9): black edges of are bipartite and lie in the
same component of δ (say, λi) besides they are not neighbours and their
nearest vertices are connected. This case is similar to the second subcase
from the case i = 2.

Figure 9: Example of hexagon contributing to summand (23).

• Summand (24) (Figure 10): two black edges (call ab and cd) of
are from the one λ-component and the third black edge (call ef) is from
another one, besides exactly two one-colored vertices from the first com-
ponent are connected in δ, i. e. these six vertices are connected in δ in
one of four ways: {ad, be, cf}, {ad, bf, ce}, {bc, ae, df}, {bc, af, de}. One
can choose these three λ-edges in

(
λi
2

)
λj +

(
λj
2

)
λi =

λiλj(λi+λj−2)
2 ways for

fixed i < j (besides λi + λj > 2). We distribute their adding weights as
1, 1, 2, 2 in order to the common contribution be equal 2β2 + 2β.

a

c

b

d

e

f

Figure 10: Example of hexagon contributing to summand (24).

25



• Summand (25) (Figure 11). We fix i < j and d ∈ {1, . . . , λi + λj − 4}.
Firstly, we choose a vertex a from λi-component and a vertex b from λj-
component (we can do it in (2λi)(2λj) ways) and remove the edge {a, b}
getting (λi + λj − 1)-component. Let {a, a′}, {b, b′} ∈ b. Secondly, we
skip d gray edges in this connected component from the vertex b′ in the
direction a′ → b′ (on Figure 11 d = 2). So we get the edge {c, c′} ∈ b such
that the edge {b′, c} is bipartite and we have the hexagon abb′cc′a′. Note
that the same hexagon can be obtained by choosing a′ and c′ (instead of
a and b) therefore we divide by 2 the number (2λi)(2λj) of ways to choose
two starting vertices. Clearly, the half of all hexagons of this type are
non-bipartite so we define their adding weights as 1.

a

a′
b

b′

c′ c

Figure 11: Example of hexagon contributing to summand (25).

• Summand (26) (Figure 12, left): the λ-edges of lie in one component,
say in λi, besides just one from δ-edges of is bipartite. We choose a pair
of black edges in λi-component (11̂ and 44̂ on Figure 12, left) and connect
their black vertices or white vertices (we can do it in 2

(
λi
2

)
ways) and get

(λi − 1)-component in which we have to remove a bipartite square (after
recoloring) with fix gray edges (the images of 21̂ and 45̂ after removing
14). For obtaining the hex of suitable type in this case, we need to choose
one more black edge of λi-component. This choice is equivalent to the
choice of d ∈ {1, . . . , λi − 4}. Note that the same hexagon is obtained by
the choice of one more pair of its λ-edges (see Figure 12) so we divide the
number 2

(
λi
2

)
by 2. All such hexagons get an adding weight 1.

We finish the proof of Theorem 2 by noting that the inequality wt(δ) 6
N − `(ν) holds for all λ, ν ` N and δ ∈ G̃λN,ν . Indeed, by assumption it holds
for k = l = m = 0. As one can see from the proof the adding weight of δ is
increasing no more d− 1 when we add a part d ∈ {1, 2, 3} to the partition ν.

5.3 Proof of Theorem 3
This section is dedicated to the proof of Theorem 3. We adapt the definition of
the non-orientability measure ϑ for hypermaps introduced by Lacroix [13] and
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1

2
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6

1̂

2̂

3̂
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6̂

4̂

1

2

3

4

5

6

1̂

2̂

3̂

5̂

6̂

4̂

Figure 12: Both hexagons for summand at d ∈ {1, 2} with edge 14 ∈ δ. The left
(resp. right) one can be obtained by the choice of the pair {11̂, 44̂} or {11̂, 66̂}
(resp. {11̂, 44̂} or {33̂, 44̂}).

use some bijective constructions on labelled star hypermaps to prove that the
polynomials Σλ[km](β) defined as

Σλ[km](β) =
∑

M∈L̃λ
[km]

βϑ(M)

verify the same recurrence relation as the coefficients h̃λn,[km](1 + β). Although
it shares some similarities with the proof of Theorem 2, the differences in the
combinatorial objects involved (hypermaps instead of matchings) render the
proof of Theorem 3 independent. We first define the measure of non-orientability
used throughout the section. Then we cover the case k = n as it is required to
prove the theorem for the other values of k.

5.3.1 Measure of non-orientability for labelled star hypermaps

We adapt the definition of the measure of non-orientability introduced by Lacroix
in [13, Definition 4.1] to the case of labelled hypermaps. In what follows, we
name a leaf an edge connecting a black vertex of degree 1 and the white vertex.

Definition 1 (Measure of non-orientability for labelled star hypermaps). To
any labelled star hypermap M of face distribution λ 6= ∅, we associate a labelled
star hypermap M ′ of face distribution λ′ obtained by

• deleting the root edge,

• defining the new root as the edge labelled with 2 in M,

• relabelling all the remaining edges by its label in M minus 1.

The procedure described above is called the root deletion process. Following
Lacroix, define recursively the function ϑ on labelled star hypermaps as:

• If the root of M is a leaf then ϑ(M) = ϑ(M ′)
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• Otherwise, the root of M is not a leaf. We have |`(λ′)− `(λ)| 6 1 and:

– if `(λ′) = `(λ) the root of M is a cross-border and ϑ(M) = 1 +
ϑ(M ′),

– if `(λ′) = `(λ)− 1 the root of M is a border and ϑ(M) = ϑ(M ′),

– if `(λ′) = `(λ) + 1 the root of M is a handle. In this case, there is a
second hypermap τ(M) obtained from M by twisting the ribbon asso-
ciated with its root. The root of τ(M) is also a handle and deleting
it from τ(M) also produces M ′. Define

{ϑ(M), ϑ(τ(M))} = {ϑ(M ′), 1 + ϑ(M ′)}.

At most one of M and τ(M) is orientable, and any canonical choice
such that if M is orientable, then ϑ(M) = 0 and ϑ(τ(M)) = 1 is
acceptable.

If M is the empty hypermap of face distribution λ = ∅, define ϑ(M) = 0.

Remark 7. Some details about the topological meaning of the three types of
edges (cross-border, border or handle) can be found in [13, Remark 4.3]. Note
that in the case of star hypermaps, the connectivity of the map is not altered after
deletion of an edge and such maps do not contain bridges (except the degenerate
case of leaves).

Example 5. Figure 13 shows the first iterations of the root deletion process
applied to the labelled star hypermap 13(a).

Remark 8. Note that the value of function ϑ depends on the labels of the edges.
As an example the respective values of ϑ on the two labelled star hypermaps
depicted on Figure 14 are 3 and 4.

5.3.2 Case k = n

Now we look at the recurrence relation verified by Σλn(β). In the case n = 1,
Σλ1 (β) = 1 = h̃11,1(β+1). If n > 1, star hypermaps in L̃λn do not contain any leaf
and we may split these maps in three sets according to the type (cross border,
border or handle) of their root edge that we delete to get the following bijective
constructions.

• (Cross border) The set of labelled star hypermaps with one black vertex,
face distribution λ and a cross border root incident to a face of degree i
is in bijection with the set of labelled star hypermaps with (i) one black
vertex, (ii) face distribution λ↓(i), (iii) one marked position around the
white vertex incident to a face of degree i − 1, (iv) one marked position
around the black vertex incident to the same face.
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(d) Border deletion. The two
faces are merged into one single
face f1.

1"

1"

2"
3"

1" f1#

2"

5"

6" 4"

3"

(e) Leaf deletion.
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(f) Handle deletion. A new
face f2 is created.

Figure 13: Iteration of the root deletion process. The type of the deleted edge
and the impact on the number of faces is mentioned below each figure.
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Figure 14: Two labelled star hypermaps with the same underlying unlabelled
map but different values of ϑ.
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• (Border) The set of labelled star hypermaps with one black vertex, face
distribution λ and a border root incident to both a face of degree i and
a face of degree j is in bijection with the set of labelled star hypermaps
with (i) one black vertex, (ii) face distribution λ↓(i,j), (iii) one marked
position around the white vertex incident to a face of degree i + j − 1
(once the position around the white vertex is chosen there is only one
position around the black vertex such that connecting these two positions
with a border cuts the face of degree i + j − 1 into two faces of degree i
and j).

• (Handle) The set of labelled star hypermaps with one black vertex, face
distribution λ and a handle root incident to a face of degree i such that
removing the root yields a face of degree d and one of degree i − 1 − d
is in bijection with the set of labelled star hypermaps with (i) one black
vertex, (ii) face distribution λ↑(i−1−d,d), (iii) one marked position around
the white vertex incident to a face of degree i − 1 − d, (iv) one marked
position around the black vertex incident to a face of degree d and (v) a
type for the removed root: twist or untwist (as noted above, twisting the
ribbon of a handle root yields another hypermap).

Example 6. Figure 16 illustrates the three bijections described above.
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4" 3"
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2"

(a) First bijection.

1"

4"

3" 2"

3"

2"
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(b) Second bijection.

3"

2"
1"

2"

1"

– one marked position around the black vertex incident to a face of
degree d

– and a type for the removed root : twist or untwist (as noted above,
twisting the ribbon graph of a handle root yields another hypermap).
Example 8. Figure 16 illustrates the bijection above for i = 3 and
j = 1.

2"

1"
5"

4" 3"

1"

4"

3"
2"

Figure 17: Application of the bijection to a labelled star hypermap with a border
root of face distribution � = (3, 1) and a decorated labelled star hypermap of
face distribution �0 = (3) = �#(3,1).

As a consequence, one gets

⌃�
n(�) =

X

i>1

M2 eL�,cb,i
n

�#(M) +
X

i,j>1

M2 eL�,b,i,j
n

�#(M) +
X

i,d>1

M2 eL�,h,i,d
n

�#(M)

=
X

i>1

(i � 1)2mi�1(�#(i))
X

M 02 eL
�#(i)
n�1

�1+#(M 0)

+
X

i,j>1

(i + j � 1)mi+j�1(�#(i,j))
X

M 02 eL
�#(i,j)
n�1

�#(M 0)

+
X

i,d>1

(i � d � 1)dmi�d�1,d(�
"(i�1�d,d))

X

M 02 eL�"(i�1�d,d)

n�1

⇣
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⌘

Finally

⌃�
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X

i>1

(i � 1)2mi�1(�#(i))�⌃
�#(i)

n�1 (�)

+
X

i,j>1
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+
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As a conclusion, for any integer n > 1,

⌃�
n(�) = eh�

n,n(� + 1).
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(c) Third bijection.

Figure 15: Examples of application of the three bijections for labelled star
hypermaps for k = n.
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As a consequence, one gets

Σλn(β) =
∑

i>1

(i− 1)2mi−1(λ↓(i))
∑

M ′∈L̃
λ↓(i)
n−1

β1+ϑ(M ′)

+
∑

i,j>1

(i+ j − 1)mi+j−1(λ↓(i,j))
∑

M ′∈L̃
λ↓(i,j)
n−1

βϑ(M
′)

+
∑

i,d>1

(i− d− 1)dmi−d−1,d(λ
↑(i−1−d,d))

∑

M ′∈L̃λ↑(i−1−d,d)
n−1

(
βϑ(M

′) + β1+ϑ(M ′)
)

As a conclusion, for any integer n > 1, Σλn(β) = h̃λn,n(β + 1).

5.3.3 Case k = 1

For k = 1, it is easy to show ([7]) that h̃λn,[1n] = 0 if λ 6= (n). Using Equation
(18) for λ = (n) and ρ = ∅, one gets :

ann,[1n] = an−1n−1,[1n−1] = a11,1 = 1

Then according to Equation (1),

hnn,[1n] = ann,[1n] = 1

Finally there are (n−1)! labelled star hypermaps of face degree distribution (n)
and black vertex degree distribution [1n] that correspond to the (n−1)! possible
labelling of the only (unlabelled) star hypermap with one white vertex and n
leaves. Furthermore for any such labelled star hypermap M , ϑ(M) = 0 and

Σn[1n](β) = (n− 1)! = h̃nn,[1n](β + 1).

5.3.4 Case k = 2

As noticed in Remark 3, hypermaps with black vertices degree distribution
equal to 2m for some integer m reduce to non-bipartite maps by removing the
black vertices. The resulting non-bipartite maps is a labelled monopole, i.e. a
labelled map composed of a single (white) vertex and m-edges with two consec-
utive labels and twice incident to the vertex. The type of the edges is the same
as in hypermaps, i.e. an edge can be a cross-border, a border or a handle (but
never a leaf). By abuse of notations, we also denote ϑ the induced measure of
non-orientability for labelled monopoles and L̃λ[2m] the set of such maps with
m edges. Since the two edges incident to the same black vertex in the initial
hypermap have consecutive labels and deleting one of the two edges makes the
second one become a leaf, two iterations of the computation of ϑ in the initial
hypermap is equivalent to one iteration in the resulting non-bipartite map.
According to Section 5.3.2, in the case m = 1, we have

Σ
(1,1)
2 (β) = h̃

(1,1)
2,2 (β + 1) and Σ2

2(β) = h̃22,2(β + 1)
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Suppose now m > 1. As in section 5.3.2, we split L̃λ[2m] into three subsets
depending on the type of the root.

• (Cross border) The set of labelled monopoles with face distribution λ
and a cross border root incident to a face of degree i is in bijection
with the set of decorated labelled monopoles with (i) face distribution
λ↓↓(i), (ii) two differentiated marked positions incident to a face of degree
i − 2 (mi−2(λ↓↓(i))(i − 1)(i − 2) possible choices). One marked position
corresponds to the half-edge labelled 1 in the preimage of the decorated
monopole, the other to the half-edge labelled 2.

• (Border) The set of labelled monopoles with face distribution λ and a
border root incident to both a face of size i and a face of size j is in bijection
with the set of decorated labelled monopoles with (i) face distribution
λ↓↓(i,j), (ii) one marked position incident to a face of degree i + j − 2
(once this first position around the vertex is chosen there is only one more
position around the vertex such that drawing a border by connecting these
two positions cut the face of size i + j − 2 into a face of degree i and a
face of degree j). We take the convention that the chosen marked position
corresponds to the root half edge and the other position of the other half
edge in the preimage of the decorated monopole.

• (Handle) The set of labelled monopoles with face distribution λ and a
handle root incident to a face of size i such that removing the root yields
a face of degree d and one of degree i− 2− d is in bijection with the set of
decorated labelled monopoles with (i) face distribution λ↑↑(i−2−d,d), (ii) one
marked position around the vertex incident to a face of degree i − 2 − d,
(iii) one marked position around the vertex incident to a face of degree
d, (we assume without loss of generality that the root half edge of the
deleted edge is incident to the face of degree i− 2− d), (iv) and a type for
the deleted root : twist or untwist.

Example 7. Figure 16 illustrates the three bijections described above.

As a consequence, one gets

Σλ[2m](β) =
∑

i>1

(i− 1)(i− 2)mi−2(λ↓↓(i))
∑

M ′∈L̃
λ↓↓(i)
[2m−1]

β1+ϑ(M ′)

+
∑

i,j>1

(i+ j − 2)mi+j−2(λ↓↓(i,j))
∑

M ′∈L̃
λ↓↓(i,j)
[2m−1]

βϑ(M
′)

+
∑

i,d>1

(i− 2− d)dmi−d−2,d(λ
↑↑(i−2−d,d))

∑

M ′∈L̃λ↑↑(i−2−d,d)
[2m−1]

(
βϑ(M

′) + β1+ϑ(M ′)
)

As a conclusion, for any integer m > 1,

Σλ[2m](β) = h̃λ2m,[2m](β + 1).
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(b) Second bijection.
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– face distribution �##(i,j),

– one marked position incident to a face of degree i+j�2 (once this first
position around the vertex is chosen there is only one more position
around the vertex such that drawing a border by connecting these
two positions cut the face of size i + j � 2 into a face of degree i and
a face of degree j). We take the convention that the chosen marked
position correponds to the root half edge and the other position of
the other half edge in the preimage of the decorated map.

Example 10. Figure 19 illustrates the bijection above for i = 3 and j = 5.

8"

7" 5"

6"
4"

3"
1"

2"
6"

5" 3"

4"
2"

1"

Figure 19: Application of the bijection to a labelled star map with a cross-border
root of face distribution � = (5, 3) and a decorated labelled star map of face
distribution �0 = (6) = �##(5,3).

• (Handle) Denote eL�,h,i,d
[2m] the set of labelled monopoles with face distribu-

tion � and a handle root incident to a face of size i such that removing
the root yields a face of degree d and one of degree i� 2� d. eL�,h,i,d

[2m] is in
bijection with the set of decorated labelled monopoles with

– face distribution �""(i�2�d,d),

– one marked position around the vertex incident to a face of degree
i � 2 � d,

– one marked position around the vertex incident to a face of degree d,
(we assume without loss of generality that the root half edge of the
deleted edge is incident to the face of degree i � 2 � d),

– and a type for the deleted root : twist or untwist

Example 11. Figure 20 illustrates the bijection above for i = 6 and d = 1.
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(c) Third bijection.

Figure 16: Examples of application of the three bijections for labelled star
hypermaps for k = 2.

5.3.5 Case k = 3

As a final case, we show Theorem 3 in the case k = 3 We focus on labelled star
hypermaps that contain only black vertices of degree 3. We call these maps
labelled star triangulations. First use Section 5.3.2, to show that

Σ
(1,1,1)
3 (β) = h̃

(1,1,1)
3,3 (β + 1) , Σ

(2,1)
3 (β) = h̃

(2,1)
3,3 (β + 1)

and Σ3
3(β) = h̃33,3(β + 1)

Then, we build a bijection between labelled star triangulations in L̃λ[3m] and
some decorated labelled star triangulations with m − 1 black vertices. To this
end, we iterate three times the root deletion process. As the edges incident to
the black vertex labelled 1 (incident to the root) are labelled with 1, 2 and 3,
exactly these three edges are deleted after three iterations of the root deletion
process and the resulting hypermap is a labelled star triangulation in L̃λ′[3m−1].
We look at all the possible configurations of the subset of the labelled triangula-
tion composed of the white vertex, the black vertex incident to the root and the
three edges incident to this black vertex. We call this subset the root submap.
Delete the root submap σM of a star triangulationM of face degree distribution
λ but keep a mark at the incidence positions around the white vertex of all of
its three edges. Denote M ′ the resulting star triangulation with three marks
and λ′ its resulting face degree distribution. There are 6 possible cases that we
split first according to the incidence of the marks to the various faces of M ′.

a All the marks are incident to the same face of M ′. In this case, it is easy
to show that ϑ(M) = ϑ(M ′)+ϑ(σM ). We have three sub-cases depending
on the number of faces in σM .

a.1 σM has exactly one face of degree 3. In this case, λ′ = λ↓↓↓(i) for some i
and there is a bijection between the set of such labelled star triangu-
lations of face degree distribution λ and the set of couples composed
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of a labelled star map with one black vertex of face distribution (3)
and a labelled star triangulation of face degree distribution λ↓↓↓(i) with
(i) one marked face of degree i−3, (ii) three marked positions among
i − 1 around the white vertex within the marked face and (iii) one
distinguished position among the three marks. The distinguished
position is used to locate the root of the star map of face degree
distribution (3) within the star triangulation.

a.2 σM has exactly two faces of degree (2, 1). In this case, λ′ = λ↓↓↓(i,j)
for some i 6 j and there is a bijection between the set of such la-
belled star triangulations of face degree distribution λ and the set
of couples composed of a labelled star map with one black vertex of
face distribution (2, 1) and a labelled star triangulation of face degree
distribution λ↓↓↓(i,j) with (i) one marked face of degree i + j − 3, (ii)
two differentiated marked positions among i+ j−2 around the white
vertex within the marked face.

a.3 σM has three faces of degree (1, 1, 1). In this case, λ′ = λ↓↓↓(i,j,k) for
some i, j, k. We assume that i is the degree of the face incident to
the root of σM and the next edge of σM moving counterclockwise
around the white vertex and that k is the degree of the face incident
to the root of σM and the next edge of σM moving clockwise around
the white vertex.There is a bijection between the set of such labelled
star triangulations of face degree distribution λ and the set of cou-
ples composed of a labelled star maps with one black vertex of face
distribution (1, 1, 1) and a labelled star triangulation of face degree
distribution λ↓↓↓(i,j,k) with (i) one marked face of degree i+ j + k− 3,
(ii) one marked positions among i+j+k−3 around the white vertex
within the marked face. The marked position locates the root of the
star map of face degree distribution (1, 1, 1). Then it is easy to show
that i and k give exactly the required information to locate the two
other edges.

b Two of the marks are incident to one face of M ′ and the third one to a
second distinct face of M ′. In this case, there is a handle edge in σM
whose contribution to ϑ(M) is not its contribution to ϑ(σM ) (this edge
may not be a handle at all in the submap σM ). Denote σ′M the reduction
of σM obtained by deletion of the handle of smallest index. We have
ϑ(M) = ϑ(M ′)+ϑ(σ′M )+ε where ε ∈ {0, 1} depending on the contribution
of the handle (recall that by twisting the handle one get a distinct map
with the other value for ε). We have two sub-cases depending on the
number of faces in σ′M .

b.1 σ′M has exactly one face of degree 2. In this case, λ′ = λ↑↑↑(i−3−d,d)

for some i and d with d 6 i − 3 − d. There is a bijection between
the set of such labelled star triangulations of face degree distribution
λ and the set of couples composed of a labelled star map with one
black vertex of face distribution (2) and a labelled star triangulation
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of face degree distribution λ↑↑↑(i−3−d,d) with (i) one marked face of
degree i − 3 − d, (ii) one marked face of degree d, (iii) one marked
position around the white vertex within the marked face of degree
i − 3 − d, (iii) one marked position around the white vertex within
the marked face of degree d, (iv) a distinguished marked position
around the white vertex within the face of degree d or the face of
degree i − 3 − d (there are i − 1 possibilities after adding the two
first marks), (v) one position around the white vertex within σ′M
(2 possibilities), (vi) an index for the handle edge (3 possible values)
and (vii) an indication whether the handle is twisted or not. The two
marks belonging to the same face of M ′ locate the edges of σ′M , its
root being incident to the distinguished one. The other mark locates
the incidence of the handle to the white vertex. The mark within σ′M
locates the incidence of the handle to the black vertex labelled 1.

b.2 σ′M has two faces of degree (1, 1). In this case, λ′ = λ↓(i,j)↑↑(i+j−3−d,d)

for some i, j and d. There is a bijection between the set of such
labelled star triangulations of face degree distribution λ and the set
of couples composed of a labelled star map with one black vertex of
face distribution (1, 1) and a labelled star triangulation of face degree
distribution λ↓(i,j)↑↑(i+j−3−d,d) with (i) one marked face of degree i −
3 − d, (ii) one marked face of degree d, (iii) one marked position
around the white vertex within the marked face of degree i− 3− d,
(iii) one marked position around the white vertex within the marked
face of degree d, (iv) one position around the white vertex within σ′M
(2 possibilities), (vi) an index for the handle edge (3 possible values)
and (vii) an indication whether the handle is twisted or not.

c The three marks are incident to three disctinct faces of M ′. All the edges
of σM are handles and we have ϑ(M) = ϑ(M ′) + ε1 + ε2 where εi ∈ {0, 1}
depending on the contribution of the two handles with the smallest index.
In this case, λ′ = λ↑↑↑(i−3−d−f,d,f) for some i, d, f . We assume that (i) i−
3−d−f is the degree of the face ofM ′ incident to the mark corresponding
to the root of σM (ii) d is the degree of the face ofM ′ incident to the mark
corresponding to the edge labelled 2 in σM and (iii) f is the degree of the
face of M ′ incident to the mark corresponding to the edge labelled 3 in
σM .There is a bijection between the set of such labelled star triangulations
of face degree distribution λ and the set of labelled star triangulations of
face degree distribution λ↑↑↑(i−3−d−f,d,f) with (i) one marked face of degree
i − 3 − d − f , (ii) one marked face of degree d, (iii) one marked face of
degree f , (iv) one marked positions around the white vertex within the
marked face of degree i − 3 − d − f , (v) one marked positions around
the white vertex within the marked face of degree d, (vi) one marked
positions around the white vertex within the marked face of degree f ,
(vii) an indication whether the two handles labelled 1 and 2 are twisted
or not, (viii) an indication wether the order of the edges in σM moving
clockwise around the black vertex is 132 or 123.
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Example 8. Figure 17 illustrates the six bijections described above.
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– one marked position around the black vertex incident to a face of
degree d

– and a type for the removed root : twist or untwist (as noted above,
twisting the ribbon graph of a handle root yields another hypermap).
Example 8. Figure 16 illustrates the bijection above for i = 3 and
j = 1.

2"

1"
5"

4" 3"

1"

4"

3"
2"

Figure 17: Application of the bijection to a labelled star hypermap with a border
root of face distribution � = (3, 1) and a decorated labelled star hypermap of
face distribution �0 = (3) = �#(3,1).

As a consequence, one gets

⌃�
n(�) =

X

i>1

M2 eL�,cb,i
n

�#(M) +
X

i,j>1

M2 eL�,b,i,j
n

�#(M) +
X

i,d>1

M2 eL�,h,i,d
n

�#(M)

=
X

i>1

(i � 1)2mi�1(�#(i))
X

M 02 eL
�#(i)
n�1

�1+#(M 0)

+
X

i,j>1

(i + j � 1)mi+j�1(�#(i,j))
X

M 02 eL
�#(i,j)
n�1

�#(M 0)

+
X

i,d>1

(i � d � 1)dmi�d�1,d(�
"(i�1�d,d))

X

M 02 eL�"(i�1�d,d)

n�1

⇣
�#(M 0) + �1+#(M 0)

⌘

Finally

⌃�
n(�) =

X

i>1

(i � 1)2mi�1(�#(i))�⌃
�#(i)

n�1 (�)

+
X

i,j>1

(i + j � 1)mi+j�1(�#(i,j))⌃
�#(i,j)

n�1 (�)

+
X

i,d>1

(i � d � 1)dmi�d�1,d(�
"(i�1�d,d))(1 + �)⌃�"(i�1�d,d)

n�1 (�)

As a conclusion, for any integer n > 1,

⌃�
n(�) = eh�

n,n(� + 1).
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(d) Case b.1.
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– one marked position around the black vertex incident to a face of
degree d

– and a type for the removed root : twist or untwist (as noted above,
twisting the ribbon graph of a handle root yields another hypermap).
Example 8. Figure 16 illustrates the bijection above for i = 3 and
j = 1.
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Figure 17: Application of the bijection to a labelled star hypermap with a border
root of face distribution � = (3, 1) and a decorated labelled star hypermap of
face distribution �0 = (3) = �#(3,1).

As a consequence, one gets
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Finally

⌃�
n(�) =

X

i>1
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i,j>1
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As a conclusion, for any integer n > 1,
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n,n(� + 1).
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(e) Case b.2.
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– one marked position around the black vertex incident to a face of
degree d

– and a type for the removed root : twist or untwist (as noted above,
twisting the ribbon graph of a handle root yields another hypermap).
Example 8. Figure 16 illustrates the bijection above for i = 3 and
j = 1.
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Figure 17: Application of the bijection to a labelled star hypermap with a border
root of face distribution � = (3, 1) and a decorated labelled star hypermap of
face distribution �0 = (3) = �#(3,1).

As a consequence, one gets
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Finally
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As a conclusion, for any integer n > 1,
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32

1

– face distribution �##(i,j),

– one marked position incident to a face of degree i+j�2 (once this first
position around the vertex is chosen there is only one more position
around the vertex such that drawing a border by connecting these
two positions cut the face of size i + j � 2 into a face of degree i and
a face of degree j). We take the convention that the chosen marked
position correponds to the root half edge and the other position of
the other half edge in the preimage of the decorated map.

Example 10. Figure 19 illustrates the bijection above for i = 3 and j = 5.
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6"
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3"
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5" 3"

4"
2"

1"

Figure 19: Application of the bijection to a labelled star map with a cross-border
root of face distribution � = (5, 3) and a decorated labelled star map of face
distribution �0 = (6) = �##(5,3).

• (Handle) Denote eL�,h,i,d
[2m] the set of labelled monopoles with face distribu-

tion � and a handle root incident to a face of size i such that removing
the root yields a face of degree d and one of degree i� 2� d. eL�,h,i,d

[2m] is in
bijection with the set of decorated labelled monopoles with

– face distribution �""(i�2�d,d),

– one marked position around the vertex incident to a face of degree
i � 2 � d,

– one marked position around the vertex incident to a face of degree d,
(we assume without loss of generality that the root half edge of the
deleted edge is incident to the face of degree i � 2 � d),

– and a type for the deleted root : twist or untwist

Example 11. Figure 20 illustrates the bijection above for i = 6 and d = 1.
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(f) Case c.

Figure 17: Illustration of the six bijections for labelled star triangulations.
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As a consequence, one gets

Σλ[3m](β) = 3
∑

i

(
i− 1

3

)
mi−3(λ↓↓↓(i))

∑

σM∈L̃3
3

M ′∈L̃
λ↓↓↓(i)
[3m−1]

βϑ(σM )+ϑ(M ′)

+
1

2

∑

i,j

(i+ j − 2)(i+ j − 3)mi+j−3(λ↓↓↓(i,j))
∑

σM∈L̃(2,1)
3

M ′∈L̃
λ↓↓↓(i,j)
[3m−1]

βϑ(σM )+ϑ(M ′)

+
∑

i,j,k

(i+ j + k − 3)mi+j+k−3(λ↓↓↓(i,j,k))
∑

σM∈L̃(1,1,1)
3

M ′∈L̃
λ↓↓↓(i,j,k)
[3m−1]

βϑ(σM )+ϑ(M ′)

+ 6
1

2

∑

i,d

(i− 1)(i− d− 3)dmi−3−d,d(λ
↑↑↑(i−3−d,d))

∑

σ′M∈L̃
(2)
2

M ′∈L̃λ↑↑↑(i−3−d,d)
[3m−1]

(1 + β)βϑ(σ
′
M )+ϑ(M ′)

+ 6
1

2

∑

i,j,d

(i+ j − 3− d)dmi+j−d−3,d(λ
↓(i,j)↑↑(i+j−3−d,d))

∑

σ′M∈L̃
(1,1)
2

M ′∈L̃λ↓(i,j)↑↑(i+j−3−d,d)
[3m−1]

(1 + β)βϑ(σ
′
M )+ϑ(M ′)

+ 2
∑

i,d,f

(i− 3− d− f)dfmi−3−d−f,d,f (λ↑↑↑(i−3−d−f,d,f))
∑

σ′M∈L̃
(1,1)
2

M ′∈L̃λ↑↑↑(i−3−d−f,d,f)
[3m−1]

(1 + β)2βϑ(M
′).

As a conclusion, for any integer m > 1,

Σλ[3m](β) = h̃λ3m,[3m](β + 1).

6 Appendix: computation of operator Ωk

We provide the computation of operator Ω2. The computation of Ω3 is per-
formed in a similar way but is much more cumbersome and is not detailed here.
Denote ζk = kpk+1

∂
∂pk

and write

Ω2 = [∆,Ω1] = (α− 1)
∑

i,k

Bi,k + α
∑

i,j,k

Ai,j,k +
∑

i,j,k

Γi,j,k

where

Bi,k =

[
(i− 1)2pi

∂

∂pi−1
, ζk

]
,

Ai,j,k =

[
(i+ j − 1)pipj

∂

∂pi+j−1
, ζk

]
,

Γi,j,k =

[
ijpi+j+1

∂

∂pi

∂

∂pj
, ζk

]
.
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The non-zero terms are:

Bi,i =

[
(i− 1)2pi

∂

∂pi−1
, ipi+1

∂

∂pi

]
= (i− 1)2pi

∂

∂pi−1
ipi+1

∂

∂pi

− ipi+1
∂

∂pi

(
(i− 1)2pi

∂

∂pi−1

)
− i(i− 1)2pipi+1

∂

∂pi

∂

∂pi−1
= i(i− 1)2pi+1

∂

∂pi−1
.

Bi,i−2 =

[
(i− 1)2pi

∂

∂pi−1
, (i− 2)pi−1

∂

∂pi−2

]
= (i− 1)2pi

∂

∂pi−1

(
(i− 2)pi−1

∂

∂pi−2

)
+ (i− 2)(i− 1)2pipi−1

∂

∂pi−2

∂

∂pi−1

− (i− 1)2(i− 2)pipi−1
∂

∂pi−1

∂

∂pi−2

= (i− 1)2(i− 2)pi
∂

∂pi−2
.

Ai,j,i−1 =

[
ijpi+j+1

∂

∂pi

∂

∂pj
, (i− 1)pi

∂

∂pi−1

]
= ij(i− 1)pi+j+1

∂

∂pi

∂

∂pj

(
pi

∂

∂pi−1

)
+ ij(i− 1)pi+j+1pi

∂

∂pi

∂

∂pj

∂

∂pi−1

− ij(i− 1)pi+j+1pi
∂

∂pi

∂

∂pj

∂

∂pi−1

= ij(i− 1)pi+j+1
∂

∂pj

∂

∂pi−1
.

Similarly Ai,j,j−1 = ij(i− 1)pi+j+1
∂

∂pi

∂
∂pj−1

.

Ai,j,i+j+1 =

[
ijpi+j+1

∂

∂pi

∂

∂pj
, (i+ j + 1)pi+j+2

∂

∂p(i+ j + 1)

]
= ij(i+ j + 1)pi+j+1

∂

∂pi

∂

∂pj
pj+i+2

∂

∂pj+i+1

− ij(i+ j + 1)pj+i+2
∂

∂pj+i+1

(
pi+j+1

∂

∂pi

∂

∂pj

)
− ij(i+ j + 1)pi+j+1pj+i+2

∂

∂pj+i+1

∂

∂pi

∂

∂pj

= −ij(i+ j + 1)pj+i+2
∂

∂pi

∂

∂pj
.

Γi,j,i =

[
(i+ j − 1)pipj

∂

∂pi+j−1
, ipi+1

∂

∂pi

]
= (i+ j − 1)pipj

∂

∂pi+j−1
ipi+1

∂

∂pi

− ipi+1
∂

∂pi

(
(i+ j − 1)pipj

∂

∂pi+j−1

)
− (i+ j − 1)pipj

∂

∂pi+j−1
ipi+1

∂

∂pi

= −(i+ j − 1)ipi+1pj
∂

∂pi+j−1
.
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Similarly Γi,j,j = −(i+ j − 1)ipj+1pi
∂

∂pi+j−1
.

Γi,j,i+j−2 =

[
(i+ j − 1)pipj

∂

∂pi+j−1
, (i+ j − 2)pi+j−1

∂

∂pi+j−2

]
= (i+ j − 1)pipj

∂

∂pi+j−1

(
(i+ j − 2)pi+j−1

∂

∂pi+j−2

)
+ (i+ j − 1)(i+ j − 2)pi+j−1pipj

∂

∂pi+j−2

∂

∂pi+j−1

− (i+ j − 1)(i+ j − 2)pi+j−1pipj
∂

∂pi+j−2

∂

∂pi+j−1

= (i+ j − 1)(i+ j − 2)pipj
∂

∂pi+j−2
.

Summing up all the non-zeros A terms yields:

∑
i,j

Ai,j,i−1 +
∑
i,j

Ai,j,j−1 +
∑
i,j

Ai,j,i+j+1 =
∑
i,j>1

ij(j − 1)pi+j+1
∂

∂pi

∂

∂pj−1

+
∑
i,j>1

ij(i− 1)pi+j+1
∂

∂pj

∂

∂pi−1

−
∑
i,j>1

ij(i+ j + 1)pj+i+2
∂

∂pi

∂

∂pj

=
∑
i,j>1

ij(i+ 1)pi+j+2
∂

∂pi

∂

∂pj

+
∑
i,j>1

ij(j + 1)pi+j+2
∂

∂pi

∂

∂pj

−
∑
i,j>1

ij(i+ j + 1)pj+i+2
∂

∂pi

∂

∂pj

=
∑
i,j>1

ijpj+i+2
∂

∂pi

∂

∂pj
.

Summing up all the non-zeros B terms yields:

∑
i

Bi,i +
∑
i

Bi,i−2 =
∑
i>1

(i− 2)(i− 1)2pi
∂

∂pi−2
−
∑
i>1

i(i− 1)2pi+1
∂

∂pi−1

=
∑
i>1

(i− 1)i2pi+1
∂

∂pi−1
−
∑
i>1

i(i− 1)2pi+1
∂

∂pi−1

=
∑
i>1

(i− 1)ipi+1
∂

∂pi−1
.
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Finally, summing up all the non-zeros Γ terms yields:

∑
i,j

Γi,j,i+j−2 +
∑
i,j

Γi,j,i +
∑
i,j

Γi,j,j =
∑
i,j>1

(i+ j − 1)(i+ j − 2)pipj
∂

∂pi+j−2

−
∑
i,j>1

(i+ j − 1)ipi+1pj
∂

∂pi+j−1

−
∑
i,j>1

j(i+ j − 1)pj+1pi
∂

∂pi+j−1

=
∑
i,j>1

(i+ j − 1)(i+ j − 2)pipj
∂

∂pi+j−2

−
∑
i,j>1

(i+ j − 2)(i− 1)pipj
∂

∂pi+j−2

−
∑
i,j>1

(j − 1)(i+ j − 2)pjpi
∂

∂pi+j−2

=
∑
i,j>1

(i+ j − 2)(i+ j − 1 − i+ 1 − j + 1)pipj
∂

∂pi+j−2

=
∑
i,j>1

(i+ j − 2)pipj
∂

∂pi+j−2
.

As a consequence

Ω2 = (α−1)
∑
i>1

(i−1)ipi+1
∂

∂pi−1
+
∑
i,j>1

(i+j−2)pipj
∂

∂pi+j−2
+α

∑
i,j>1

ijpj+i+2
∂

∂pi

∂

∂pj
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