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Abstract

This work studies the convergence properties of the mixed non-overlapping domain decomposition
method (DDM) commonly named “Latin method”. As all DDM, the Latin method is sensitive to near-
interface heterogeneity and irregularity. Using a simple yet fresh point of view, we analyze the role of the
Robin parameters as well as of the second level (coarse space) correction – which are a characteristic of
the method. In particular, we show how to build a spectrum-motivated coarse space aiming at ensuring
fast convergence. 2D and 3D linear elasticity problems involving highly heterogeneous materials confirm
the robustness of the spectral coarse space and provide evidence of the scalability of the multiscale Latin
method.

Keywords Latin method, domain decomposition method, spectral coarse problem, GenEO, heteroge-
neous problem

1 Introduction

Domain Decomposition Methods [1] (DDM) offer a powerful framework to design efficient parallel iterative
solvers for computational mechanics problems. Recently, much progress has been made in understanding
the methods and how to make them robust, in particular with respect to misplaced heterogeneity and
poorly shaped subdomains.

The first possibility consists in using a preprocessing step where local generalized eigenvalue problems
detect “bad” spectral contributions. These harmful components are then removed from the resolution
process by adding constraints to the system. In FETI-DP (Dual-Primal Finite-Element Tearing and
Interconnection) or BDDC (Balancing Domain Decomposition by Constrains) methods, the constraints
can be applied by selecting the coarse degrees of freedom [2, 3, 4, 5, 6, 7, 8]. In FETI and BDD methods,
Krylov-augmented solvers are used to remove the bad modes which have been detected by a technique
inspired from Schwarz methods (see [9, 10, 11, 12, 13] and references therein) and known as “Generalized
Eigenvalue problems in the Overlap” (GenEO) [14, 15, 16, 17]. GenEO coarse spaces were also extended
to the Symmetrized Optimized Restricted Additive Schwarz (SORAS) algorithm [18, 19].
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The second alternative is to rely on a multipreconditioned solver [20]. This was proposed for the FETI
method in [21] where as many search directions as subdomains are generated by the conjugate gradient
at each iteration. Less demanding versions were presented in [22] and illustrated in [23]. Note that a link
between multipreconditioning and GenEO coarse spaces was exhibited in [24].

This paper is devoted to the Latin DDM [25]. This strategy makes use of mixed (Robin) interface
conditions, it was specifically designed to solve nonlinear mechanical problems involving complex behaviors
inside subdomains and on their interfaces by stationary iterations, and it has been successfully applied to
viscoplasticity, frictional contact, cracking, cohesive interfaces [26, 27, 28, 29, 30, 31] and also naturally
coupled with the PGD (Proper Generalized Decomposition) model reduction [32, 33]. In [34], a two-level
version was proposed to grant a certain scalability face to moderate heterogeneity. Note that in [35, 36] the
authors proposed an analysis of the method in the light of more classical domain decomposition methods,
and showed how a simple non-invasive implementation using python and MPI to pilot an industrial finite
element software (code-aster [37] in this case)

Here, we propose to analyze the multiscale Latin approach and try to apply the GenEO philosophy.
We show that local generalized eigenvalue problems naturally arise when studying the convergence of
the Latin DDM. For a chosen convergence ratio, it is then possible to tell “nefarious” eigenvectors from
“innocuous” ones, opening the path to sounder higher-order coarse spaces than the ones commonly based
on polynomial development of interface quantities. Unfortunately, we show that in current state, the
multiscale Latin approach does not permit to precisely remove the unwanted components and parasitic
effects cannot be prevented.

The article is organized as follows: Section 2 introduces notations and the substructured problem,
Section 3 presents the monoscale Latin method which is then analyzed in Section 4 through a generalized
eigenvalue problem. Section 5 is dedicated to the multiscale (or two-level) approach, and we show how
a hopefully efficient coarse space can be built from previously obtained eigenvector. Finally, Section 7
illustrates the method on three highly heterogeneous academic test-cases.

2 The problem to be solved in substructured form

A domain Ω ∈ Rd (d = 2 or 3) under small perturbations and quasi-static isotherm evolution is considered,
the material is supposed to be linear elastic and classical Lagrange conforming finite element is used to
approximate the displacement field.

2.1 Subdomains equations

We take into account a non-overlapping decomposition of N subdomains (Ω(s))
S∈N

. For the subdomain
Ω(s), let K(s) denote the stiffness matrix, u(s) the vector of nodal displacement and g(s) the generalized
forces associated to given loads, including the forces resulting from the elimination of Dirichlet boundary
conditions. Matrix K(s) is symmetric semi-definite positive, the null space is spanned by rigid body
motions for floating subdomains.

Let Ω(s) and Ω(q) be two neighbors subdomains. We write ∂(q)Ω(s) the degrees of freedom of Ω(s)

facing Ω(q). Some degrees of freedom can be shared by two boundaries, see Figure 1. Boundaries ∂(q)Ω(s)

and ∂(s)Ω(q) interact through the interface Γ{s,q} = ∂Ω(s) ∩ ∂Ω(q). The interface Γ{s,q} is granted its own
finite element discretization, while displacements and reactions associated with each parent subdomains
are defined as (w(s,q),w(q,s)) and (f (s,q), f (q,s)), respectively. These fields are connected to the parent
subdomains by trace relations materialized by the operators N(s,q) and N(q,s). For now, we consider
conforming discretization between the subdomains (Ω(s),Ω(q)) and the interface Γ{s,q}, so that the trace
operators are simple boolean matrices. Let G(s) be the set of the neighbors of the subdomain Ω(s); E the
set of all subdomains and G the set of all interfaces.
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Figure 1: Force and displacement interface fields.

To easily handle the many interfaces of one subdomain Ω(s), we define concatenated operators:

w(s) =
⎛
⎜
⎝

⋮

w(s,q)

⋮

⎞
⎟
⎠
, f (s) =

⎛
⎜
⎝

⋮

f (s,q)

⋮

⎞
⎟
⎠
, N(s) =

⎛
⎜
⎝

⋱

N(s,q)

⋱

⎞
⎟
⎠
, q ∈ G(s) (1)

Thus, the mechanical problems to be solved on the subdomains can be written as follows:

On subdomains: ∀Ω(s) ∈ E ,

⎧⎪⎪
⎨
⎪⎪⎩

K(s)u(s) = g(s) +N(s)
T

f (s)

w(s) = N(s)u(s)
(2)

Remark 1 (Condensation). Since the interface vectors are only connected to the boundary of the subdo-
mains, we tag with index b the boundary degrees of freedom of the subdomain and the trace relationship
can be written as:

∀Ω(s) ∈ E , w(s) = N
(s)
b u

(s)
b (3)

Also, internal nodes (index i) can be eliminated from the balance of the domain leading to the condensed
form of the equilibrium:

∀Ω(s) ∈ E , S(s)u
(s)
b = b(s) +N

(s)T

b f (s) (4)

where S(s) = K
(s)
bb −K

(s)
bi K

(s)−1

ii K
(s)
ib is the Schur complement and b(s) = g

(s)
b −K

(s)
bi K

(s)−1

ii gi is the condensed
right-hand side.

Proposition 1 (Properties of N
(s)
b ). N

(s)
b is a n(s)Γ × n

(s)
∂ matrix, where n(s)∂ is the number of boundary

degrees of freedom of Ω(s) and n
(s)
Γ is the number of interface degrees of freedom of (Γ{s,q})q∈G(s). In

the presence of multiple points (node facing more than one neighbor), n(s)Γ > n
(s)
∂ and the matrix is not

full-ranked, see Figure 1.

2.2 Interfaces equations

The mechanical behavior of the interface Γ{s,q} is given by a relationship which links the boundary vectors
(w(s,q),w(q,s), f (s,q), f (q,s)). Many mechanical behaviors, such as perfect interfaces, contact, friction or
loss of cohesion can be represented by constraining the force to belong to a domain of admissibility –
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materialized by a function c– which depends on the displacement gap and satisfies the action-reaction
principle:

On general interfaces: ∀Γ{s,q} ∈ G,

⎧⎪⎪
⎨
⎪⎪⎩

f (s,q) ∈ c(s,q)(w(s,q) −w(q,s))

f (s,q) + f (q,s) = 0
(5)

Note that internal variables could be incorporated into relation c to transcribe history-dependent
behaviors like friction or debonding. However, in this work we only take into account perfect interfaces
by stating the continuity of the displacement, then Equation (5) becomes:

On perfect interfaces: ∀Γ{s,q} ∈ G,

⎧⎪⎪
⎨
⎪⎪⎩

w(s,q) = w(q,s)

f (s,q) + f (q,s) = 0
(6)

2.3 Assembly operators and interface behaviors

Block notations are also here employed. For instance, vectors are concatenated by rows and matrices on
the diagonal as follows:

u =
⎛
⎜
⎝

⋮

u(s)

⋮

⎞
⎟
⎠
, K =

⎛
⎜
⎝

⋱ 0

K(s)

0 ⋱

⎞
⎟
⎠
, s ∈ E (7)

This leads to the following expression being equivalent to Equation (2):

On subdomains: {
Ku = g +NT f

w = Nu
(8)

We introduce assembly operators for communicating neighboring subdomains. Operator A makes the
sum of interface vectors whereas operator B makes the difference (an arbitrary orientation is chosen on
the interface):

(Af)
∣Γ{s,q} = f (s,q) + f (q,s)

(Bw)
∣Γ{s,q} = w(s,q) −w(q,s)

(9)

Proposition 2 (Properties of interface operators). Operators A and B are nΓ × 2nΓ matrices, where
nΓ = ∑s<q nΓ{s,q} is the number of all interface degrees of freedom. They are full-ranked operators and also
are orthogonal in the sense that:

ker(A) = range(BT
) (10)

This implies that ABT = 0. More precisely, any interface vector x can be written uniquely under the form
x = ATxA +BTxB. In fact, this property can be generalized using non-euclidean orthogonality. Let Q be
any symmetric positive definite matrix of size 2nΓ, then we have:

R2nΓ = (QRange(AT
))⊕Range(BT

) (11)

Finally, assembly operators enable to easily write the perfect interface behavior as follows:

On perfect interfaces: {
Af = 0

Bw = 0
(12)

Note that the general case takes the form f = BT c(Bw). This notation makes it clear that the interface
equilibrium is satisfied since Af = ABT c(Bw) = 0. For instance, the contact formulation with Coulomb
friction is fully detailed in [35].
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2.4 Partial solutions and total solution

The interface fields are gathered in two sets:

A ∶ (w, f) solutions to ∃u/ {
Ku = g +NT f

w = Nu
⇔ ∃ub/ {

Sub = b +NT
b f

w = Nbub

(13)

L ∶ (ŵ, f̂) solutions to {
Af̂ = 0

Bŵ = 0
(14)

The set A generally called admissibility space is the affine space made out of the solutions to the linear
equations on the subdomains, i.e. the equilibrium of the subdomains submitted to the given load. The
set L of solutions to the interface equations is called local space; it is a vector space in the case of perfect
interfaces, it would be a cone for Coulomb friction or a manifold for more complex interface behaviors.

Remark 2. Note that this framework extends to many mechanical situations, including time-dependent
problems, nonlinear behaviors in the volume or large transformations, as long as A is characterized by
linear equations (potentially associated with differential operators) and L is defined by non-differential
equations (potentially nonlinear).

Of course, if (w, f) ∈ L ∩A then (w, f) solves the whole substructured formulation. Note that w is
defined uniquely but f is not as stated is the next proposition.

Proposition 3 (Indeterminacy of f). In the presence a multiple points, the subspace ker(NT
b BT ) is not

reduced to 0. This means that there exist balanced interface force (of the form f = BTβ) which result in the
same mechanical effort NT

b f on the subdomains. This phenomenon is very well-known in FETI methods,
and in practice it does not bring any difficulty.

3 The monoscale Latin method

3.1 Principle

The Latin method is an alternating direction algorithm. Solution (w, f) is reached through partial solutions
of the sets A and L, which are consecutively calculated as illustrated in Figure 2.

A

L

H

ŝ0

H

ŝ1

s0s1snsn+1

ŝn

sth

Figure 2: Illustration of the Latin framework.

Firstly, starting from a partial solution sn = (wn, fn) ∈ A, the so-called local stage consists in searching
for a partial solution ŝn = (ŵn, f̂n) ∈ L. This is possible by enforcing a relation of the form:

f̂n − fn −H (ŵn −wn) = 0 (15)

This equation is often called “local search direction” in the Latin literature. H is a symmetric definite
positive operator selected by the user, however, for computational efficiency – in particular in the case of
complex interface behaviors – it should be chosen to be diagonal.
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Then, starting from a partial solution ŝn = (ŵn, f̂n) ∈ L, the so-called linear stage consists in searching
for a partial solution sn+1 = (wn+1, fn+1) ∈ A. This is possible by enforcing a relation of the form:

fn+1 − f̂n +H (wn+1 − ŵn) = 0 (16)

This equation is often called “linear search direction”, where H is also a symmetric definite positive operator
chosen by the user.

3.2 The local stage

The local stage finds a partial solution of the equations defined on the interfaces by enforcing the search
direction. Then, the problem to be solved is:

Knowing sn = (wn, fn), find ŝn = (ŵn, f̂n)/

⎧⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎩

Af̂n = 0

Bŵn = 0

f̂n − fn −H (ŵn −wn) = 0

(17)

which gives the following solution:

⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

ŵn = AT (AHAT )
−1

[AHwn −Afn]

f̂n = BT
(BH

−1
BT

)
−1

[BH
−1

fn −Bwn]
(18)

We recognize scaled assembly operators as classically encountered in FETI and BDD methods [38, 39]:

Â = (AHAT )
−1

AH

B̂ = (BH
−1

BT
)
−1

BH
−1

(19)

They satisfy AÂT = I, BB̂T = I and AT Â + B̂TB = I [40].
The set L gathers interface equations, and thus, compared to the complete system to be solved, it

misses the subdomain mechanical behavior. H should provide a computationally affordable ersatz of this
information. To make this analysis precise, let us use the condensed form of A to express w and f in terms
of ub.

f̂n − fn −H (ŵn −wn) = 0⇒NT
b f̂n − (Sub,n − b) −NT

b H (ŵn −wn) = 0

⇒ (NT
b HNb − S)ub,n − (NT

b Hŵn −NT
b f̂n − b)

(20)

Proposition 4 (Optimal local search direction). If H is such that NT
b HNb = S, then the system formed

by the above equation and the interface conditions (14) is equivalent to the substructured problem. In that
case, the local stage directly gives the exact solution.

Let Ñb be a matrix such that NT
b Ñb = I, such as for instance Ñb = Nb(N

T
b Nb)

−1, and let S̃ be an
approximation of S (like a weighted superlumped operator). We thus should choose H = diag (ÑbS̃ÑT

b ).
In the case of Ñb = Nb(N

T
b Nb)

−1, this accounts to weighting diag(S̃) by the inverse of the multiplicity of
the interface nodes (number of interfaces a boundary nodes textcolororangenode belongs to).

3.3 The linear stage

The linear stage finds a partial solution verifying the equilibria of subdomains while respecting the search
directions. This leads to the following problem set independently on subdomains:

Knowing ŝn = (ŵn, f̂n), find sn+1 = (w, f)/

⎧⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎩

Kun+1 = g +NT fn+1

wn+1 = Nun+1

fn+1 − f̂n +H (wn+1 − ŵn) = 0

(21)
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leading as follows:

Solve for un+1 solution to: (K +NTHN)un+1 = g +NT (̂fn +Hŵn)

Then compute:
⎧⎪⎪
⎨
⎪⎪⎩

wn+1 = Nun+1

fn+1 = f̂n +H (ŵn −wn+1)

(22)

3.4 Relaxation

To ensure convergence [25] a relaxation step is added at the end of a linear stage, thus:

sn+1 ←Ð ωsn+1 + (1 − ω) sn (23)

The method is proved to converge in a very general framework (including nonlinear behavior associated
with a convex potential) assuming that relaxation is used and that search directions are chosen to be equal
H = H.

3.5 Other choices of search directions

Selecting the search directions is crucial for the convergence ratio of the algorithm. In Section 3.2 we have
proposed approximations of the optimal one for the local stage, but we can also raise the possibility of
search directions motivated by a FETI preconditioner [39]. In that case, the same direction is used for both
stages, written H and defined as a scaled assembly of approximate subdomains stiffness. Additionally,
the same value is employed for the two subdomains connected by an interface. Therefore, the common
linear/local search direction can be written as:

H =
1

2
(AT H̃A +BT H̃B) (24)

where H̃ = (ADAT )
−1

ADMDAT (ADAT )
−1 is an operator defined on the interfaces, D a diagonal

matrix and M a block-diagonal matrix. The operator AT
⋯A+BT

⋯B
2 brings back H̃ to the boundary of the

subdomains.
In practice, inspired by FETI scaling and preconditioners, we propose to use D = Ñb diag (Kbb)

−1 ÑT
b ,

whereas two possible alternatives regarding M:

• M = Ñb diag (S)
−1 ÑT

b , leading to a search direction named HS .

• M = D+, leading to the search direction HK = AT (ADAT )
−1

A.

4 Analysis of the monoscale method

In this section, the Latin method is recast into a fixed-point iteration and a convergence analysis is then
derived. This allows to recover some classical properties of the algorithm and to introduce better decisions
for a multiscale extension.

Because the equations of perfect interfaces are linear, we can rewrite both linear and local stages in a
matrix form with the interface unknown (wn, fn) and (ŵn, f̂n) as the variables, where index n stands for
the iteration counter. In fact, the local stage (18) can be written as:

(
ŵn

f̂n
) = (

AT Â 0

0 BT B̂
)(

H
−1

−I
)(H −I)(

wn

fn
) (25)

while the linear stage (22) can be formulated like this:

(
wn+1

fn+1
) = (

w0

f0
) + (

I 0
−H I

)(
N (K +NTHN)

−1
NT

I
)(H I)(

ŵn

f̂n
) (26)
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where, we have named the following quantity:

(
w0

f0
) = (

I
−H

)N (K +NTHN)
−1

g

At last, if we introduce the mixed variable µn = Hwn−fn, the iteration takes the form µn+1 = µ0+Mµn,
where the iteration matrix M can be written as:

M = (H −I)(
I 0
−H I

)(
N (K +NTHN)

−1
NT

I
) . . .

. . . (H I)(
AT Â 0

0 BT B̂
)(

H
−1

−I
) (27)

Using the expression of the scaling matrices (19) and their properties, it simplifies to:

M = ((H +H)N (K +NTHN)
−1

NT
− I) (HAT ÂH

−1
−BT B̂)

= ((H +H)N (K +NTHN)
−1

NT
− I)

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
M1

((H +H)AT
(AHAT

)
−1A − I)

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
M2

(28)

The iteration matrix can thus be written as the product of two matrices of which we suggest analyze
the spectrum under the next hypotheses:

Hypothesis 1 (Same assembled search directions). AHAT = AHAT .

Hypothesis 2 (Identical search directions). H = H, in that case we use the notation H for both directions.
Of course, Hypothesis 2 is stronger than Hypothesis 1.

Proposition 5 (Spectrum of matrix M2). Under Hypothesis 1, the spectrum of Matrix M2 is exactly
{−1,1} and thus the spectral radius is 1.

Proof. Let be xT = (xT
AA + xT

BB) . We have:

xT
AAM2 = xT

AA(H +H)AT
(AHAT

)
−1
− xT

AA

= 2xT
AA − xT

AA = xT
AA ⇒ λ = 1

xT
BB(H +H)

−1M2 = xT
BBAT

(AHAT
)
−1A − xT

BB(H +H)
−1

= −xT
BB(H +H)

−1
⇒ λ = −1

(29)

We thus have found a family of left eigenvectors for matrix M2, thanks to Proposition 2 they span the
whole space.

Proposition 6 (Spectrum of matrix M1). Under Hypothesis 2, the spectrum of Matrix M1 is in the
interval ] − 1,1], the eigenvalue 1 is associated with rigid body motions of floating subdomains.

Proof. Let λ be an eigenvalue of M1 and x an associated eigenvector, thus:

M1x = ((H +H)N (K +NTHN)
−1

NT
− I)x = λx

HN (K +NTHN)
−1

NTx =
(λ + 1)

2
x

NTHN (K +NTHN)
−1

NTx =
(λ + 1)

2
NTx

(30)
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If we let y = (K +NTHN)
−1

NTx, we have:

NTHNy =
(λ + 1)

2
(K +NTHN)y

λ = 2
yTNTHNy

yTKy + yTNTHNy
− 1

(31)

The bounds are obtained by observing that yTKy ⩾ 0 and yTNTHNy > 0. The value λ = 1 is obtained
for Ky = 0 which means that y is a (subdomain-wise) rigid body motion.

From this analysis we can conclude that the iteration is a contraction, relaxation is required if there
exist floating subdomains.

5 The multiscale Latin method

In this section we briefly present the multiscale extension of the Latin method [34] which is closely con-
nected to classical domain decomposition methods’ coarse problems.

5.1 Principle

The multiscale extension consists in back-porting part of the interface equations in the subdomain stage.
The action-reaction principle Af = 0 has the advantage to be a linear equation satisfied even by complex
nonlinear interface behavior. We wish to ensure that the action-reaction principle is at least satisfied
perpendicularly to a subspace of interface displacements. This subspace is often referred to as the subspace
of “macro displacements” and it is given by a basis WM .
Remark 3 (Usual macrospace). In the Latin-method literature, the macro-space is often defined in each
interface. WM is constituted at least by interfaces’ rigid body motions, often low-order deformation modes
are added (simple strain) or, in some cases, higher-degree polynomial displacements are added [41].

In the multiscale framework, the linear stage (21) becomes:

Knowing ŝn = (ŵn, f̂n), find sn+1 = (wn+1, fn+1) such that:
⎧⎪⎪⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

Kun+1 = g +NT fn+1 balance of subdomains
wn+1 = Nun+1 trace relationship

WMT

Afn+1 = 0 macro constraint

fn+1 − f̂n +H (wn+1 − ŵn −ATWMαn+1) = 0 search direction

(32)

where the search direction was modified in order to comply with the macro constraint. It was shown in
[36] that the multiscale extension simply amounts to modifying the linear search direction, as follows:

Knowing ŝn = (ŵn, f̂n), find sn+1 = (wn+1, fn+1) such that:
⎧⎪⎪⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

Kun+1 = g +NT fn+1

wn+1 = Nun+1

fn+1 − f̂n +H(I −P) (wn+1 − ŵn) = 0

with P = ATWM
(WMT

AHATWM
)
−1WMT

AH

(33)

Proposition 7 (Properties of P). P is a projector satisfying the following relationships:

HP = PTH, PATWM
= ATWM ,

BP = 0, (I −P)
THP = 0

(34)
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Projector P can be used to extract the so-called macro part of an interface displacement Pw and of
an interface effort PT f .

5.2 Linear stage

When using the projection (I−P) into the search direction, is similar to softening the stiffness H. It also
introduces a low-rank coupling between neighbors subdomains, which is exploited by using the Sherman-
Morrison formula. In fact, if we set:

(
w0

f0
) = (

I
−H(I −P)

)N (K +NTH(I −P)N)
−1

g,

The linearstage (26) can be written as:

(
wn+1

fn+1
) = (

w0

f0
) + (

I 0
−H(I −P) I

) . . .

. . .(
N (K +NTH(I −P)N)

−1
NT

I
)(H(I −P) I)(

ŵn

f̂n
) (35)

We observe the fundamental property PT fn = 0 meaning that the effort is purely microscopic. Besides,
only the micro part of the displacement from the local stage (I −P)ŵn is used as an input.

5.3 Local stage under Hypothesis 2

The new iteration matrix can be obtained by simply replacing H by H(I−P) in (28). However it is hard
to derive further analysis in the general case, thus we restrict our analysis to Hypothesis 2.

If H = H = H, important simplifications also occur in the local stage. Indeed, Af̂n = 0 implies that
there exists some β such that f̂n = BTβ thus PT f̂n = PTBTβ = 0; together with the properties of P and
fn, the search direction (15) can be written as:

0 = f̂n − fn −H (ŵn −wn) = (I −PT
)(̂fn − fn) −H(I −P +P) (ŵn −wn)

= (I −PT
) ((̂fn − fn) −H (ŵn −wn)) −HP(ŵn −wn)

Ô⇒

⎧⎪⎪
⎨
⎪⎪⎩

0 = (I −PT
) ((̂fn − fn) −H (ŵn −wn))

0 = P(ŵn −wn)
(36)

This means that the macro part of displacements is preserved during the local stage, whereas the
micro part of efforts and displacements are coupled by H(I −P). Therefore, the local stage (25) can be
transformed into the matrix form:

⎛
⎜
⎝

Pŵn

(I −P)ŵn

f̂n

⎞
⎟
⎠
=
⎛
⎜
⎝

I 0 0

0 (I −P)AT Â −(I −P)AT ÂH−1

0 −BT B̂H BT B̂

⎞
⎟
⎠

⎛
⎜
⎝

Pwn

(I −P)wn

fn

⎞
⎟
⎠

(37)

5.4 Multiscale iteration matrix under Hypothesis 2

If we gather previous results, the iteration is driven by the micro mixed variable µn = H(I −P)wn + fn
and the iteration matrix M can turned into:

M = (H −I)(
(I −P) 0

−H(I −P) I
)(

N (K +NTH(I −P)N)
−1

NT

I
) . . .

. . . (H I)(
(I −P)AT Â 0

0 BT B̂
)(

H−1

−I
) (38)
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and if we use PTBT = 0 and PTH = HP this simplifies to:

M = (I −PT
)(2HN (K +NTH(I −P)N)

−1
NT

− I)

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
M3

. . .

. . . (I −PT
)(2HAT

(AHAT
)
−1A − I)

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
M2

(39)

where matrix M2 is unchanged from one defined in the monoscale iteration matrix (28).

6 Analysis of the multiscale method under Hypothesis 2

We consider the eigenproblems that drives the convergence of the monoscale method, let Λ be the di-
agonal matrix of eigenvalues. From the generalized eigenvalue problems with symmetric definite positive
matrices (31), we can build the basis of eigenvectors Y which satisfies:

(NTHN)Y = (K +NTHN)Y
(Λ + I)

2

YT
(NTHN)Y =

(Λ + I)

2

YT
(K +NTHN)Y = I

(40)

Note that we can recover the original eigenvectors of (30):

X = HN(NTHN)
−1

(K +NTHN)Y

= HNY2(Λ + I)−1

X
(Λ + I)

2
= HN (K +NTHN)

−1
NTX

(41)

Considering the iteration matrix (39), the convergence of the multiscale method is driven by the
following eigenproblem:

(I −PT
)(2HN (K +NTH(I −P)N)

−1
NT

− I)

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
M3

(I −PT
)x = γx (42)

Proposition 8 (Spectral stability under macro constraint). Let x be an eigenvector of M1 as given in (30).
Assume x ∈ Ker(PT ) = Range(I −PT ), then x is an eigenvector of M3 and the eigenvalue is unchanged.

Proof. We note K̃ = (K +NTHN), let λ be the eigenvalue of (30) associated with x. We have:

HNK̃−1NTx =
(λ + 1)

2
x (43)

We note Z = NTHATWM and use the Sherman-Morrison formula to develop M3:
M3 + I

2
=HN(K̃ −Z(WMT

AHATWM)−1ZT )−1NT

=HN(K̃−1 + K̃−1Z(WMT

A (H −HNK̃−1NTH)−1
ATWM)ZT K̃−1)NT

(44)

Since x is an eigenvector, we have ZT K̃−1NTx = WMT
Ax(λ + 1)/2. Since assuming x ∈ Ker(PT ) is

equivalent to WMT
Ax = 0, the low-rank part of the above development vanishes when applied to x and it

only remains that:
M3 + I

2
x = HNK̃−1NTx =

λ + 1

2
x (45)
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We can now try to derive a coarse space which would warranty a given rate of convergence 0 < ρ < 1.
We can split the spectrum in two parts: superscriptM (macro) gathers the bad eigenvalues and associated
eigenvectors. Bad eigenvalues are the ones responsible for poor convergence, that is to say eigenvalues
whose absolute value is greater than ρ. Superscript m (micro) is used for the rest of the spectrum.

In order to remove the bad spectrum from the resolution with the multiscale constraint, we would need
to find a macro subspace WM such that:

Span(XM
) ⊂ Range(PT

) = Span(ATWM
) (46)

Unfortunately, this cannot be achieved. Indeed, it is possible to write XM as QATXM
A +BTXM

B , and the
XM

B can not be affected. The best we can do is to remove the XM
A part, for a well-chosen orthogonality

Q.

Proposition 9 (Quasi-optimal macro constraint). In view of previous analysis, choosing Q = H to define
XM

A , we propose to define the macro constraint as:

WM
= (AHAT )

−1
AHNYM (47)

This choice leads to Span (ATWM) = Span (ATXM
A ).

Proof. Due to the relation between YM and XM the previous equation is equivalent to:

WM
= (AHAT )

−1
AHN (K +NTHN)

−1
NTXM

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
XM Λ+1

2
with eq.30

= (AHAT )
−1

AXM Λ + 1

2

(48)

Writing XM = HATXM
A +BTXM

B , the expression of WM becomes:

WM
= (AHAT )

−1 ⎛
⎜
⎝
AHATXM

A + ABT

²
=0

XM
B

⎞
⎟
⎠

Λ + 1

2

= XM
A

Λ + 1

2

(49)

Remark 4 (Difference with usual macrospace). Contrarily to the usual macrospace, here the modes are
originating from the subdomains and then projected on the interfaces, instead of directly emanating from
the interfaces. This has several consequences:

• With our method, one subdomain’s mode has components on each interface of that subdomain,
whereas one interface receives information from the two neighbors it links.

• The dimension of the coarse problem may strongly differ. Considering a cube with N subdomains
per side, there are N3 subdomains and 3N2(N − 1) interfaces, assuming the minimal rigid-body
motions macro-modes, our coarse space has 6N3 columns compared to the ≃ 18N3 columns of the
usual method.

• With our method, higher order modes are built based on spectral considerations on subdomains,
where each subdomain adapts the number of its contributions to a given criterion. In the standard
method, a common higher degree is used to define the macro kinematics of the interfaces, in general
regardless of the heterogeneity.
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7 Numerical assessments

The following three test-cases permit to assess the performance of the multiscale Latin method, considering
the proposed search directions and the new macrospace. For practical reasons, the generalized eigenvalue
problem at the boundary of subdomains (40) is defined as:

(K +NTHN)Y = λ̆(NTHN)Y

or in condensed form: (S +NbHNT
b )Y = λ̆(NT

b HNb)Y
(50)

These eigenvalues are the inverses of the ones used previously: λ̆ = 1/λ ⩾ 1, and the smaller min(λ̆i), the
worse the rate of convergence is. When using the spectrum-based coarse space, we will select all modes
associated with eigenvalues 1 ⩽ λ̆i ⩽ ρ̆, where ρ̆ is a user parameter.

We remind the three variants of the search direction that we introduced:

• HO = diag (ÑbS̃ÑT
b ) is the search direction presented in Proposition 4 with S̃ the superlumped

stiffness matrix.

• HK = AT (ADAT )
−1

A with D = Ñb diag (Kbb)
−1 ÑT

b .

• HS = AT (ADAT )
−1

ADÑb diag (S)
−1 ÑT

b DAT (ADAT )
−1

A.

7.1 Chessboard test case

We propose a test-case similar to the one from [15] representing a heterogeneous chessboard subjected to
gravity and clamped one its bottom face. The objectives are:

1. To conduct a weak scalability study in a case where partition resolves the heterogeneity, and to
compare the HO and HS search directions.

2. To conduct a strong scalability study with partitions that involves heterogeneous subdomains, and
to compare the HS and HK search directions.

Whatever the studied case, the materials are linear isotropic elastic (see Table 1). The heterogeneity
comes from the distinct material between 2 neighbored-squares of the chessboard.

material 1 material 2
E1 = 200000 MPa E2 = 2 MPa

ν1 = 0.3 ν2 = 0.3

Table 1: Description of the materials (chessboard test case)

7.1.1 Weak scalability with partitions resolving the heterogeneity

In this part we study the case where partitions resolve the heterogeneity. It means that a subdomain
is composed of one only material. Four structures with 16, 36, 64 and 256 subdomains respectively are
simulated under a gravity load (Figure 3). We choose a criterion of ρ̆ = 1.1 in order to select the spectral
modes.

Comparison of HO and HS In Figure 4, the convergence and the spectrum of subdomains for these
two kinds of search directions are compared. Several comments can be made:

• Figure 4a: with the search direction HO, a dependency of the convergence rate is observed with
respect to the number of subdomains. On the contrary with the search direction HS , the convergence
is more stable and asymptotically faster.
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(a) 16 subdomains (b) 36 subdomains

Figure 3: Different partitions resolving heterogeneities.

• Figure 4b: we focus on the spectrum of soft and stiff subdomains for both search directions. Contrary
to the results obtained by [15], in the HO case, the subdomains do not only select the rigid body
modes, but also include a few more modes due to our mixed approach. However, in the HS case, the
rigid subdomains include only the rigid body modes and a huge jump is observed in the spectrum.
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(a) Convergence rate
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(b) Spectrum of stiff and soft subdomains

Figure 4: Weak scalability - effect of the search direction HO and HS (chessboard test case).
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Comparison with the standard multiscale approach Henceforth, we choose the HS search direction
in order to compare the spectral approach with the standard one. We observe in Figure 5 that the
convergence rate remains similar for both procedures. Indeed, in this case where the partition resolves
the heterogeneity, the spectral approach only selects the rigid body and simple deformation modes (see
Figure 6) which are similar to the ones chosen in the standard approach. For the standard approach, 6
modes are defined per interface.
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Figure 5: Weak scalability - convergence rate for the standard and spectral approaches with different
number of subdomains (chessboard test-case).

(a) λ̆3 = 1.042 (b) λ̆4 = 1.045

(c) λ̆5 = 1.046 (d) λ̆6 = 1.073

Figure 6: Weak scalability - additional modes for soft subdomains (chessboard test case).
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7.1.2 Strong scalability

Now we study the strong scalability of the methods by keeping fixed the number of degrees of freedom
and modifying the partition. For this, we start from the previous 256-subdomain case and we regroup
subdomains four by four to create a new partition of 8x8 new subdomains. Therefore, these new subdo-
mains are no more homogeneous, and they are composed of the two materials in a 2x2 chessboard scheme.
From this new partition we apply the same procedure to obtain a new 4x4 partition. Moreover – as the
subdomains are heterogeneous – we use a ρ̆ = 1.2 criterion to select the spectral modes with a maximum
of 30 modes selected per subdomain. Several comments can be made:

• Figure 7a-7b: with heterogeneous subdomains the standard modes are no more able to represent the
heterogeneity correctly. Thus, the more heterogeneous the subdomains are, the worse the convergence
rate is. In particular, the convergence of the 4x4 partition leads to stagnation whereas the 8x8 one
keeps converging with a few oscillations. On the other side, the spectral approach is not really
disrupted as it selects the most adapted modes automatically, however the size of the coarse problem
increases with the number of modes. Moreover, when using HS we can observe that the convergence
rate is extremely similar for the 4x4 and 8x8 partitions, whereas the 16x16 partition (which resolves
the heterogeneity) has an inferior performance. In the case of HK , we note an improvement for the
8x8 and 16x16 respect to the 4x4 partition.

• Figure 7c-7d: it is observed that the more heterogeneous the subdomains are, the lower the first
eigenvalues are. Therefore, more modes are selected. We also notice that the HK case with 16
subdomains needs more than 30 modes to satisfy the criterion ρ̆ = 1.2 and represent the whole
subspace. On the other side, for the three partitions more modes are selected for HK than for HS

respectively, explaining why HK leads to faster convergence for each partition.

• Figure 8: the first modes for a subdomain belonging to the 4x4 partition are shown, where we can
observe the role of the softer material in these deformations.

7.2 2D heterogeneous beam

In this example we show the performance of the method when the heterogeneity pattern is more complex
and where the interfaces see crossing and non-crossing heterogeneity, as illustrated in Figure 9. The studied
structure consists of a 2D beam with the material pattern described in Figure 10 and Table 2, submitted
to a vertical flexion load on its right end. The 4-subdomain pattern is repeated 16 times to obtain 64
subdomains in total.

material 0 material 1 material 2 material 3
E0 = 2 MPa E1 = 200000 MPa E2 = 2000 MPa E3 = 50000 MPa
ν0 = 0.3 ν1 = 0.49 ν2 = 0.3 ν3 = 0.3

Table 2: Description of the materials (2D heterogeneous test case)

7.2.1 Study of the spectrum

We show the spectrum of the first five subdomains in Figure 11. Excepted for the first subdomain, all
others have a similar spectrum: three rigid body modes associated with the triple eigenvalue 1 followed
by six modes with eigenvalues close to 1. Then, a gap is observed in the spectrum and no more modes
are selected as we cut at ρ̆ = 1.05. One can remark that after the ninth first modes, the spectrum for HK

is lower than for HS . We illustrate the first nine modes in Figure 12 concerning the third subdomain.
Regarding the first subdomain, no rigid body modes are selected since it is a clamped subdomain. A few
modes are selected, they are shown in Figure 13.
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Figure 7: Strong scalability - effect of the search direction HS and HK (chessboard test case).

7.2.2 Comparison with the standard multiscale approach

We contrast the convergence ratio of the spectral and classical coarse spaces. The Figure 14 shows the
evolution of iterations for the two approaches and also that of the monoscale. We note a tremendous im-
provement with the spectral macrospace. Moreover, the convergence ratio depends on the search direction
(HS or HK).

7.3 A 3D heterogeneous test case

We are here focused on a 3D cubic structure partitioned into 64 subdomains (4x4x4) with heterogeneity
both inside subdomains and crossing interfaces at corners, as detailed in Figure 15. The difficulty lies
in the stiffness contrast (see Table 3) between the very soft matrix – material 0 – compared to the stiff
inclusions – materials 1 and 2 – which leads to a very bad conditioning, especially due to the corner
inclusions. For this example, only the search direction HK is used.

material 0 material 1 material 2
E0 = 2 MPa E1 = 200000 MPa E2 = 200000 MPa
ν0 = 0.3 ν1 = 0.3 ν2 = 0.3

Table 3: Description of the materials (3D heterogeneous test case).
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(a) λ̆3 = 1.0000205 (b) λ̆4 = 1.000025 (c) λ̆5 = 1.00012 (d) λ̆6 = 1.021

(e) λ̆7 = 1.052 (f) λ̆8 = 1.059 (g) λ̆9 = 1.067 (h) λ̆10 = 1.068

Figure 8: Strong scalability - modes for an heterogeneous subdomain where the softer material is in bleu
(chessboard test case).

Figure 9: Example of crossing and non-crossing interfaces.

Figure 10: Pattern of materials - material 0, material 1, material 2, material 3.

7.3.1 Homogeneous structure

Firstly, we stay in a homogeneous case where the inclusions are made out of the same material as the
matrix. The purpose is to expose that rigid body modes are not enough to obtain good performance.

The red plot in Figure 16 shows the spectrum of a subdomain located inside the structure, where we
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Figure 11: Spectrum of the first five subdomains (2D heterogeneous test case).

(a) λ̆0 = 1 (b) λ̆1 = 1 (c) λ̆2 = 1

(d) λ̆3 = 1.0000035 (e) λ̆4 = 1.0000068 (f) λ̆5 = 1.000011

(g) λ̆6 = 1.0012 (h) λ̆7 = 1.0018 (i) λ̆8 = 1.002

Figure 12: First nine modes of the third subdomain and their associated eigenvalues (2D heterogeneous
test case).
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(a) λ̆0 = 1.000223 (b) λ̆1 = 1.000228 (c) λ̆2 = 1.00085 (d) λ̆3 = 1.0022

Figure 13: First four modes of the first subdomain and their associated eigenvalues (2D heterogeneous
test case).
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Figure 14: Convergence ratio for standard and spectral approaches (2D heterogeneous test case).

(a) the whole structure (b) a subdomain

Figure 15: Geometry, material heterogeneity and partition of the 3D heterogeneous structure (material 0,
material 1 and material 2).

perceive some jumps, but they are not very strong. To illustrate the need of taking into account more than
the very first modes, Figure 18a presents the convergence with the spectral approach for several criteria:
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Figure 16: Spectrum of an internal subdomain (3D test case).

(a) λ̆6 = 1.047 (b) λ̆15 = 1.113 (c) λ̆75 = 1.397

Figure 17: Some modes and their associated eigenvalues (3D homogeneous test case).

from ρ̆ = 1.1 to ρ̆ = 1.5. The main conclusion is that the first modes containing combinations of rigid
body motions and other simple deformations are not sufficient. Indeed, using a criterion of ρ̆ = 1.2 the
number of selected modes is doubled but it enables dividing by two the number of iterations to reach an
error indicator of 10−13. Choosing a bit more modes with a criterion of ρ̆ = 1.3, the convergence at the
beginning is enhanced. However, it is not necessary to select more modes, because the convergence with
criteria of ρ̆ = 1.3, ρ̆ = 1.4 and ρ̆ = 1.5 remains very similar. Figure 17 shows some modes selected with
different criteria. While we recognize simple deformation for the first ones, it becomes more erratic for the
last ones and it remains very local. As confirmed in Figure 18a, these last modes do not really improve
the convergence of the algorithm. Figure 18b compares the standard approach considering only rigid body
modes and simple interface deformations. Obviously rigid body motions (6 modes) are not able to capture
all the suitable information.
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Figure 18: Convergence ratio for standard and spectral approaches (3D test case).

7.3.2 Heterogeneous structure

The 3D structure is here analyzed taking into account material parameters with a heterogeneity ratio of
105 (see Table 3). The spectrum of an internal subdomain is blue plotted in Figure 16. The spectrum of
the homogeneous case allows to emphasize that the heterogeneous case has a very flat spectrum near to
1 for the almost 50 first modes. These first modes are rigid body motions and simple deformations of the
stiff inclusions. In Figure 19 a few modes are shown.

Figure 20 exposes what occurs if the initial plateau of the spectrum (eigenvalues close to 1) is partially
taken into account. In fact, only 20 modes per subdomain are not satisfying; on the contrary even the
weak criterion ρ̆ = 1.1 is enough to capture the bad modes leading to a significantly improved convergence
rate (fewer than 30 iterations to reach an error of 10−12). Selecting more modes by augmenting the
criterion helps to improve the convergence: ρ̆ = 1.4 seems to be most adapted in this case, whereas the
more stringent ρ̆ = 1.5 leads to selecting more than 100 modes per subdomains without accelerating.

(a) λ̆6 = 1.00000153 (b) λ̆30 = 1.0000102 (c) λ̆48 = 1.115

Figure 19: Some modes and their associated eigenvalues (3D heterogeneous test case).
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Figure 20: Convergence ratio for the spectral approach (3D heterogeneous test case).

8 Conclusion

This paper proposes an analysis of the mono and multiscale Latin method in the presence of perfect
interfaces. It shows that the convergence rate of the monoscale method can be studied through local
generalized eigenvalue problems. It is then possible to tell which spectral contributions are slowing down
the convergence, and gather them in a “macrospace” used to constrain the resolution process. Unfortu-
nately, in current state, with the multiscale Latin method only constraining the interface force field, it is
not possible to warranty the bad part of the spectrum not being activated. Anyhow, even without strict
bound on the convergence rate, it is possible to assess a new spectrum-motivated coarse space.

The performance of the method is illustrated of various severe heterogeneous examples. The first one
consists in a weak and strong scalability study of a heterogeneous chessboard. The second test case is a
2D slender beam with various heterogeneity patterns. We observe very similar results respecto to the ones
in [15] and we illustrate that the standard modes chosen for the Latin method are no more sufficient and
modes adapted to the heterogeneity are required. The last test case is a 3D structure with spherical and
cubic stiff inclusions into a softer material. We show that choosing more modes in addition to the rigid
body modes is relevant, even in the homogeneous case, and compulsory in the heterogeneous case.

Future work will concern the full control of the spectrum of the multiscale operator, probably using
more complex constraint, also applied to the displacement field.
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