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Abstract: As well-known, De Rham’s Theorem is a classical way to characterize vector fields

as the gradient of the scalar fields, it is a tool of great importance in the theory of fluids mechanic.

The first aim of this paper is to provide a useful rotational version of this theorem to establish

several results on boundary value problems in the field of electromagnetism. Gurtin presented

the completeness of Beltrami’s representation in smooth domains for smooth symmetric matrix.

The extension of Beltrami’s completeness was obtained by Geymonat and Krasucki when the

domain Ω is only Lipschitz and for symmetric matrix in L2
s(Ω). Our second aim is to present new

extensions of Beltrami’s completeness results on Lipschitz domains, firstly in the case where the

data are in Ds(Ω) and secondly when the data are in Wm,r
s (Ω). The third objective is to extend

Saint-Venant’s Theorem to the case of distributions.

Keywords: De Rham’s Theorem, symmetric matrix fields, Beltrami’s representation, Bel-

trami’s completeness, Saint Venant’s Theorem, Poincaré’s Lemma.

1 Introduction

First, all notations and definitions not given in this introduction are mentioned in Section 2.

Let Ω be a bounded and connected open set of R3 with a Lipschitz-continuous boundary. The
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surjectivity of the operator div : D(Ω) −→ D0(Ω), where D0(Ω) denotes the subspace of functions

in D(Ω) with zero average, is an important tool in the analysis of Stokes equations. This result

has been shown by many authors through different techniques (see [17], [20], [32]) and it provides

us with a simple proof for the following usual version of De Rham’s Theorem: let f ∈ D′(Ω)

satisfying

for allϕ ∈ V(Ω), D′(Ω)〈f ,ϕ〉D(Ω) = 0,

where V(Ω) denotes the subspace of vector fields in D(Ω) with divergence free, then there exists

a scalar field p ∈ D′(Ω) such that

f =∇ p in Ω.

The first aim of this work is to present a new extension of the above theorem that we will call

the rotational version of De Rham’s Theorem. In the case where the open set Ω is star-shaped

with respect to an open ball, Costabel et al in [17] and Mitrea in [32] have used the properties of

pseudodifferential operators to show that the operator

curl : D(Ω) −→ V(Ω), (1)

is onto. In Section 3, we will give a new proof of this result by using the theory of singular

integrals. Furthermore, we will generalize it in the case where Ω is Lipschitz but not necessarily

star-shaped with respect to an open ball. More precisely, we will show that if

f ∈ V(Ω) satisfies

∫
Ω
f ·ϕ dx = 0, ∀ϕ ∈KT (Ω), (2)

where

KT (Ω) = {v ∈ L2(Ω), curl v = 0, div v = 0 in Ω, v · n = 0 on ∂Ω} (3)

(see Section 2), then there exists ϕ ∈ D(Ω) satisfying curlϕ = f in Ω. Next, we deduce a

rotational version of De Rham’s Theorem, and here we state our first main result:

Theorem A. (Vector Potentials in D(Ω)) i) Let r be a real number such that 1 < r < ∞
and m a nonnegative integer. Then, for any f ∈ V(Ω) satisfying (2), there exists ψ ∈ D(Ω) such

that

curlψ = f in Ω,

and there exists a constant C(r,m,Ω) such that

‖ψ‖Wm+1,r(Ω) ≤ C(r,m,Ω)‖f‖Wm,r(Ω).
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ii) Let g ∈ D′(Ω) and satisfies

for all ϕ ∈ G(Ω), D′(Ω)〈g,ϕ〉D(Ω) = 0,

where G(Ω) = {ϕ ∈ D(Ω), curlϕ = 0 in Ω}. Then, there exists ψ ∈ D′(Ω) such that

curlψ = g in Ω.

As a close result, Borchers and Sohr in [11] have shown that if the open set Ω is of class Cm,1,

where m is a nonnegative integer, then the operator curl : Wm,r
0 (Ω) −→ Um,r(Ω) is onto. In

Section 4, we will generalize this result in the case when the open set Ω is only Lipschitz and

then we will deduce a weak rotational version of De Rham’s Theorem. Our second main result is

given in the following theorem:

Theorem B. (Rotational Version of De Rham’s Theorem) Let r be a real number such

that 1 < r < ∞ and m a nonnegative integer. Then, there exists a constant Cr,m(Ω) such that

for any f ∈ Um,r(Ω), there exists ψ ∈Wm+1,r
0 (Ω), that satisfies

curlψ = f in Ω,

and

‖ψ‖Wm+1,r(Ω) ≤ Cr,m(Ω)‖f‖Wm,r(Ω).

ii) Let m ≥ 1 be an integer and g ∈W−m,r′(Ω) satisfying

∀ϕ ∈ Gm,r(Ω),
W−m,r′ (Ω)

〈g,ϕ〉Wm,r
0 (Ω) = 0.

Then there exists Ψ ∈W−m+1,r′(Ω) such that

curl Ψ = g in Ω.

The vector potential ψ obtained by Borchers and Sohr satisfies the additional property:

∆m+1div ψ = 0 in Ω, which needs the regularity Cm,1 of the domain Ω.

In the absence of body forces the stress equations of equilibrium take the form

div S = 0 in Ω, S = ST , (4)

the second order symmetric tensor field being the stress in the reference configuration Ω of an

elastic body. The first stress function solution of the equilibrium equation (4) was presented by

Airy in [2] for the two dimensional case. The generalizations for the three dimensional case were
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obtained by Maxwell in [28], Morera in [31] and Beltrami in [9]. The solutions of Morera and

Maxwell are special cases of the Beltrami’s solution defined as follows :

S = curl curlA for all smooth symmetric second order tensor fields A in Ω. (5)

Gurtin [26] gave an example of a stress field S satisfying (4) but which is not given by (5). So

that this representation is incomplete. However the Beltrami solution is complete in the class of

smooth stress fields S which are self-equilibrated, i.e. for each closed regular surface C contained in

Ω, the resultant force and the moment vanish. In other words, S satisfies the following condition:∫
C
S · n dσ =

∫
C
P i × (S · n) dσ = 0, for all 1 ≤ i ≤ 3,

such that P i = −εijkxkej . For more details see [19].

An extension of this result can be found in [22] and in [23] as follows: let Ω be a bounded and

connected open set of R3 with Lipschitz-continuous boundary and S be a symmetric matrix field

in L2
s(Ω) and satisfying the following conditions:

div S = 0 in Ω and

∫
Γk

(S · n) · ei dσ =

∫
Γk

(S · n) · P i dσ = 0, 1 ≤ i ≤ 3, 1 ≤ k ≤ K.

Then, there exists a symmetric matrix field A ∈ H2
s(Ω) such that curl curlA = S in Ω.

Moreover, P. G Ciarlet et al in [16] observed that if the above symmetric matrix field S satisfies

the following conditions:

S · n = 0 on ∂Ω and 〈S · n, ei〉Σj = 〈S · n,P i〉Σj = 0, for all 1 ≤ i ≤ 3, 1 ≤ j ≤ J,

where 〈·, ·〉Σj denotes the duality pairing between H−
1
2 (Σj)

′ and H
1
2 (Σj), then A ∈ H2

0,s(Ω).

Our third aim in this paper is to show a new extension of the Beltrami’s completeness, in

the case where the components of the symmetric matrix S are in D(Ω) and to prove the above

observation of P.G. Ciarlet et al in a general case, when the components of S are in Wm,r
0 (Ω),

with m a nonnegative integer.

Theorem C. (Completeness of the Beltrami Solution) i) Let r be a real number such that

1 < r <∞, m a nonnegative integer and S in Vs(Ω) satisfies∫
Σj

(S · n) · ei dσ =

∫
Σj

(S · n) · P i dσ = 0, for all 1 ≤ i ≤ 3, 1 ≤ j ≤ J.

Then, there exists A ∈ Ds(Ω) such that

curl curlA = S in Ω,
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and there exists a constant C such that

‖A‖Wm+2,r(Ω) ≤ C‖S‖Wm,r(Ω).

ii) Let S ∈ Um,r(Ω), then there exists A ∈Wm+2,r
0 (Ω) such that curl curlA = S.

iii) Let S ∈ D′s(Ω) and satisfies

for all E ∈ Gs(Ω), D′(Ω)〈S,E〉D(Ω) = 0,

then, there exists A ∈ D′s(Ω) such that

curl curlA = S in Ω.

Let v be a smooth vector field defined on Ω and E = ∇sv the corresponding strain field.

It satisfies the following compatibility equations:

curl curlE = 0 in Ω. (6)

In 1864, A. J. C. B. de Saint-Venant announced that conversely, if Ω is a simply-connected

open set of R3, then for any symmetric matrix in E = (Eij) with Eij ∈ C2(Ω) which satisfies the

above compatibility equations, there exists v ∈ C3(Ω) such that

∇sv = E in Ω. (7)

In fact, the first rigorous proof of sufficiency was given by Beltrami in 1886. More recently, if in

addition Ω is Lipschitz, Ciarlet and Ciarlet Jr proved that if E ∈ L2(Ω) satisfies the compatibility

equations (6), then there exists v ∈ H1(Ω) such that (7) holds. A similar result, with E ∈ H−1(Ω)

and then v ∈ L2(Ω), was also obtained by Amrouche et al [5].

In 1890, Donati proved that, if Ω is an open subset of R3 and E ∈ C2(Ω) is such that∫
Ω
E : M = 0 forall M ∈ Ds(Ω) such that div M = 0 in Ω, (8)

then E satisfies the compatibility equations (6).

A first extension of Donati’s Theorem was given by Ting [38] for symmetric matrix field

E ∈ L2(Ω) when the domain Ω is bounded and Lipschitz-continuous (not necessarily simply-

connected): if E ∈ L2(Ω) satisfies (8), then there exists v in H1(Ω) such that E = ∇sv in

Ω.

Another extension of Donati’s Theorem was given by Moreau [30] in the case of distributions:

if E ∈ D′s(Ω) satisfies (8), then there exists v in D′(Ω) such that E = ∇sv in Ω. Here, Ω is an

arbitrary open subset of R3.
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More recently, using different proofs, some variants of Donati’s Theorem have been indepen-

dently obtained by Geymonat and Krasucki [21] for E ∈ W−1,p
s (Ω) and for E ∈ Lps(Ω) and by

Amrouche et al [5] for E ∈ L2
s(Ω).

Our fourth main result is to give a general extension of Saint-Venant’s Theorem when E ∈
D′s(Ω).

Theorem D. (Saint-Venant’s Theorem) Let Ω be a bounded and simply-connected open set

of R3 with a Lipschitz-continuous boundary and E ∈ D′s(Ω) satisfies

curl curlE = 0 in Ω.

Then, there exists v ∈ D′(Ω) such that

∇sv = E in Ω.

2 Notations and preliminaries

First, we recall some geometry notations. We denote by | · | the euclidean norm in RN . For x ∈ Ω

and d > 0, we define the ball centred at x with radius d by B(x, d) = {y ∈ RN , |x − y| < d}.
The open set Ω is starlike with respect to an open ball B(x, d), if the convex hull of the set

{y}∪B(x, d) is contained in Ω for each y ∈ Ω. This means that it is starlike with respect to each

point of this ball: for each z ∈ Ω and y ∈ B(x, d) the segment [zy] is contained in Ω. Now, we can

show that a bounded, starlike open set with respect to an open ball is Lipschitz. Conversely, any

bounded and connected open set with Lipschitz-continuous boundary is finite union of bounded

and connected open sets, each being starlike with respect to an open ball. We refer here, this

property is stated in [6], [17] and proved in [29]. Also, let Ω contained in R3 be a bounded and

connected open set, we recall that Ω is pseudo-Lipschitz if for any point x on the boundary ∂Ω

there exist an integer r(x) equal to 1 or 2 and a strictly positive real number ρ0 such that for all

real numbers ρ with 0 < ρ < ρ0 , the intersection of Ω with the ball with center x and radius ρ,

has r(x) connected components, each one being Lipschitz.

Second, we take the following hypothesis. We do not assume that the boundary of Ω is

connected. We denote by Γk the connected components of the boundary ∂Ω, 1 ≤ k ≤ K. There

exist J connected open surfaces Σj , 1 ≤ j ≤ J, called ‘cuts’, contained in Ω, such that (i) each

surface Σj is an open part of a smooth manifold M,

(ii) the boundary of Σ is contained in ∂Ω for 1 ≤ j ≤ J ,
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(iii) the intersection Σi ∩ Σj is empty for i 6= j,

(iv) the open set

Ω̊ = Ω\ ∪Jj=1 Σj

is pseudo-Lipschitz and simply-connected.

Finally, we recall some functional spaces and differential operators:

Let A ∈ L(E,F ), A′ ∈ L(F ′, E′) the dual operator of A is defined by:

E′〈A′u, v〉E = F ′〈u,Av〉F , for any v ∈ E, u ∈ F ′.

Here D′(Ω) is the space of distributions on Ω i.e., the topological dual space of D(Ω). For any

1 < r <∞, r′ is its conjugate i.e., 1
r + 1

r′ = 1 and for m ∈ N, Wm,r(Ω) is the usual Sobolev space.

The subspace Wm,r
0 (Ω) denotes the closure of D(Ω) in Wm,r(Ω) and W−m,r

′
(Ω) its topological

dual.

In the following, the vectors, the vector functions (or distributions) and the spaces of vector-

valued functions are represented by bold symbols. For example: D(Ω) := (D(Ω))N , Lr(Ω) :=

Lr(Ω)N . Moreover, we define the kernel space KT (Ω) (or space of harmonic knots) by

KT (Ω) = {v ∈ L2(Ω), curl v = 0, div v = 0 in Ω, v · n = 0 on ∂Ω}, (9)

which is of finite dimension and its dimension depends on the geometric of Ω. Cantarella et al

in [14] have shown that this space is isomorphic to the homology group H1(Ω,R) and also to the

relative homology group H2(Ω,Γ,R). Its dimension is equal to the second Betti number J , which

corresponds to the total genus of the boundary Γ (see also Amrouche et al in [3]). We define the

space V m,r(Ω) which represents the closure of V(Ω) in Wm,r(Ω), by

V m,r(Ω) = {v ∈Wm,r
0 (Ω), div v = 0 in Ω},

for m ≥ 1 and by

V 0,r(Ω) = {v ∈ Lr(Ω), div v = 0 in Ω, v · n = 0 on ∂Ω},

for m = 0. We set for m ∈ N

Um,r(Ω) = {v ∈ V m,r(Ω);

∫
Ω
v ·ϕ dx = 0 for all ϕ ∈KT (Ω)}.

Observe the following equivalence, for any function v ∈ V m,r(Ω):

∀ ϕ ∈KT (Ω),

∫
Ω
v ·ϕ dx = 0⇐⇒ 〈v · n, 1〉Σj = 0 for any 1 ≤ j ≤ J.



8 On the curl operator and some characterizations of matrix fields in Lipschitz domains

Matrix fields and spaces of matrix fields are represented by special Roman capitals. Moreover,

spaces of symmetric matrix fields are indexed by the Latin letter s. For example, Ds(Ω) =

D(Ω; MN
sym). We define Vs(Ω) by

Vs(Ω) = {S ∈ Ds(Ω), div S = 0 in Ω},

and the kernel space KT (Ω) by

KT (Ω) = {S ∈ L2
s(Ω), curl curl S = 0, div S = 0 in Ω, S · n = 0 on ∂Ω},

which is of finite dimension and its dimension is dependent on the geometrical properties of Ω.

Ciarlet et al in [16] and Geymonat et al in [23] have shown that the dimension of KT (Ω) is equal

to 6J . As recalled above, we define the space Um,rs (Ω), for m ≥ 1 by

Um,rs (Ω) = {S ∈Wm,r
0,s (Ω), div S = 0, 〈S · n, ei〉Σj = 〈S · n,P i〉Σj = 0, 1 ≤ i ≤ 3, 1 ≤ j ≤ J},

(10)

and for m = 0 by

U0,r
s (Ω) = {S ∈ Lrs(Ω), div S = 0, S · n = 0 on ∂Ω, 〈 S · n, ei〉Σj = 〈S · n,P i〉Σj = 0}. (11)

We also introduce the following space

Gs(Ω) = {A ∈ Ds(Ω), curl curlA = 0 in Ω}.

The orientation tensor (εijk) is defined by

εijk =


+1 if {i, j, k} is an even permutation of {1, 2, 3},
−1 if {i, j, k} is an odd permutation of {1, 2, 3},
0 if at least two indices are equal.

We use the following differential operators throughout the article: the divergence operator

div : D′(Ω) −→ D′(Ω) is defined by

div v = ∂ivi for any v = (vi) ∈ D′(Ω).

The vector rotational operator curl : D′(Ω) −→ D′(Ω) is defined by

(curl v)i = εijk ∂jvk for any v = (vi) ∈ D′(Ω).

The matrix symmetrized gradient operator ∇s : D′(Ω) −→ D′s(Ω) is defined by

(∇s v)ij =
1

2
(∂ivj + ∂jvi) for any v = (vi) ∈ D′(Ω).

The matrix rotational operator curl : D′(Ω) −→ D′(Ω) is defined by

(curl S)ij = εi`k ∂`Sjk for any S = (Sij) ∈ D′(Ω).
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3 The Rotational extension of De Rham’s Theorem

Mitrea [32], Costabel and Macintosch [17] have shown that if Ω is bounded and starlike with

respect to an open ball, then the operator (1) is onto. In this section, we apply the singular

integrals theory to give a detailed proof for this result. Then we generalize it for the case where

Ω is a bounded and connected open set of R3 with a Lipschitz-continuous boundary i.e., we prove

that the operator

curl : D(Ω) −→ V(Ω) ⊥KT (Ω) (12)

is onto. Here V(Ω) ⊥ KT (Ω) denotes the space of functions v ∈ V(Ω) such that
∫

Ω v · ϕ dx =

0 for all ϕ ∈KT (Ω). This last result is the main key to prove a rotational extension of De Rham’s

Theorem.

Lemma 3.1. Let Ω be a bounded and connected open set of R3 with a Lipschitz-continuous

boundary and θ be a function of D(R3) such that

supp θ ⊂ Ω and

∫
R3

θ(y) dy = 1.

Then, for any f ∈ V(Ω), the vector field Tf defined by

x ∈ Ω, Tf(x) =

∫
Ω
f(y)×

(
(x− y)

∫ ∞
1

(t− 1)t θ(y + t(x− y)) dt

)
dy, (13)

satisfies

curl Tf = f , Tf ∈ C∞(Ω) (14)

and there exists a constant Cr(Ω) depending only on r and Ω, such that

‖Tf‖W 1,r(Ω) ≤ Cr(Ω)‖f‖Lr(Ω). (15)

In particular, if Ω is starlike with respect to an open ball B and supp θ ⊂ B, then

Tf ∈ D(Ω). (16)

Proof. Note that T is a Poincaré type operator (see [17]). Let f ∈ V(Ω), we denote by f̃ its

extension by 0 outside of Ω.

Step 1. We start by establishing the two properties of (14).

We write Tf in the form

x ∈ Ω, Tf(x) =

∫
Ω
f(y)×K(x, y) dy,
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where

K(x, y) = (x− y)

∫ ∞
1

(t− 1)t θ(y + t(x− y)) dt.

We observe that

Tf(x) = lim
ε−→0

∫
|x−y|≥ε

f̃(y)×K(x, y) dy,

then

curl (Tf)(x) = ∇x × Tf(x) = lim
ε−→0

∫
|x−y|≥ε

∇x ×
(
f̃(y)×K(x, y)

)
dy

+ lim
ε−→0

∫
|x−y|=ε

(x− y)

|x− y|
×
(
f̃(y)×K(x, y)

)
dσy

:= lim
ε−→0

(Aε +Bε).

According to the formula:

curl (A×B) = ∇× (A×B) = (∇ ·B)A− (∇ ·A)B + (B · ∇)A− (A · ∇)B,

we deduce that

Aε =

∫
|x−y|≥ε

[
(∇x ·K(x, y)) f̃(y)− (f̃(y) · ∇x)K(x, y)

]
dy := A1(ε)−A2(ε).

Using now the following formula:

a× (b× c) = b(a · c)− c(a · b),

we have

Bε =

∫
|x−y|=ε

[(
(x− y)

|x− y|
·K(x, y)

)
f̃(y) −

(
(x− y)

|x− y|
· f̃(y)

)
K(x, y)

]
dσy := B1(ε)−B2(ε).

Thus, we can write

curl (Tf)(x) = lim
ε−→0

[A1(ε)−A2(ε) +B1(ε)−B2(ε)] .

i) Study of A1(ε). We have

A1(ε) =

∫
|x−y|≥ε

[(∇x ·K1(x, y)) + (∇x ·K2(x, y))] f̃(y) dy, (17)

where

K1(x, y) = (x− y)

∫ ∞
1

t2θ(y + t(x− y))dt
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and

K2(x, y) = −(x− y)

∫ ∞
1

t θ(y + t(x− y))dt. (18)

We remark that K1(·, ·) is the kernel of the Bogovskĭı ’s operator (see [10]), then

∇x ·K1(x, y) = −θ(x). (19)

It is straightforward to see that

∇x ·K2(x, y) = −3

∫ ∞
1

t θ(y + t(x− y)) dt−
3∑
i=1

(xi − yi)
∫ ∞

1
t2∂iθ(y + t(x− y)) dt

= −
∫ ∞

1
t θ(y + t(x− y)) dt−

∫ ∞
1

∂(t2θ)

∂t
(y + t(x− y)) dt

= θ(x)−
∫ ∞

1
t θ(y + t(x− y)) dt. (20)

Then, from (17), (19) and (20), we obtain

lim
ε−→0

A1(ε) = −
∫

Ω
f(y)

∫ ∞
1

t θ(y + t(x− y)) dt dy. (21)

ii) Study of B1(ε). It is easy to prove that

lim
ε−→0

∫
|x−y|=ε

(
(x− y)

|x− y|
·K1(x, y)

)
f̃(y) dσy = f(x).

In (18), we use the change of variable s = t|x− y| to get

K2(x, y) = −(x− y)

|x− y|

∫ ∞
|x−y|

s θ

(
y + s

(x− y)

|x− y|

)
ds.

Then ∫
|x−y|=ε

(x− y)

|x− y|
·K2(x, y)f̃(y) dσy

= −
3∑
i=1

∫ ∞
|x−y|=ε

f̃(y)(
xi − yi
|x− y|

)2

∫ ∞
|x−y|

s θ(y + s
(x− y)

|x− y|
) ds dσy.

Using now the change of variables z =
x− y
ε

and s′ = s− ε, we obtain

lim
ε−→0

∫
|x−y|=ε

(x− y)

|x− y|
·K2(x, y)f̃(y)dσy

= − lim
ε−→0

3∑
i=1

ε

∫
|z|=1

f̃(x− εz)z2
i

∫ ∞
0

(s′ + ε) θ(x+ s′z)ds′dσz

= 0.
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Consequently,

lim
ε−→0

B1(ε) = f(x). (22)

iii) Study of A2(ε) +B2(ε). According to the Stokes formula, we obtain

lim
ε−→0

(A2(ε) +B2(ε)) = lim
ε−→0

[∫
|x−y|≥ε

(f̃(y) · ∇x)K(x, y) +

∫
|x−y|=ε

(
(x− y)

|x− y|
· f̃(y)

)
K(x, y)

]

= lim
ε−→0

∫
|x−y|≥ε

[
(f̃(y) · ∇x)K(x, y) +K(x, y) div f̃(y)

+ (f̃(y) · ∇y)K(x, y)
]
dy

= lim
ε−→0

∫
|x−y|≥ε

[
(f̃(y) · ∇x)K(x, y) + (f̃(y) · ∇y)K(x, y)

]
dy.

For any 1 ≤ i, j,≤ 3, we have

∂Kj

∂xi
(x, y) = −∂Kj

∂yi
(x, y) + (xj − yj)

∫ ∞
1

(t− 1)t ∂iθ(y + t(x− y))dt.

Then

lim
ε−→0

(A2(ε)j +B2(ε)j) = lim
ε−→0

∫
|x−y|≥ε

[
f̃(y) ·Lj(x, y)

]
dy, (23)

where the ith component of Lj is given by

((Lj(x, y))i = (xj − yj)
∫ ∞

1
(t− 1)t ∂iθ(y + t(x− y)) dt.

iv) Verification of curl Tf = f . From (21)-(23), we conclude that for all 1 ≤ j ≤ 3

(curl Tf)j(x) = fj(x)−
∫

Ω
[f(y) ·Lj(x, y)] dy −

∫
Ω
fj(y)

∫ ∞
1

tθ(y + t(x− y)) dt dy

= fj(x) +

∫
Ω

[f(y) ·Hj(x, y)] dy,

with

Hj(x, y) = −Lj(x, y)− ej
∫ ∞

1
tθ(y + t(x− y)) dt

and where ej is the jth vector of the canonical basis of R3. It is easy to verify that

∀x ∈ R3, Hj(x, ·) = gradχj(x, ·),

where

χj(x, y) = (xj − yj)
∫ ∞

1
tθ(y + t(x− y))dt.
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Since f ∈ V(Ω), we deduce

(curl Tf)j(x) = fj(x)−
∫

Ω
div f(y)χj(x, y) dy

= fj(x).

v) Verification of Tf ∈ C∞(Ω). In (13), we use the changes of variables z = x − y and

s = (t− 1)|x− y|, so we obtain

x ∈ Ω, Tf(x) =

∫
R3

f̃(x− z)× z
∫ ∞

0

(
s2

|z|3
+

s

|z|2

)
θ(x+ s

z

|z|
)ds dz. (24)

Then, for any α ∈ N3, we have

∂αTf(x) =

∫
R3

∂αf̃(x− z)× z
∫ ∞

0

(
s2

|z|3
+

s

|z|2

)
θ(x+ s

z

|z|
)ds dz

+

∫
R3

f̃(x− z)× z
∫ ∞

0

(
s2

|z|3
+

s

|z|2

)
∂αθ(x+ s

z

|z|
)ds dz.

Since ∂αf and ∂αθ are continuous in Ω, then ∂αTf is continuous and Tf ∈ C∞(Ω).

Step 2. Now, we establish the estimate (15).

Let f ∈ V(Ω) and 1 ≤ i, j ≤ 3, we have

∂Tf

∂xj
(x) = lim

ε−→0

[∫
|x−y|≥ε

∂

∂xj
(f(y)×K(x, y)) dy +

∫
|x−y|=ε

(f(y)×K(x, y))
xj − yj
|x− y|

dσ

]

= lim
ε−→0

[∫
|x−y|≥ε

(
f(y)× ∂K1

∂xj
(x, y)

)
dy +

∫
|x−y|=ε

(f(y)×K1(x, y))
xj − yj
|x− y|

dσ

]

+ lim
ε−→0

[∫
|x−y|≥ε

(
f(y)× ∂K2

∂xj
(x, y)

)
dy +

∫
|x−y|=ε

(f(y)×K2(x, y))
xj − yj
|x− y|

dσ

]
.

Since we have shown

lim
ε−→0

∫
|x−y|=ε

(f(y)×K2(x, y))
xj − yj
|x− y|

dσ = 0,

then
∂Tf

∂xj
(x) =

∫
Ω

(
f(y)× ∂K1

∂xj
(x, y)

)
dy +

∫
Ω

(
f(y)× ∂K2

∂xj
(x, y)

)
dy

+

(
f(x)×

∫
Ω

(x− y)

(
θ(y)

xj − yj
|x− y|

)
dy

)
:= J1f(x) + J2f(x) + J3f(x).
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Also 

(J1f)ij(x) =

∫
Ω

(
εimnfm(y)

∂K1n

∂xj
(x, y)

)
dy

(J2f)ij(x) =

∫
Ω

(
εimnfm(y)

∂K2n

∂xj
(x, y)

)
dy

(J3f)ij(x) = εimnfm(x)

∫
Ω
K1n(x, y)

xj − yj
|x− y|2

dy.

There exists a constant C(Ω) (see page 166 of [20]) such that

∀ϕ ∈ D(Ω), ‖
∫

Ω
ϕ(y)

∂K1n

∂xj
(·, y) dy‖Lr(Ω) ≤ C(Ω)‖ϕ‖Lr(Ω).

Then, there exists a constant C1(Ω) such that

‖J1f‖Lr(Ω) ≤ C1(Ω)‖f‖Lr(Ω). (25)

Besides, we have

∀ϕ ∈ D(Ω),

∫
Ω
ϕ(y)

∂K2n

∂xj
(x, y)dy =

1

2

∫
Ω
ϕ(y)Gnj(x, y)dy.

Thus, there exists a constant C2(Ω) such that (see page 165 of [20])

‖J2f‖Lr(Ω) ≤ C2(Ω)‖f‖Lr(Ω). (26)

For the last estimate, since for each x ∈ Ω

|(J3f)i(x)| ≤
3∑

k=1

|fk(x)|,

we deduce that

‖J3f‖Lr(Ω) ≤ C3(Ω)‖f‖Lr(Ω). (27)

Finally, from (25)-(27), there exists a constant Cr(Ω) such that

‖Tf‖W 1,r(Ω) ≤ Cr(Ω)‖f‖Lr(Ω).

Step 3. Now, we suppose that Ω is starlike with respect to an open ball B and that

supp θ ⊂ B. We will prove the property (16).

Indeed, in what follows we take

A = {z ∈ Ω; z = λz1 + (1− λ)z2, z1 ∈ suppf , z2 ∈ B, λ ∈ [0, 1]}.

Since Ω is starlike with respect to an open ball B, the compact set A is included in Ω. Fixing

any x ∈ Ω \ A, for any y ∈ suppf and t ≥ 1 we have y + t(x − y) /∈ B. According to (13), we

deduce that Tf(x) = 0 and suppTf ⊂ A ⊂ Ω. Consequently Tf ∈ D(Ω).
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The following corollary generalizes the estimate (15) in the case where we replace the Lebesgue

space Lr(Ω) by the Sobolev space Wm,r(Ω), for any positive integer m.

Corollary 3.2. Let Ω be a bounded and connected open set of R3 with a Lipschitz-continuous

boundary, f ∈ V(Ω) and T the operator defined in (13). Then, for any real number 1 < r < ∞
and for any integer m ≥ 1, there exists a constant C depending only on r, m and Ω such that

‖Tf‖Wm+1,r(Ω) ≤ C‖f‖Wm,r(Ω). (28)

Proof. All the constants which appear in the inequalities below are noted by a generic letter C.

We consider the case m = 1 and we write the operator T as in (24). So for any j = 1, · · · , N , we

have

∂jTf(x) =

∫
R3

∂j f̃(x− z)× z
∫ ∞

0

(
s2

|z|3
+

s

|z|2

)
θ(x+ s

z

|z|
)ds dz

+

∫
R3

f̃(x− z)×
∫ ∞

0

(
s2

|z|3
+

s

|z|2

)
∂jθ(x+ s

z

|z|
)ds dz

:= h1(x) + h2(x).

Estimate of ‖∂kh1‖Lr(Ω). We observe that h1 = ∂jTf , then Lemma 3.1 implies

‖∂kh1‖ ≤ C‖∂jf‖Lr(Ω) ≤ C‖f‖W 1,r(Ω). (29)

Estimate of ‖∂kh2‖Lr(Ω). We remark that the function h2 has the same form as the function Tf

with θ replaced by ∂jθ. Note that, we find the estimate of the point without using the property∫
Ω
θ(x)dx = 1. This means that by the same method, we obtain

‖∂kh2‖Lr(Ω) ≤ C‖f‖Lr(Ω). (30)

From (29) and (30), we deduce the existence of a constant C depending only on r and Ω such

that (28) holds. For m > 1, we proceed by induction and so we apply the same approach as for

the case m = 1.

We have shown that if Ω is a starlike open set with respect to an open ball, then the rotational

operator is onto from D(Ω) into V(Ω). This result can be extended to a bounded and connected

open set of R3 with a Lipschitz-continuous boundary. For that we need the following lemma (see

[8]).

Lemma 3.3. Let Ω be a bounded and connected open set of RN with a Lipschitz-continuous

boundary. Then, there exist connected open sets Ωj of RN , j ≥ 1, with the following properties:

i) ∂Ωj is of classe C∞.

ii) Ωj ⊂ Ωj+1 ⊂ Ω for each j ≥ 1, and Ω = ∪∞j=1Ωj .
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Theorem 3.4. Let Ω be a bounded and connected open set of R3 with a Lipschitz-continuous

boundary. Then, for any f ∈ V(Ω) satisfying the condition (2), there exists ψ ∈ D(Ω) such that

curlψ = f in Ω.

Moreover, for any 1 < r < ∞ and for any nonnegative integer m, there exists a constant

C(r,m,Ω) such that

‖ψ‖Wm+1,r(Ω) ≤ C(r,m,Ω)‖f‖Wm,r(Ω). (31)

Proof. Let f ∈ V(Ω) satisfying the condition (2). Lemma 3.1 and Corollary 3.2 imply that Tf ∈
C∞(Ω), curl (Tf) = f in Ω with the estimate (31). Thanks to Lemma 3.3 there exists an open

set Ωj0 which is connected and of class C∞, such that suppf ⊂ Ωj0 ⊂ Ω. Define the open set Ω′ =

Ω \ Ωj0 , which is bounded and connected open set of R3 with a Lipschitz-continuous boundary.

Setting now ψ′ = Tf |Ω′ , it follows from Lemma 3.1 that curlψ′ = 0 in Ω′ and by Corollary

3.2 that ψ′ ∈
⋂

1<r<∞,
m∈N

Wm,r(Ω). The compatibility condition

∫
Ω
f · ϕ dx = 0 for all ϕ ∈ KT (Ω)

implies that for any curves γ∗j inside Ω′ and surrounding Σj , we have

∫
γ∗j

ψ′ · t =

∫
Σj

f · n = 0.

Hence ψ′ has no circulations in Ω′. Then, there exists p′ satisfying p′ ∈
⋂

1<r<∞,
m∈N

Wm,r(Ω), such

that grad p′ = ψ′ in Ω′ (see Corollary 1 page 199 in [36]) and with the estimate

‖p′‖Wm+2,r(Ω′) ≤ C‖ψ′‖Wm+1,r(Ω′).

Theorem 1.4.3.1 of [25] implies that there exists p̃ ∈ C∞(R3) such that p̃|Ω′ = p′ and

‖p̃‖Wm+2,r(R3) ≤ C‖p′‖Wm+2,r(Ω′) ≤ C‖ψ′‖Wm+1,r(Ω′).

Setting now p = p̃|Ω and ψ = Tf −grad p, we have ψ|Ω′ = 0 and then ψ ∈ D(Ω). Furthermore,

it is clear that curlψ = f in Ω and for any 1 < r <∞ and m ∈ N the estimate (31) holds.

Now, we use the surjectivity of the rotational operator to show a rotational extension of De

Rham’s Theorem.

Theorem 3.5. Let Ω be a bounded and connected open set of R3 with a Lipschitz-continuous

boundary, and f ∈ D′(Ω) satisfying the following condition:

∀ϕ ∈ G(Ω), D′(Ω)〈f ,ϕ〉D(Ω) = 0. (32)

Then, there exists ψ ∈ D′(Ω) such that

curlψ = f in Ω.
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Remark 3.1. The converse is obvious, because for any ψ ∈ D′(Ω) and any ϕ ∈ G(Ω), we have

D′(Ω)〈curlψ,ϕ〉D(Ω) = D′(Ω)〈ψ, curlϕ〉D(Ω) = 0.

Proof. Acccording to Theorem 3.4,

curl : D(Ω)/G(Ω) −→ V(Ω) ⊥KT (Ω)

is one to one and onto. Then, its adjoint

curl : (V(Ω) ⊥KT (Ω))′ −→ D′(Ω) ⊥ G(Ω) (33)

is also one to one and onto.

Let L ∈ (V(Ω) ⊥ KT (Ω))′. As V(Ω) ⊥ KT (Ω) is closed in D(Ω), we can extend L by

L̃ ∈ D′(Ω). Two expressions g ∈ D′(Ω) and h ∈ D′(Ω) of L̃ coincide on V(Ω) ⊥ KT (Ω) if and

only if

∀ϕ ∈ V(Ω) ⊥KT (Ω), D′(Ω)〈g − h,ϕ〉D(Ω) = 0.

Using again Theorem 3.4, we have

∀ϕ ∈ V(Ω) ⊥KT (Ω), D′(Ω)〈g − h,ϕ〉D(Ω) = D′(Ω)〈g − h, curlψ〉D(Ω)

= D′(Ω)〈curl(g − h),ψ〉D(Ω)

= 0.

Which means that

g − h ∈ Ker curl, where curl : D′(Ω) −→ D′(Ω),

and consequently

(V(Ω) ⊥KT (Ω))′ = D′(Ω)/Ker curl. (34)

Let f ∈ D′(Ω) satisfies (32). In other words, this means that f ∈ D′(Ω) ⊥ G(Ω). From (33) and

the characterization (34), there exists ψ ∈ D′(Ω), such that

curlψ = f in Ω.
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4 A weak rotational extension of De Rham’s Theorem

In this section, we will use Theorem 3.4 to show another surjectivity result of the curl operator.

Then, we will use this result to prove a weak rotational extension of De Rham’s Theorem. First,

we need the following lemma:

Lemma 4.1. Let Ω be a bounded and connected open set of R3 with a Lipschitz-continuous

boundary and m a nonnegative integer. Then, the space V(Ω) ⊥KT (Ω) is dense in Um,r(Ω).

Proof. Step 1: we show that the linear mapping R : V(Ω) −→ RJ defined by

(R(v))j =

∫
Σj

v · n dσ, 1 ≤ j ≤ J,

is onto, where J is the dimension of KT (Ω). For that purpose, we proceed by contradiction. We

suppose that R is not onto, which implies that there exists j0 such that 1 ≤ j0 ≤ J and a family

of numbers {λj} 1≤j≤J,
j 6=j0

such that for any v ∈ V(Ω), we have

∫
Σj0

v · n dσ =
J∑

j=1
j 6=j0

λj

∫
Σj

v · n dσ.

Using the Green’s formula of Lemma 3.10 of [3], then

∫
Σj0

v · n dσ −
J∑

j=1
j 6=j0

λj

∫
Σj

v · n dσ =

∫
Ω
v ·

 ˜grad qTj0 −
J∑

j=1
j 6=j0

λj
˜grad qTj

 dx = 0,

where the vector fields ˜grad qTj are the elements of the basis of KT (Ω) (see [3]). Then, the usual

De Rham’s Theorem (see [6]) implies that there exists p ∈ H1(Ω), unique up to an additive

constant, such that

˜grad qTj0 −
J∑

j=1
j 6=j0

λj
˜grad qTj = grad p.

Consequently, p is harmonic and
∂p

∂n
= 0 on ∂Ω. So, p is a constant and then the dimension of

KT (Ω) is less then J , which is a contradiction. We have proved that for any 1 ≤ j ≤ J there

exists ϕj ∈ V(Ω) such that

for all 1 ≤ k ≤ J,
∫

Σk

ϕj · n dσ = δkj . (35)
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Step 2: we show that V(Ω) ⊥KT (Ω) is dense in Um,r(Ω) (where Um,r(Ω) is defined in Section

2). Let v ∈ Um,r(Ω) , then there exists a sequence (vk) ∈ V(Ω) that converges to v in Wm,r(Ω).

For any 1 ≤ j ≤ J , let ϕj be the function in V(Ω) which satisfies (35). Now, setting

uk = vk −
J∑
j=1

(

∫
Σj

vk · n dσ)ϕj ,

the function uk belongs to V(Ω) ⊥KT (Ω). Also the sequence (uk) converges to v in Wm,r(Ω),

which is the required result.

Theorem 4.2. Let Ω be a bounded and connected open set of R3 with a Lipschitz-continuous

boundary and m a nonnegative integer. For any f ∈ Um,r(Ω), there exists ψ ∈Wm+1,r
0 (Ω) that

satisfies

curlψ = f in Ω,

and there exists a constant Cr,m(Ω) such that

‖ψ‖Wm+1,r(Ω) ≤ Cr,m(Ω)‖f‖Wm,r(Ω). (36)

Proof. Let f ∈ Um,r(Ω) and (fn) a sequence in V(Ω) ⊥KT (Ω), such that

fn −→ f in Wm,r(Ω).

Theorem 3.4 shows that for any n ∈ N, there exists a vector field ψn ∈ D(Ω) such that

ψn ∈ D(Ω), curlψn = fn, and ‖ψn‖Wm+1,r(Ω) ≤ C(r,m,Ω)‖fn‖Wm,r(Ω).

Clearly (ψn) is a Cauchy sequence. Then, there exists an element ψ ∈Wm+1,r
0 (Ω) such that

ψn −→ ψ in Wm+1,r(Ω),

with ψ satisfies (36).

Remark 4.1.

i) Theorem 4.2 was proved for Ω bounded and simply-connected open set of R3 with Lipschitz-

continuous boundary, m = 1 and r = 2 by Ciarlet and Ciarlet, Jr (see the proof of Theorem 3.1

in [15]) and for m a nonnegative integer and r = 2 by Amrouche, Ciarlet and Ciarlet, Jr (see [4]).

ii) For m nonnegative integer and r = 2, as in [4], we can define a vector field ψ0 ∈ Hm+1
0 (Ω)

such that curlψ0 = f in Ω and div∆m+1ψ0 = 0 in Ω. For that, it is sufficient to choose

ψ0 = ψ − grad p, where p is the unique solution in Hm+2
0 (Ω) of ∆m+2p = div∆m+1ψ and ψ is
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given by Theorem 4.2.

iii) For Ω bounded and connected open set of R3 with boundary of class Cm+2, Borchers and

Sohr in [11] established the same result that Theorem 4.2 with div ∆m+1ψ = 0. Moreover, for

m = 1 and Ω of class C1,1, Amrouche, Bernardi, Dauge and Girault in [3] gave another proof

of the result established by Borchers and Sohr. Furthermore, they proved that the vector field

ψ ∈H1
0(Ω) is unique, provided that

〈∂n(divψ), 1〉Γi = 0, 1 ≤ i ≤ I,

where Γi are the different connected components of ∂Ω.

The following weak rotational extension of De Rham’s Theorem is a direct consequence of

Theorem 4.2. We define the space Gm,r(Ω) by

Gm,r(Ω) = {ϕ ∈Wm,r
0 (Ω), curlϕ = 0 in Ω}.

Theorem 4.3. Let Ω be a bounded and connected open set of R3 with a Lipschitz-continuous

boundary and m an integer such that m ≥ 1, f ∈W−m,r′(Ω) and satisfies

∀ϕ ∈ Gm,r(Ω),
W−m,r′ (Ω)

〈f ,ϕ〉Wm,r
0 (Ω) = 0. (37)

Then, there exists Ψ ∈W−m+1,r′(Ω), such that

curl Ψ = f in Ω.

Proof. According to Theorem 4.2, the operator

curl : Wm,r
0 (Ω)/Gm,r(Ω) −→ Um−1,r(Ω),

is one to one and onto. Then, its adjoint

curl : (Um−1,r(Ω))′ −→W−m,r′(Ω) ⊥ Gm,r(Ω), (38)

is also one to one and onto. Proceeding as in the proof of Theorem 3.5 and using Theorem 4.2,

it is easy to prove that

(Um−1,r(Ω))′ = W−m+1,r′(Ω)/Ker curl, (39)

where

curl : W−m+1,r′(Ω) −→W−m,r′(Ω).

Let f ∈W−m,r′(Ω) satisfying (37). In other words, f ∈W−m,r′(Ω) ⊥ Gm,r(Ω). Since the oper-

ator (38) is an isomorphism, the characterization (39) implies that there exists Ψ ∈W−m+1,r′(Ω)

such that curl Ψ = f in Ω.
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5 A new proof of the general extension of Poincaré’s Lemma

The classical Poincaré’s Lemma asserts that if Ω is a simply-connected open set, then for any

h ∈ C1(Ω) which satisfies curlh = 0 in Ω, there exists p ∈ C2(Ω) such that h = grad p. This

lemma is also true in the general case where h ∈ L2(Ω) and Ω is a bounded and simply-connected

open set with a Lipschitz-continuous boundary (see Theorem 2.9 chapter 1 in [24]). A general

extension when h ∈H−1(Ω) was proved by Ciarlet and Ciarlet, Jr (see [15]).

In this section, we study the case where h is a distribution. The first proof of this extension,

based on differential geometry tools, was given by S. Mardare [27] in 2008 in the case where Ω is

a simply-connected open (Schwartz also proved this extension for Ω = R3, see Section 3 of [37]).

Here, we give a simpler proof, using the characterization of the dual space V(Ω)′ given in the

proof of Theorem 3.5.

Lemma 5.1. Let Ω be a bounded and simply-connected open set of R3 with a Lipschitz-continuous

boundary and h ∈ D′(Ω). If

curl h = 0 in Ω,

then there exists p ∈ D′(Ω) such that

h = grad p in Ω.

Proof. Let L ∈ V(Ω)′. Since V(Ω) is closed in D(Ω), we can extend L by L̃ ∈ D′(Ω). Two

expressions g ∈ D′(Ω) and h ∈ D′(Ω) of L̃ coincide on V(Ω) if and only if

∀ϕ ∈ V(Ω), D′(Ω)〈g − h,ϕ〉D(Ω) = 0.

According to the usual De Rham’s Theorem, there exists p ∈ D′(Ω) such that g − h = grad p.

This means that we can define V(Ω)′ as follows:

V(Ω)′ = D′(Ω)/Im (grad) where grad : D′(Ω) −→ D′(Ω). (40)

It has already been shown that

V(Ω)′ = D′(Ω)/ker curl where curl : D′(Ω) −→ D′(Ω). (41)

According to (40) and (41), we conclude that

Ker (curl) = Im (grad), (42)

hence the required result.
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6 Beltrami representation

In Section 3, we have shown that the operator (12) is onto. Then, we have used this surjectivity

result to prove a rotational extension of De Rham’s Theorem. In this section, we use the same

argument to prove an extension of the Beltrami representation. First, we show a completeness of

the Beltrami’s representation for data in Ds(Ω).

Theorem 6.1. Let Ω be a bounded and connected open set of R3 with a Lipschitz-continuous

boundary, r a real number such that 1 < r < ∞ and m a nonnegative integer. For any matrix

S ∈ Vs(Ω) satisfies

∫
Ω
S : M dx = 0 for all M ∈ KT (Ω), there exists A ∈ Ds(Ω) such that

curl curlA = S in Ω.

Moreover, there exists a constant C depending only on r, m and Ω such that

‖A‖Wm+2,r(Ω) ≤ C‖S‖Wm,r(Ω). (43)

Proof. The proof follows the lines of the proof of Theorem 2.2 in [22]. Let S ∈ Vs(Ω) ⊥ KT (Ω)

i.e., S ∈ Vs(Ω) and satisfying

∫
Ω
S : M dx = 0 for all M ∈ KT (Ω). That means that for any

1 ≤ i ≤ 3 and any 1 ≤ j ≤ J (see [16])

div S = 0 in Ω, (44)∫
Σj

(S · n) · ei dσ = 0, (45)∫
Σj

(S · n) · P i dσ = 0. (46)

Observe that conditions (44), (45) are equivalent to: for each 1 ≤ i ≤ 3, Si ∈ V(Ω) ⊥ KT (Ω)

where Si is the i-th line of matrix S. Then, Theorem 3.4 implies that there exists some vector

field W i in D(Ω) such that curlW i = Si, and satisfying the estimate

‖W i‖Wm+1,r(Ω) ≤ C‖S
i‖Wm,r(Ω).

We define W the matrix field whose lines are the vectors W i. So W satisfies curlW = ST in Ω

and

‖W‖Wm+1,r(Ω) ≤ C‖S‖Wm,r(Ω).

Now setting B = WT − tr(W)I. The symmetry of S implies that

div B = 0 in Ω. (47)
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Indeed, for i = 1 for example, we have

divB1 = ∂2W21 − ∂1W22 + ∂3W31 − ∂1W33

= 0.

Moreover,∫
Σj

((curlW)T ·n)·P i dσ =

∫
Σj

((curl(PW))T ·n)·ei dσ+

∫
Σj

(WT ·n)·ei dσ−
∫

Σj

(tr(W)I·n)·ei dσ.

(48)

Because PW ∈ D(Ω), we get ∫
Σj

(curl(PW))T · n) · ei dσ = 0. (49)

Hence (46), (48) and (49) imply that ∫
Σj

(B · n) · ei dσ = 0. (50)

By using (47), (50) and applying again Theorem 3.4, there exists a matrix field D in D(Ω) such

that

curlD = BT = W− tr(W)I, (51)

with

‖D‖Wm+2,r(Ω) ≤ C‖B‖Wm+1,r(Ω ≤ C‖S‖Wm,r(Ω).

Therefore

curl curlD = ST − curl(tr(W)I). (52)

We also have

curl curlDT = (curl curlD)T

= S + curl(tr(W)I). (53)

Define A =
D + DT

2
, then (52) and (53) imply

curl curlA =
S + ST

2
= S,

which is the required result.

P.G. Ciarlet et al in [16] stated the range of the operator curl curl : H2
0,s(Ω) −→ L2

s(Ω) is

the space U0,2
s (Ω). In the following, using the Beltrami’s completeness given in Theorem 6.1, we

generalize this result by showing that the operator curl curl : Wm+2,p
0,s (Ω) −→ Um,ps (Ω) is onto,

for any 1 < r <∞ and any nonnegative integer m.

Using the same argument of the proof of Lemma 4.1, the following result holds:
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Lemma 6.2. Let Ω be a bounded and connected open set of R3 with a Lipschitz-continuous

boundary and m a nonnegative integer. Then the space Vs(Ω) ⊥ KT (Ω) is dense in Um,rs (Ω).

Theorem 6.3. Let Ω be a bounded and connected open set of R3 with a Lipschitz-continuous

boundary, r a real number such that 1 < r <∞ and m a nonnegative integer. For any matrix S

in Um,rs (Ω), there exists A ∈Wm+2,r
0,s (Ω) such that

curl curlA = S in Ω and ‖A‖Wm+2,r
s (Ω)

≤ C‖S‖Wm,r
s (Ω).

Proof. Let A ∈ Um,rs (Ω). Since Vs(Ω) ⊥ KT (Ω) is dense in Um,rs (Ω), there exists a sequence (Sk)

of Vs(Ω) ⊥ KT (Ω) such that

Sk −→ S in Wm,r
s (Ω) when k −→∞.

From Lemma 6.1, for any k ∈ N, there exists Ak ∈ Ds(Ω) such that

curl curlAk = Sk with ‖Ak‖Wm+2,r
s (Ω)

≤ C‖Sk‖Wm,r
s (Ω).

Clearly (Ak) is a Cauchy sequence and there exists A ∈Wm+2,r
0,s (Ω) such that

Ak −→ A in Wm+2,r
s (Ω).

with

curl curlA = S in Ω and ‖A‖Wm+2,r
s (Ω)

≤ C‖S‖Wm,r
s (Ω).

Now, we will use Lemma 6.1 to show the following extension of the Beltrami’s completeness.

Theorem 6.4. Let Ω be a bounded and connected open set of R3 with a Lipschitz-continuous

boundary and E ∈ D′s(Ω) satisfies

D′(Ω)〈S,E〉D(Ω) = 0 for all E ∈ Gs(Ω). (54)

Then there exists A ∈ D′s(Ω) such that

curl curlA = S in Ω.

Remark 6.1. The converse is obvious, because for any S ∈ D′s(Ω) and any E ∈ Gs(Ω), we have

D′(Ω)〈curl curl S,E〉D(Ω) = D′(Ω)〈S, curl curlE〉D(Ω) = 0.
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Proof. According to Theorem 6.1,

curl curl : Ds(Ω)/Gs(Ω) −→ Vs(Ω) ⊥ KT (Ω) (55)

is one to one and onto. Then its adjoint

curl curl : (Vs(Ω) ⊥ KT (Ω))′ −→ D′s(Ω) ⊥ Gs(Ω)

is one to one and onto.

Let L ∈ (Vs(Ω) ⊥ KT (Ω))′ and L̃ any extension of L in D′s(Ω). Two expressions S and A of

L̃ coincide on Vs(Ω) ⊥ KT (Ω) if and only if,

∀E ∈ Vs(Ω) ⊥ KT (Ω), D′(Ω)〈S− A,E〉D(Ω) = 0.

Using again Lemma 6.1, we get

∀B ∈ Ds(Ω), D′(Ω)〈S− A, curl curlB〉D(Ω) = D′(Ω)〈curl curl (S− A),B〉D(Ω) = 0,

which means that S− A ∈ Ker curl curl, where

curl curl : D′s(Ω) −→ D′s(Ω).

Consequently,

(Vs(Ω) ⊥ KT (Ω))′ = D′s(Ω)/Ker curl curl. (56)

Let S ∈ D′s(Ω) satisfies (54). In other words, that means that S ∈ D′s(Ω) ⊥ Gs(Ω). Since the

operator (55) is an isomorphism, the characterization (56) implies that there exists A ∈ D′s(Ω)

such that curl curlA = S in Ω.

7 The general extension of Saint-Venant’s Theorem

Podio-Guidugli in [35] have used a Beltrami’s completeness to show the equivalence between the

sufficient conditions of Donati’s and Saint-Venant’s Theorems: Let Ω be a smooth bounded and

simply-connected open set of R3, then any symmetric matrix field E = (Eij) with Eij ∈ CN (Ω)

(N ≥ 2) satisfies

curl curlE = 0 in Ω,

if and only if ∫
Ω
E : M dx = 0 for any M ∈ Vs(Ω).
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Later, Geymonat and Krasucki in [21] have proved the above equivalence when E ∈ L2
s(Ω) and

they have used it together with Ting’s Theorem to conclude an extension of Saint-Venant’s

Theorem in L2
s(Ω). In the following, we will use the same idea to present an extension of Saint-

Venant’s Theorem in D′s(Ω).

Theorem 7.1. Let Ω be a bounded and simply-connected open set of R3 with a Lipschitz-

continuous boundary and E ∈ D′s(Ω) satisfies

curl curlE = 0 in Ω. (57)

Then there exists v ∈ D′(Ω) such that

∇sv = E in Ω.

Proof. Let E be a symmetric matrix field in D′s(Ω) such that curl curlE = 0 in Ω. We have

already shown that for any symmetric matrix field A in Vs(Ω), there exists B ∈ Ds(Ω) such that

curl curlB = A. Then, we have

D′(Ω)〈E, A〉D(Ω) = D′(Ω)〈E, curl curlB〉D(Ω) = D′(Ω)〈curl curlE, B〉D(Ω) = 0.

Thus, Moreau’s Theorem implies that there exists v ∈ D′(Ω) such that ∇sv = E in Ω, which is

the required result.
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