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Finite time stability of differential inclusions

E. MOULAY∗† W. PERRUQUETTI†

May 20, 2005

Abstract

In this paper, the problem of finite time stability is investigated for
differential inclusion. Two sufficient conditions for finite time stability,
using a smooth Lyapunov function and a nonsmooth one, are established.
Then, the same idea is used to give two necessary conditions. Examples
are developed using the concept of Krasovskii solutions for differential
equation with discontinuous righthand sides.

1 Introduction

The stability properties of non linear systems has been developped over the
last century. Nowadays, mathematicians and engineers have to face some more
precise time specifications of the behavior of the state variables (or outputs) for
real processes. This is one of the reason why the finite time stability has been
developed, essentially for differential equations. In fact, the attraction of the
motions to the desired target (in general an equilibrium point) takes place in a
finite time.

The problem of finite time stability for differential inclusions is a natural
question which arises when studying finite time stabilization using discontinu-
ous feedback. Indeed much systems are not continuously stabilizable and one
has recourse to discontinuous controller. Finite time stabilization is often better
than asymptotic stabilization because solutions reach the equilibrium and the
time of convergence can be pre-specified. Some researches on finite time stabi-
lization for systems described by ordinary differential equations, as mechanical
systems, gives interesting results (see (Hong 2002)).

The aim of this article is to investigate the finite time stability for differential
inclusions using Lyapunov functions. Some results have already appeared on
finite time stability of differential inclusion (see (Perruquetti & Drakunov 2000)
and (Orlov 2003)). As regards ordinary differential equations, the first result
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using smooth Lyapunov functions comes from Haimo in (Haimo 1986). It has
been extended to nonsmooth Lyapunov functions in (Bhat & Bernstein 2000)
and to non autonomous systems in (Moulay & Perruquetti 2003). The main
idea was to use an increasing condition on a Lyapunov function to obtain the
finite time convergence. Here, the same idea is taking up and developing for
differential inclusions.

The paper is organized as follows. After some notations in sections 2, the
definitions and concept of finite time stability are given for differential inclusions
in section 3. Then in section 4, one uses first an increase on a smooth Lyapunov
function then on a nonsmooth one to provide two sufficient conditions for finite
time stability of differential inclusions. Finally in section 5, the first increase
is inverting in order to give two necessary conditions for finite time stability
of differential inclusions. Moreover, using the concept of Krasovskii solutions,
we examine some examples of finite time stable systems with discontinuous
righthand sides. Indeed, this is one of the main applications of differential
inclusions.

2 Notations

Throughout the paper X will denote a non empty open subset of Rn, V a
neighborhood of the origin in X , B the unit open ball of Rn and ‖.‖ the euclidian
norm of Rn. The smallest closed convex set containing the set A is denoted by
co (A). Let us recall the definition given in (Aubin & Cellina 1984): a set valued
function F on the vector space E to the vector space G is a function that maps
x ∈ E to a subset F (x) of G. F is upper semi-continuous (u.s.c) if for all x ∈ E
and ε > 0, there exists δ > 0 such that

‖x− y‖E < δ ⇒ F (y) ⊂ F (x) + εBG

where BG is the open unit ball in G, and F is Lipschitzean if there exists a
constant l ≥ 0 such that for all x, x′ ∈ E ,

F (x) ⊂ F (x′) + l ‖x− x′‖E BG .

A function x : [a, b] → Rn is absolutely continuous if for all ε > 0, there exists
δ > 0 such that, for any countable collection of disjoint subintervals [ak, bk] ⊂
[a, b] such that

∑
k

(bk − ak) < δ, we have
∑
k

‖x (bk)− x (ak)‖ < ε.

The upper and lower right directional Dini derivatives of a function f :
Rn → R are defined by:

D−f(x; v) = lim inf
h→0+,v′→v

f (x + hv′)− f (x)
h

D+f(x; v) = lim sup
h→0+,v′→v

f (x + hv′)− f (x)
h

.
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If f is locally Lipschitz, one may notice that

D+f(x; v) = lim sup
h→0+

f (x + hv)− f (x)
h

and if f is continuously differentiable, then

D+f(x; v) = 〈∇f(x), v〉 , (1)

(see (Smirnov 2002)).

3 Asymptotic and finite time stability

Let X be an open set of Rn containing the origin, F a set valued function on
X . F defined the differential inclusion

ẋ ∈ F (x) , x ∈ X . (2)

where ẋ denotes the right derivatives of x. A solution φ (t) of the system (2)
is an absolutely continuous function defined on an interval and satisfying the
inclusion almost everywhere (that is φ̇ (t) ∈ F (φ (t)) holds almost everywhere
in t). One define general conditions to have an existence theorem for solutions
of differential inclusion:

Condition 1 (Filippov 1988) Let F be a set valued function on X . F satisfy
the general conditions if:

(i) for all x ∈ X , the set F (x) is non empty, closed and convex,

(ii) the function x 7→ F (x) is upper semi-continuous.

By virtue of the general theorem of existence for solutions of differential
inclusions in (Filippov 1988), (Aubin & Cellina 1984), conditions 1 are sufficient
for the existence for x0 ∈ X of a solution φ (t) of the system (2), defined on an
interval [0, d] with d > 0, such that φ (0) = x0. Afterwards, φx0 (t) will represent
a solution of the system (2) starting from x0 and S (x0) the set of all solutions
φx0 . We shall supply the space S =

⋃
x0∈X

S(x0) included in C ([0, +∞[ ,X ) with

the topology of uniform convergence.
Now, one may introduce the notion of stability for a differential inclusion. Let
us consider the system (2) with F a set valued function such that 0 ∈ F (0).
The origin is stable for the system (2) if for each ε > 0, there exists δ (ε) > 0
such that if x0 ∈ δ (ε)B then each solution φx0 (t) exists for t ≥ 0, and satisfies
φx0 (t) ∈ εB for all t ≥ 0.
The origin is asymptotically stable for the system (2) if:

1. the origin is stable for the system (2),

3



2. the origin is attractive, i.e. for each ε > 0, there exists δ (ε) > 0 such that
if x0 ∈ δ (ε)B then each solution φx0 (t) satisfies lim

t→∞
φx0 (t) = 0.

Now, one can give a non autonomous version of Lyapunov’s theorem starting
from a general non autonomous system:

Theorem 2 Let F be a set valued function on X satisfying the general condi-
tions 1 such that 0 ∈ F (0). If there exists a continuous positive definite function
V : V → R≥0 and W : Rn → R a negative definite function such that:

D+V (x; v) ≤ W (x) , ∀v ∈ F (x)

for all x ∈ V, then the origin of the system (2) is asymptotically stable. V is
called a Lyapunov function for the system (2).

This theorem and its proof can be found in (Smirnov 2002, Theorem 8.1 and
8.2).
With the asymptotic stability, solutions of the system (2) tends to the origin.
But, this concept lacks of information concerning the time convergence to the
origin. To overcome this, the notion of finite time stability is introduced.

Definition 3 The origin is finite time stable for the system (2) if:

1. the origin is stable for the system (2): for all ε > 0, there is δ(ε) > 0 such
that if x0 ∈ δ(ε)B, then φx0 is defined for all t ≥ 0 and φx0 (t) ∈ εB for
all t ≥ 0,

2. there exists T0 : S → R≥0, such that for all solutions φx0 ∈ S(x0), φx0(t) =
0 for all t ≥ T0(φx0). T0 is the settling time of the system (2).

The notion of finite time stability is illustrated by figure 1.
One may even give the following result.

Proposition 4 Consider the system (2) where F satisfies the condition 1 and
is Lipschitzean with compact values outside the origin, if the system (2) is finite
time stable on δ(ε)B with a continuous settling time T0, then for all x ∈ δ(ε)B,
T (x) = sup

φx∈S(x)

T0(φx) < +∞. T (x) is called the settling time with respect to

initial conditions of the system (2).

Proof. Suppose that the system (2) is finite time stable with a continuous
settling time T0. As the system is Lipschitzean with compact values, the fol-
lowing result (Aubin & Frankowska 1990, Corollary 10.4.5) ensures that S (x)
is dense in S̃ (x) for the uniform convergence where S̃ (x) is the set of solutions
of the system

ẋ ∈ coF (x) , x ∈ X \ {0} .
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Figure 1: Finite time stability

As F satisfies the condition 1, F (x) = coF (x) and then S (x) is closed for x ∈
X \{0}. Suppose that there exists x0 ∈ δ(ε)B\{0} such that sup

φx0∈S(x0)

T0(φx0) =

+∞. Then there exists a sequence φx0
n of solutions in S (x0) such that

lim
n→+∞

T0 (φx0
n ) = +∞.

But lim
n→+∞

φx0
n belongs to S (x0). By assumption T0

(
lim

n→+∞
φx0

n

)
< +∞. As

T0 is continuous, lim
n→+∞

T0 (φx0
n ) = T0

(
lim

n→+∞
φx0

n

)
, which is a contradiction.

Moreover, T0(0) = 0 because of the stability of the system (2).

4 Sufficient conditions for finite time stability

In this section, we extend a result coming from (Haimo 1986) to differential
equations. For a Lyapunov function V one needs the following inequality

D+V (x; v) ≤ −r(V (x)) (3)

for all x ∈ V and all v ∈ F (x) where r : R≥0 → R≥0 is continuous and satisfies
r (0) = 0.
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Since the use of a Lyapunov function will lead to some scalar differential in-
equalities, the following proposition will give a sufficient condition for finite
time stability: the existence of a Lyapunov function satisfying the condition
(3).

4.1 Use of smooth Lyapunov functions

Proposition 5 Let the system (2) with 0 ∈ F (0). If there exists a continuously
differentiable Lyapunov function satisfying condition (3) with a positive definite
continuous function r : R≥0 → R≥0 such that for all ε > 0

∫ ε

0

dz

r(z)
< +∞ (4)

then the origin of the system (2) is finite time stable.

Proof. Since V : V → R≥0 is a Lyapunov function, then the origin is
asymptotically stable (see Theorem 2). Let φx0 (t) be a solution of (2) which
tends to the origin with the settling time T0(φx0) (0 ≤ T0(φx0) ≤ +∞ : from the
attractivity of the origin). It remains to be proven that T0(φx0) < +∞. Using
the asymptotic stability definition, x0 can be chosen small enough to ensure
that φx0 (t) ∈ V for t ≥ 0 and t 7→ V (φx0 (t)) strictly decreases for τ ≥ t. Using
the change of variables: [0, T0(φx0)] → [0, V (x0)] given by z = V (φx0 (t)), one
obtains

∫ 0

V (x0)

dz

−r(z)
=

∫ T0(φ
x0 )

0

〈
∇V (φx0 (t)), φ̇x0 (t)

〉

−r(V (φx0 (t)))
dt.

Since V is continuously differentiable then, by (1), condition (3) reads as

〈∇V (x), v〉 ≤ −r(V (x))

for all x ∈ V and all v ∈ F (x). This shows that

T0(φx0) =
∫ T0(φ

x0 )

0

dt ≤
∫ V (x0)

0

dz

r(z)
.

This implies that T0(φx0) < +∞. Furthermore,
∫ V (x0)

0
dz

r(z) is independent of
φx0 , this shows that for any solutions φx0 (t) initiated at x0 we have T (x0) ≤∫ V (x0)

0
dz

r(z) < +∞. Thus, the origin of the system (2) is finite time stable.

Remark 6 The settling time with respect to initial conditions of the system (2)
satisfies the following inequality

T (x) ≤
∫ V (x)

0

dz

r(z)
.

so it is continuous at the origin.
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Example 7 Let us consider the set valued function

F (x) =





1 + |x| 12 if x < 0
[−1, 1] if x = 0
−1− |x| 12 if x > 0

and the system ẋ ∈ F (x). Let V (x) = x2, then for all v ∈ F (x)

〈∇V (x) , v〉 ≤ − |x| 32 = −V (x)
3
4 .

So the origin of the system is finite time stable.

Differential inclusion is one of the most interesting tools for studying differ-
ential equations with discontinuous righthand sides (such as ẋ =

a.e
f(x)). So, one

considers a function f : X → Rn satisfying the conditions:

• f is measurable on X ,

• f is locally with relative compact value1,

• f(0) = 0.

One defines for all x ∈ X the set valued function F by:

F (x) =
⋂
ε>0

co
(
f

(
x + ε B))

. (5)

For all x ∈ X , the set F (x) is non empty, bounded, closed and convex. More-
over, the set valued function F can be easily shown to be upper semi-continuous
in x, so F satisfy the general conditions 1. Thus the previous theory may be
applied to the following differential inclusion:

ẋ ∈ F (x) , x ∈ X . (6)

A solution of the system (6) is called a Krasovskii solution. Let us give an
example of finite time stable discontinuous system.

Example 8 Let the system
{

ẋ1 = −sgn(x1)− x3
1 + x2

ẋ2 = −sgn(x2)− x3
2 − x1

(7)

where sgn is the function defined on R by

sgn(x) =
{ −1 if x < 0

1 if x ≥ 0 .

1f : X → Rn is locally with relative compact value if for all compact K of X , there exists
δ (K) > 0 such that for all δ < δ (K), f (x + δB) is compact in Rn.
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Then the associated differential inclusion to system (7) is
{

ẋ1 ∈ −SGN (x1)− x3
1 + x2

ẋ2 ∈ −SGN (x2)− x3
2 − x1

where

SGN (x) =





−1 if x < 0
[−1, 1] if x = 0

1 if x > 0
. (8)

is a set valued function. Taking V (x) = ‖x‖2
2 , one obtains for all

v ∈ (−SGN (x1)− x3
1 + x2,−SGN (x2)− x3

2 − x1

)

〈∇V (x), v〉 = −
2∑

i=1

(x4
i + |xi|) ≤ 0.

Then, V is a Lyapunov function for the system (7). As
2∑

i=1

(x4
i + |xi|) ≥

(
x2

1 + x2
2

) 1
2 = ‖x‖, one deduces that 〈∇V (x), v〉 ≤ −√2V (x)

1
2 . Using the propo-

sition 5, one deduces that the origin of system (7) is finite time stable with the
settling time T (x) ≤ ‖x‖.

Finally, one may notice that the system of the example (7) may be defined
using differential equation with discontinuous righthand sides as ẋ = −sgn(x)−
|x| 12 sgn(x).

4.2 Use of nonsmooth Lyapunov functions

When dealing with nonsmooth Lyapunov functions, we shall use the following
comparison lemma:

Lemma 9 (Comparison lemma) If the scalar differential equation

ẋ = f(x), x ∈ J ⊂ R,

has the global semi-flow Φ : R≥0 × J → R, where f is locally Lipschitz, and if
g : [a, b) → R (b could be infinity) is a continuous function such that

D+g(t; 1) ≤ f(g(t)), t ∈ [a, b) ,

then g(t) ≤ Φ(t, g(a)) for all t ∈ [a, b).

This result comes from a slight modification of (Smirnov 2002, lemma 8.1)
and (Hassan 1996, lemma 3.4). Now, one can give a sufficient condition for
finite time stability.
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Proposition 10 Let the system (2) with 0 ∈ F (0). If there exists a Lyapunov
function for the system (2) satisfying condition (3) with a positive definite con-
tinuous function r : R≥0 → R≥0 locally Lipschitz outside the origin such that

∫ ε

0

dz

r (z)
< +∞

for all ε > 0, then the origin is finite time stable. Moreover, the settling time
with respect to initial conditions of the system (2) satisfies:

T (x) ≤
∫ V (x)

0

dz

r(z)
.

If in addition, V is decrescent then the origin is uniformly finite time stable.

Proof. Since V : V → R≥0 is Lyapunov function of the system (2) satisfying
condition (10), then from theorem 2, the origin is asymptotically stable. Let
x0 ∈ V and φx0 (t) be a solution of (2) which tends to the origin with the settling
time T0(φx0). It remains to prove that T0(φx0) < +∞. Because of asymptotic
stability, one may suppose with no loss of generality that φx0 (t) ∈ V for t ≥ 0.
Let us consider the system

ż = −r(z), z ≥ 0,

with the global semi flow Φ(t, z) for z ≥ 0. Using the proof of (Smirnov 2002,
Theorem 8.1), one deduces that there exists v ∈ F (φx0 (t)) such that

D+ (V ◦ φx0) (t; 1) = D+V (φx0 (t) ; v) ≤ −r(V (φx0 (t)))

for all t ≥ 0 and all x0 ∈ V \ {0}. Now, applying the comparison lemma 9, one
deduces that

V (φx0 (t)) ≤ Φ(t, V (x0)), t ≥ 0, x0 ∈ V \ {0} .

>From (Haimo 1986) and (Moulay & Perruquetti 2003), one knows that

Φ(t, z) = 0 for t ≥
∫ V (x)

0

dz

r(z)
.

With the positive definiteness of V , one concludes that

φx0 (t) = 0 for t ≥
∫ V (x)

0

dz

r(z)
.

Thus, the origin of the system (2) is finite time stable. Moreover,
∫ V (x)

0
dz

r(z) is
independent of φx0 , this shows that T (x0) < +∞.

Remark 11 One may notice that if condition (3) is an equality for all x ∈
V and all v ∈ F (x), then the conclusion of the proposition (10) is that all
solutions in S (x) reach the origin with the same settling time with respect to
initial conditions of the system (2) T (x) =

∫ V (x)

0
dz

r(z) . One remarks that this
problem does not set for systems with uniqueness of solutions outside the origin.
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Now, we want to give an example using a only continuous Lyapunov function.

Example 12 Let 0 < a < 1, and consider the system
{

ẋ1 = − |x1|
1
2 sgn(x1) + |x2|

ẋ2 = −sgn(x2)
(9)

The differential inclusion associated to (9) is
{

ẋ1 ∈ − |x1|
1
2 sgn(x1) + |x2|

ẋ2 ∈ −SGN (x2)
.

Where SGN is defined by (8). Let us consider the following continuous func-
tion V (x) = |x1| + x2

2. For all v ∈
(
− |x1|

1
2 sgn(x1) + |x2| ,−SGN (x2)

)
, the

following holds

D+V (x; v) = − |x1|
1
2 + |x2| sgn(x1)− 2 |x2|

≤ −
(
|x1|

1
2 + |x2|

)
≤ −V (x)

1
2 .

So the system is finite time stable.

Let us sum up the two previous results: in order to show finite time stabil-
ity, we have the choice between a pair (V1, r1) with V1 which is continuously
differentiable and r1 only continuous, or a pair (V2, r2) with V2 which is contin-
uous and r2 locally Lipschitz. Moreover, the two conditions are not equivalent
because there is no converse theorem for the finite time stability of differential
inclusions. Moreover, because of the regularity of r, the proposition 10 does not
imply that there exists a smooth Lyapunov function satisfying the assumptions
of the proposition 5. So the proposition 5 is not weaker than the proposition
10. These two results are complementary.

5 Necessary conditions

Now, for a smooth Lyapunov function V one needs the following inequality

D−V (x; v) ≥ −s(V (x)) (10)

for all x ∈ V and all v ∈ F (x) where s : R≥0 → R≥0 is continuous and satisfies
s (0) = 0.

5.1 Use of smooth Lyapunov functions

Proposition 13 Let the system (2) with 0 ∈ F (0), if the origin is finite time
stable for the system (2) then for all Lyapunov functions satisfying condition
(10) with a positive definite continuous function s : R≥0 → R≥0,

∫ ε

0

dz

s (z)
< +∞
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for all ε > 0.

Proof. Suppose that V : V → R≥0 is a smooth Lyapunov function satisfying
condition (10). Let φx0 (t) be a solution of (2) with the settling time 0 ≤
T0(φx0) < +∞. Because of the asymptotic stability, one may choose x0 small
enough to ensure that φx0 (t) ∈ V for all t ≥ 0 and t 7→ V (φx0 (t)) strictly
decreases for t ≥ 0. Using the change of variables, [0, T0(φx0)] → [0, V (x0)]
given by z = V (φx0 (t)), one obtains

∫ 0

V (x0)

dz

−s(z)
=

∫ T0(φ
x0 )

0

〈
∇V (φx0 (t)), φ̇x0 (t)

〉

−s(V (φx0 (t)))
dt.

Since 〈∇V (x), v〉 ≥ −s(V (x)) for all x ∈ V and all v ∈ F (x) and−s(V (φx0 (t))) <
0 for all t ≥ 0 one obtains

∫ V (x0)

0

dz

s(z)
≤

∫ T0(φ
x0 )

0

dt = T0(φx0) < +∞.

This proposition may be used to show the non finite time stability as follow.

Example 14 Let us consider the system
{

ẋ1 = |x2| − x3
1

ẋ2 = −x1sgn(x2)− x3
2

Let V (x) = x2
1+x2

2
2 , for all v ∈ (|x2| − x3

1,−x1SGN (x2)− x3
2

)
one obtains

〈∇V (x), v〉 = − (
x4

1 + x4
2

)
.

Then, V is a Lyapunov function for the system such that

〈∇V (x), v〉 ≥ − (
x4

1 + x4
2

) ≥ −4V (x)2.

Since ∫ ε

0

dz

z2
= +∞

for all ε > 0, the proposition 13 ensures that the origin is not finite time stable.

5.2 Use of nonsmooth Lyapunov functions

Proposition 15 Let the system (2) with 0 ∈ F (0). If the origin is finite time
stable for the system (2) then for all Lyapunov function satisfying condition (10)
with with a positive definite continuous function s : R≥0 → R≥0 locally Lipschitz
outside the origin, ∫ ε

0

dz

s (z)
< +∞

for all ε > 0.

11



Proof. Suppose that V is a Lyapunov function satisfying condition (10)
with a positive definite continuous function s : R≥0 → R≥0 locally Lipschitz
outside the origin s. Let x0 ∈ V and φx0 (t) be a solution of (2) with the settling
time 0 ≤ T0(φx0) < +∞. Because of the asymptotic stability, one may suppose
with no loss of generality that φx0 (t) ∈ V for all t ≥ 0. Let us consider the
system

ż = −s(z), z ≥ 0, (11)

with the global semi flow Φ(t, z) for z ≥ 0. Using the proof in (Smirnov 2002,
Theorem 8.1), one deduces that there exists v ∈ F (φx0 (t)) such that

D+ (V ◦ φx0) (t; 1) ≥ D− (V ◦ φx0) (t; 1) = D−V (φx0 (t) ; v) ≥ −s(V (φx0 (t)))

for all t ≥ 0 and all x0 ∈ V \ {0}. Now, applying the comparison lemma (9),
one deduces that

V (φx0 (t)) ≥ Φ(t, V (x0)) ≥ 0, t ≥ 0, x0 ∈ V \ {0} .

As the origin of the system (2) is finite time stable, one deduces that

Φ(t, z) = 0 for z ≥ 0 and t ≥ T0 (φz) .

So, the system (11) is finite time stable. From (Haimo 1986) and (Moulay &
Perruquetti 2003), one deduces that for all ε > 0,

∫ ε

0

dz

s(z)
< +∞.

One more time, we have the choice between a pair (V1, s1) with V1 which
is continuously differentiable and s1 only continuous, or a pair (V2, s2) with V2

which is continuous and s2 locally Lipschitz to show the non finite time stability.
The two conditions are not equivalent because of the regularity of s.

6 Conclusion

Finite time stability for differential inclusions is investigated using Lyapunov
functions. Indeed, these functions are at the center of stability problems. It is
a powerful tool which allows to solve a part of the finite time stability problem.
For the moment, the Lyapunov functions does not give a necessary and suffi-
cient condition (only two necessary conditions and two sufficient ones). This
has been done using two ways: the first one with integration properties and
smooth Lyapunov functions and the second one with a comparison lemma and
nonsmooth Lyapunov functions.

Nevertheless, it is enough to investigate finite time stabilization using discon-
tinuous controller which is at the heart of many researches on control theory.
Thus, the following step will be to develop the finite time stabilization using
discontinuous feedback.
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