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ABSTRACT
We study large-scale UV background inhomogeneity in three-dimensions associated with the observed quasar populations at
high redshift. We do this by measuring metal absorption through quasar absorption spectrum stacking as a function distance
to closest quasar in SDSS-IV/eBOSS on 10 s of comoving megaparsec scales. We study both intergalactic medium absorbers
and mixed circumgalactic medium absorbers and probe absorption in O VI, C IV, and Si IV, and Si III. Overall, stronger high
ionization species absorption is seen closer to quasars at 2.4 < z < 3.1. O VI absorption shows a particularly strong change, with
effects in C IV evident in some cases, and more marginal effects in Si III and Si IV. We further study 2.05 < z < 2.4 (with weak
signs of increasing homogeneity with time) and explore the study of metal absorption as a function of integrated SDSS-r band
flux quasar flux (yielding consistent but less significant results). While the metal absorption does show sensitivity to large-scale
3D quasar proximity, the current incomplete quasar samples limit detailed interpretation. This work does, however, demonstrate
that UV background inhomogeneities exist on scales of several 10 s of comoving megaparsecs associated with quasars and that
they can be measured with precision by examining metal absorption in the intergalactic medium.

Key words: intergalactic medium – quasars: absorption lines – diffuse radiation.

1 IN T RO D U C T I O N

Our knowledge of the properties of the intergalactic medium (IGM)
and the circumgalactic medium (CGM) inform our understanding
of the joint evolution of galaxies and their environments. Galaxies
deposit energy in the environments, both mechanically and radia-
tively, modifying gas metallicity bulk motion, thermal motion, and
ionization. Since the accretion of this gas drives star formation and
active galactic nucleus (AGN) activity, the study of this energy
deposition is not purely diagnostic; it enables us to understand
subsequent feedback in these systems. The low densities typical
of the high redshift (z � 2) IGM make it optically thin to ionizing
photons, while the moderate temperatures (104 K < T < 105 K)
result in minimal collisional ionzation. It is therefore thought to be
dominated by the radiative impact of emitted UV photons from the
so-called UV background.

The ionizing photons that permeate the IGM result in a extergalac-
tic background that both reflects the global properties of the Universe
and help to drive them. Different spectral ranges of the background
originate from different sources. The UV background is produced
by quasars (via AGN) and galaxies (via stars). The properties of
stars and galaxies are the focus of various observations and models
(Domı́nguez et al. 2011; Lagos et al. 2019). However, the sample
size of observations, especially at high z, limit our knowledge of
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their properties. Their contribution to the UV background remains
poorly understood due to factors such as the uncertainties in the
escape fraction of photons from the galaxies (Shapley et al. 2006).
Additionally, the lifetime and duty cycle of quasars are also not
well known. Passive quasars will leave a fossil zone, where light
traveltime and metal recombination times leave a detectable imprint
(Oppenheimer & Schaye 2013) on metal abundances and the UV
background. Despite knowing that there are fossils zones, the
proportion of time a quasar is active or passive remains an unknown.

Since photons associated with the UV background are produced
from discrete sources, the UV background is not homogeneous at
all scales and for all frequencies. Around individual sources, there
are regions of excess ionizing photons. These regions are known
as proximity zones. The size and filling fraction of these regions
depends on the photon escape fraction of the surrounding gas,
the lifetime (or duty cycle) of the source, and the mean free path
of photons. The contribution from quasars is complicated by the
effect such as the degree of quasar beaming, light echos (Visbal &
Croft 2008), and AGN duty cycles (Martini & Weinberg 2001).
Light traveltime can be probed by studying the difference between
foreground and background quasar proximity regions.

The mean free path of photons is a function of density and
ionization state of the material, as well as the energy of the
photons. The mean free path of ionizing photons has evolved through
time. During H I reionization, the mean free path (determined from
simulation) evolves from �10 Mpc at z � 10 to �10 Mpc at z �
10 (Rahmati & Schaye 2018). By z ∼ 2–3, the mean free path
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of H I ionizing photons has increased to ∼100–300 h−1 comoving
megaparsec (cMpc; Croft 2004; Rudie et al. 2013), which is larger
than the mean separation of the sources. Other factors also contribute
to the scales of inhomogeneities. Wyithe, Bolton & Haehnelt (2008)
included the bias of reionization around quasars into a model for
evolution of the ionization of the IGM and the emissivity of ionizing
photons. They predict that at high redshift, before H I reionization,
quasars ionized local IGM regions of ∼5 Mpc well before (δz ∼
0.3) the typical IGM. This, in combination with the rapid increase
in the mean free path of ionizing photons expected when the regions
overlap, results in an intensified UV background near the quasars.
They also found that, post-reionization, the size of the regions is
related to the surrounding IGM and the background ionization rate.

At z ∼ 3, a phase change occurs due to He II reionization (Shull
et al. 2010; Syphers et al. 2011; Worseck et al. 2016) altering the UV
background and heating the IGM (Miralda-Escudé & Rees 1994).
While the scales would most likely differ between H I reionization
(z ∼ 6) and He II reionization, the properties will be similar. The
mean free path of He II ionizing photons is significantly shorter than
for H I ionizing photons during the end, and immediately following,
the epoch of He II reionization. Estimates of the He II mean free
path at 2.5 < z < 3.2 have been approximated to scales of 20–
100 cMpc, with the range due to the numerous factors involved
in its determination (e.g. Faucher-Giguère et al. 2009; Furlanetto
2009; Davies & Furlanetto 2014; Davies, Furlanetto & Dixon 2017).
Additionally, Davies et al. (2017) found a spatially varying mean
free path, that contributes to UV background fluctuations on scales
up to ∼200 cMpc.

The phase change due to He II reionization can be probed with
absorption in the He II Ly α (303.78 Å ) forest, however, very few
He II Ly α forests are observable. Recent work (Morrison et al. 2019)
showed that the large-scale distribution of high ionization metals
such as O VI probed through absorption can compliment and (where
necessary) be used as proxy for He II Ly α. These measurements
showed inhomogeneity on scales from ∼10 cMpc and � 200 cMpc
in the UV background irrespective of the observability of the sources
of ionization.

In addition to the study of absorbers associated with structures
along a single line of sight, there have been attempts to study how a
quasar effects gas by studying gas in close lines of sight at the same
redshift, or the transverse proximity effect.

A larger emphasis has been placed on the study of the inhomo-
geneities in the epoch of H I reionization then He II reionization.
Schirber, Miralda-Escudé & McDonald (2004) examined three
quasars from the SDSS Early Data Release with close foreground
quasars to measure H I in the H I Ly α (1215.67 Å) forest to determine
the intensity of the ionizing background. However, they found
no evidence for transverse proximity effect in this small sample.
Others (e.g. Fernandez-Soto et al. 1995; Crotts & Fang 1998; Croft
2004) conducted similar studies with other lines of sight, coming
to the same conclusion. du Mas des Bourboux et al. (2017) and
Blomqvist et al. (2019) utilized the statistical method of cross-
correlation of quasars with the H I Ly α forest flux transmission to
study large-scale structure (i.e. the baryon acoustic oscillation). In
this context, they fit parameters of the UV fluctuations and transverse
proximity effects, assuming a mean free path of 300 h−1 Mpc for
UV photons. Gonçalves, Steidel & Pettini (2008) combined high
ionization metal line systems within 5 Mpc of quasars with H I,
while determining high quality quasar redshifts and understanding
the large-scale environments of the quasars. They suggested that
the lack of detections in other studies was most likely the result of
inaccurate redshifts or missing environmental information.

In addition to studying H I, attempts have been made to study
He II proximity zones (e.g Jakobsen et al. 2003). Worseck et al.
(2007) used a combination of H I and He II to study the effect of
transverse proximity on the shape of the UV background, showing
that transverse proximity effect, even when undetectable in H I, can be
detected in He II and metals. Schmidt et al. (2017) utilized statistical
stacking in an effort to detect He II transverse proximity effects.
They utilized this statistical detection to place constraints on quasar
properties and the mean free path of He II-ionizing photons.

The active quasar contribution to the UV background can be
studied by combining a complete quasar sample with the large-
scale 3D distribution of metal species in the IGM, as quasar are
expected to dominate large scales (Furlanetto & Oh 2008). However
this contribution, as previously mentioned, is dependent on the degree
of quasar beaming, light echos (Visbal & Croft 2008), and AGN duty
cycles (Martini & Weinberg 2001).The effect of quasar duty cycle
can be examined using the variations in recombination and relaxation
times among various metal ionization species (Oppenheimer &
Schaye 2013). Quasar beaming is likely to add mostly variance to
a large blind sample of quasar proximity regions (with perhaps a
weak signal associated with small angular separation between the
studied gas and the observer). An accurate determination of the
impact of the quasar populations promises to provide information on
all these effects, with consequences for black hole mass assembly,
AGN outflows, and the contribution to the UV background associated
with star formation as an alternative source. All these elements are
necessary for an understanding of how the Universe comes to be
ionized and is kept ionized over cosmic time.

In this work, we explore the direct relationship of quasars and
metal absorption/ionization by grouping ISM and CGM absorbers
by their proximity to their closest quasars in SDSS-IV/eBOSS using
absorber frame stacking. Unidentified quasars bias any trends seen
therefore the identification of a complete quasar sample is critical
for the analysis. SDSS-IV/eBOSS was chosen as it is the most
complete (75 per cent to mr = 22 for Ly α forest quasars) large
spectroscopic survey of quasars. The absorbers are identified by H I

Ly α 1215.67 Å in quasar spectra. We build on the absorber frame
stacking analysis technique developed by Pieri et al. (2010b), Pieri
et al. (2014; hereafter P10b, P14). All comoving distances were
calculated using Planck 2015 cosmology (Planck Collaboration XIII
2016) with the ASTROPY cosmology package (Astropy Collaboration
2013; Price-Whelan et al. 2018).

This paper is structured as follows. In Section 2, we describe the
data and basic treatment of the spectra using masking and continuum
fitting. In Section 3, we outline the stacking methodology and cuts
made to the samples. Section 4 outlines the creation of a composite
spectra using a pseudo-continuum normalization and details the
usable portions and spurious signals in the composite spectra. In
Section 5, we detail the analysis of the metal absorption lines in
the composite. In Section 6, we compare our results to the global
photoionization rate. Section 7 discusses the results, giving a simple
picture. This is followed by conclusions in Section 8.

2 TH E DATA

2.1 Spectroscopic sample building

Our analysis uses the final sample of the eBOSS survey (Dawson
et al. 2016) taken from Data Release 16 (DR16; Ahumada et al.
2020) of the 4th incarnation of the Sloan Digital Sky Survey (SDSS-
IV; Blanton et al. 2017). These data were taken using the 2.5-m
Sloan telescope (Gunn et al. 2006) at the Apache Point Observatory
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and reduced with the standard SDSS eBOSS reduction pipeline
(v5.13.0). The DR16Q sample of quasars (Lyke et al. 2020) was
compiled through a combination of redshifts and quasar identification
procedures including visual inspection, the SDSS eBOSS pipeline,
supplementing earlier quasar catalogues (e.g. Pâris et al. 2017).
This sample contains 750 414 quasars, 225 258 of which have z

> 2.15. The locations of all of the quasars are utilized in the
analysis, but only the spectra of quasars obtained with the BOSS
spectrograph in the eBOSS or SEQUELS footprint (∼ 6250 deg2

of the 10 000 deg2 BOSS footprint; ∼6000 deg2 for eBOSS and
∼250 deg2 for SEQUELS) are studied for gas ionization properties.
This reduces the quasars included in the sample to 131 845 with z

> 2.15. This sample was chosen such that the studied gas is in the
footprint of higher quasar density compared to the wider BOSS
sample and provides a higher completeness. SEQUELS was the
BOSS pilot program for eBOSS as part of SDSS-III and therefore also
has higher completeness. These spectra have a resolution that varies
from R ≈ 1650 to R ≈ 2500 over a wavelength coverage of 3450–
10 400 Å. Calculating for a limiting magnitude of mr = 22 (though
the sample has a tail of quasars extending out to mr = 22.5 or so) and
comparing to the number density given by Palanque-Delabrouille
et al. (2016), our sample is approximately 75 per cent complete.

Quality cuts are applied to the spectra to ensure that the sample
selected is well understood. Therefore, any spectra with a Ly α forest
signal to noise below 0.5 is discarded from the sample. Additionally,
absorbers are only selected in regions with a bandwise (100 pixel
boxcar smoothed) signal to noise >3. This criterion provides an
unbiased sample of absorbers with satisfactory fidelity with respect
to the expected true flux transmission selected (see fig. 3 of P14).
While it is critical for a high-fidelity sample of systems to be studied
through stacking, we can be more inclusive about associated spectral
regions to be stacked. Low signal-to-noise spectra in the stack of
spectra are not expected to bias the mean or median stacked spectrum
(e.g. artefacts arising due to continuum fitting inaccuracy will not
generate sharp absorption-like features). We reject bands with signal
to noise <1 and λ > 7200 Å, where spline fitting cannot cope the
combination of low signal to noise and the loss of data due to the
masking of many sky lines. The region redwards of 10 200 Å, where
the data is typically poor, is also discarded. However, in practice, any
spectrum with a signal to noise high enough to provide a selected
absorber tends to be largely retained, so only a small portion of the
data is removed.

2.2 Principal component analysis continuum normalization

As with all quasar absorption studies, we must normalize the data
in order to isolate the absorption signal. Two different normalization
methods are used here. We apply the principal component analysis
(PCA) of Lee, Suzuki & Spergel (2012) and Lee et al. (2013) within
the Ly α forest for the selection of the absorbers, updating the DR9Q
sample of Lee et al. (2013) for the DR16Q sample. This required
masking identified DLAs and the correction of their extended wings.
In order to perform this, we use the DLA sample provided by the
DR16Q catalogue of Lyke et al. (2020). This DLA catalogue was
produced using the Parks et al. (2018) convolutional neural network
architecture with a confidence threshold of 0.9 and log NH I > 20.3.
Though we do not use the PCA continuum normalization outside
the Ly α forest, the procedure requires good fitting outside the forest
in order to make reliable forest fits. We therefore mask strong metal
absorption lines outside the Ly α forest. These masks were created by
a 3σ outlier flagging of pixels below the continua from spline fitting.
While this process does not determine the metal transitions giving

Table 1. Emission line mask used in the spline continua fitting.

Emission line λrest (Å) λMask (Å) ±λbuffer (Å)

Ly β 1033.03 1023–1041 5
Ly α 1215.67 1204–1240 10
O I 1305.42 1298–1312 5
Si IV 1396.76 1387–1407 10
C IV 1549.06 1533–1558 10
He II 1637.84 1630–1645 5
C III 1908.73 1890–1919 10
Mg II 2798.75 2788–2811 5

rise to the absorption, it is sufficient to identify them for removal prior
to PCA fitting. Two sets of eight PCAs created by Pâris et al. (2011)
and Suzuki et al. (2005) are fit, initially using an inverse-variance-
weighted least-squares fit to flux in 1216 Å < λ < 1600 Å in the
quasar rest frame. From the two fits, we select the one showing
the lowest reduced χ2. To fit to the Ly α forest (1030 Å < λ <

1216 Å in the quasar rest frame), a mean-flux regulation is applied.
The initial PCAs give an estimate of the continuum in the forest
but the amplitude is affected by the quasar power-law break and
spectrophotometric errors. The PCA continua is modified by

CMF = CPCA(λrest) × (a + bλrest), (1)

where a and b are the result of a χ2 fit of the mean flux and the
evolution of the mean flux given by Faucher-Giguère et al. (2008):

〈F 〉(z) = exp
[−0.001845(1 + zabs)

3.924
]
. (2)

2.3 Spline-based continuum normalization

Our PCA continua do not over extend over the entire quasar spectral
range of interest (covering only 1030–1600 Å). This is satisfactory
for the identification of Ly α absorbers, but associated metals may
arise in the full spectral range (3560–10 400 Å). Therefore, the
spectra used for the stacking step are normalized using an absorption-
rejecting cubic spline fit.

The spline fitting is conducted using nodes derived from the
median flux in 25 Å wide chunks, iteratively rejecting negative
deviations from the spline greater than 1σ in the forest and 2σ

outside the forest. As spectra are often dominated by noise in the
blue, a 100-pixel boxcar smoothing is used, rejecting any smoothed
pixels with a smoothed signal to noise less then 1. As emission
lines are, in general, too sharp to be fit by a smooth spline fit, the
peaks of emission features commonly seen in quasar spectra are
masked, with the higher and lower bounds given in Table 1 (λMask).
We discard a further wavelength range at the edges of the derived
spline fitted continuum of scale given by ±λbuffer since spline fits
are prone to unreliable deviations at their limits. Finally, we use the
same procedure for masking DLAs as described above.

The PCA continua give more reliable and unbiased absolute
flux transmission measurements needed for recovery of individual
absorbers (such as our sample of Ly α absorbers to stack). The spline
procedure fails to separate large-scale absorption blends from quasar
continuum and so can be biased low within the Ly α forest. On
the other hand, the stacking procedure below is invariant to such
biases since it measures small scale statistical excess absorption
with respect to local regions and such biases are erased in the
process of renormalizing the excess absorption with respect to
smooth variation in the stacked spectrum (see Section 4). The spline
fitting provides spectra that are smooth with respect to the width of
absorbers and remove the bulk quasar shape and amplitude from the

MNRAS 506, 5750–5763 (2021)

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/506/4/5750/6325193 by IN
IST-C

N
R

S IN
SU

 user on 05 M
ay 2023
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resulting spectra and thus avoid unwanted weighting in the stacked
spectrum. It also provides additional wavelength coverage, critical
to the analysis. This continuum fitting procedure does contribute
stochastic uncertainty to the stacking procedure and this is discussed
further in section Section 3.

3 STAC K I N G M E T H O D O L O G Y

Following the methodology described in P14, absorbers identified in
spectra from the DR16 quasar sample are studied through stacking.
Entire quasar spectra are stacked based on the position of an
absorber of interest (see Section 3.2 below). The entire spectrum
is treated as if it is a spectrum of the absorber of interest, even
though this is evidently not the case. The overwhelming majority
of the absorption present in each spectrum stacked is unrelated
to the systems selected, but by stacking many such systems this
largely uncorrelated absorption only adds a form of noise to the
stacked spectrum. P14 presented a exploration of their Ly α selection
function and in order to benefit from it here, we used the same data
quality requirements (as discussed in the previous section). Here, we
summarize the method used, though a more detailed explanation can
be found in P14.

3.1 Ly α absorption system selection

In order to select absorbers for study from the (PCA normalized)
spectra, we limit ourselves to the rest-frame wavelength range
1041 Å < λ < 1185 Å. The spectra are rebinned every 2 pixels
to increase the signal to noise and bring the resolution closer to the
size of one full width at half-maximum (FWHM) element (which
is approximately 2.3 pipeline pixels or 160 km s−1). In this way, we
reduce double counting to achieve a reliable bootstrap error analysis.
Ly α forest lines typically have a Doppler parameter of b ≈ 30 km s−1

(e.g. Hu et al. 1995; Rudie et al. 2012) or 50 km s−1 FWHM. Since
this is significantly less than the spectral resolution, the measured
flux transmission arises due to a combination of line strength and
the blending of lines within the bin. This is made particularly clear
where saturated absorption is found despite the fact that single non-
damped saturated Ly α line cannot generate such a signal in SDSS
spectra (P10b, P14). The quasar rest-frame wavelength range used
is the range between the quasar Ly α and Ly β emission lines and
excluding a conservative 7500 km s−1 from the quasar Ly α emission
redshift to avoid the selection of absorbers physically associated with
the quasar itself. The blue end limit eliminates the risk of selecting
O VI and Ly β absorbers. The remaining Ly α forest is assumed to be
the Ly α absorption caused by intervening gas clouds. While metal
absorber contamination occasionally occurs, P14 analysed the purity
from the stacked spectra and concluded that impurities were of the
level of 1–2 per cent and can be neglected (with some caveats at
specified locations in the resulting composite spectrum). The DLA
sample provided by the DR16Q catalogue of Lyke et al. (2020),
and excluded during our PCA normalization, is excluded from our
absorber identification. This list of absorption systems are separated
into various subsamples in the analysis, as discussed in Section 3.3.

3.2 Spectral stacking

Once the sample of absorbers is defined we must rescale wavelength
solution of the host spectrum for each marker such that each
marker lies at 1215.67 Å. In practice, this means dividing the entire
spectrum by (1 + zm), where zm is the redshift of the marker
(under the assumption that it does indeed arise due to the Ly α

Figure 1. The median stacked spectra of IGM absorbers with 0.25 <

F(Ly α) < 0.45 and 2.4 < z < 3.1. The blue line is the stack of all pixels,
and the orange-dotted line is the stack without Ly α forest contamination
(masking all Ly α forest pixels redward of 1216 Å in the absorber restframe).
The red-dashed line is the number of absorbers contribution to the pixels in
the unmasked stack. This illustrates the non-unity continuum bluewards of
Ly α.

transition). As explained in P14, this deredshifting procedure requires
no interpolation assuming that the entire spectral sample has a fixed
	log λ solution.

For the primary analysis, markers with a redshift of 2.4 < z <

3.1 are selected, where the minimum redshift is chosen such that
associated O VI is always in the observational band (for SDSS
spectra). If we did not require this, the systems studied in C IV (for
example) would not all be observable in O VI and a difference in mean
redshift would result. This requirement also ensures that sample size
is mostly unchanged irrespective of λ over the range of interest (see
Fig. 1). However, for 2.05 < z < 2.4 we were not able to provide such
sample homogeneity and so we do not study O VI at these redshifts.
Here, the minimum redshift selected is the minimum of the Ly α

forest in quasars in BOSS and eBOSS.
The high and low 3 per cent outliers in the stack of spectra for every

point in the absorber frame grid are clipped. The resulting 2D stack
of spectra are then rebinned in the wavelength direction by a factor of
2 pixels (138 km s−1) to reflect the resolution and match the binning
of the absorber selection. The median of this resampled grid is then
calculated, giving what we call ‘the stacked spectrum’. The stacked
spectrum has two sources of uncertainty. The first is the pipeline-
estimated observational error from the individual spectra. The second
arises due to absorption in the stack of spectra not associated with the
selected absorber. P14 found that the error for transitions measured
outside the Ly α forest is of the order of the observational error.
However, inside the Ly α forest the uncertainty is dominated by this
contaminating absorption. In order to include this additional source
of error here, the stack of spectra is bootstrapped resampled, where
a bootstrap element is one selected absorption system. If a quasar
spectrum has multiple absorption systems, then the stack of spectra
includes multiple copies of the quasar spectra deredshifted to the
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systems’s restframe, and are thus treated as separate elements of the
bootstrap. Morrison et al. (in preparation) explores the error analysis
in more detail and find that 1000 bootstrap realizations are required to
completely sample the noise in the stacked spectrum. Each of these
bootstrap realizations was treated the same way as the data; they
provided a stacked spectrum characterized by the median statistic.
The 1σ uncertainty at every wavelength in the stacked spectrum was
derived from the standard deviation of this 1000 bootstrap stacked
spectra.

Redwards of the Ly α absorber selected, there is a region that has
a mix of spectra with Ly α forest contamination and without it. To
improve sample homogeneity, P14 produced two different stacked
spectra for each sample, one where all Ly α forest pixels redwards of
selected Ly α absorption are not allowed to contribute to the stack of
spectra, and another where they are allowed to contribute. The choice
of which to use was optimized as a function of wavelength based on
a comparison of the error estimation. In this work (see Fig. 1), the
choice is immaterial since the associated metals studied are either
always in the Ly α forest (O VI and Si III) or never in the Ly α forest
(Si IV and C IV).

3.3 Absorption system subsamples

The primary interest here is studying the significance of 3D proximity
to quasars, but in order to do this we must define consistent and
somewhat homogeneous sets of Ly α absorption systems to study.
We focus on two distinct regimes demonstrated in P14 and further
established in Morrison et al. (in preparation), a sample of systems
showing IGM properties and a sample that is at least partly driven by
CGM conditions. The basis for this argument rests on comparison to
Lyman break galaxy samples, the presence of low-ionization species,
which drive one to CGM-like models and the relatively high bias of
these systems.

To explore the properties of only the IGM, only the two weakest
bands used in P14 are used, giving a combined flux transmission
bin of 0.25 ≤ F(Ly α) < 0.45. These bands were identified as being
predominately associated with IGM absorbers. This is supported
by the lack of low-ionization features and the presence of more
characteristic high ionization lines. By contrast, the three strongest
flux transmission bins from P14 [−0.05 ≤ F(Ly α) <0.25] were CGM
regions with varying purity depending on Ly α strength, partly due
to noise incursions by weaker absorbing pixels that properly belong
in the weaker absorption band above. Therefore, they are described
as mixed CGM stacked spectra for the remainder of the analysis.
The flux transmission bins from P14, were combined into two single
analysis flux transmission bins (IGM and Mixed CGM) to maximize
the statistics and facilitate various cuts of the single list of markers

The survey footprint is broken up into HEALPIX1 of approximately
1 deg in radius using the HEALPY package with nside = 64 (Zonca
et al. 2019). The comoving distance to quasars for every absorber is
calculated for quasars within the nearest eight HEALPIX.

The systems are grouped by distance to the closest known quasar.
The grouping is set by the distance ranges shown in Table 2. The
resulting groups of Ly α absorbers are then utlized to produce stacked
spectra. These boundaries were chosen in order that each subsample
has adequate statistics, while preserving sufficient refinement to
probe the shape of the large scale proximity effects. Table 2 gives the
number of absorbers in each subsample.

1http://healpix.sf.net

Table 2. Number of IGM & Mixed CGM absorbers used in each subsample
stack based on comoving distance to nearest quasar.

Separation 2.05 < z < 2.4 2.4 < z < 3.1
(cMpc) IGM CGM IGM CGM

All absorbers 163 003 72 885 279 765 137 556
r ≤ 30 20 532 10 058 16 161 8961
30 < r ≤ 50 46 431 20 867 44 920 22 184
50 < r ≤ 70 52 520 23 123 68 570 33 085
70 < r ≤ 90 31 523 13 813 66 706 32 877
90 < r ≤ 110 10 025 4123 46 036 22 257
r > 110 1972 827 36 957 17 972

Table 3. Number of IGM absorbers used in each subsample composite of
integrated r-band flux of all quasars within 1 deg.

Integrated Flux 2.4 < z < 3.1
(Jy) IGM

All Absorbers 279 765
≤ 361 20 728
361–458 29 753
458–475 6261
475–605 61 718
605–720 53 424
720–787 23 814
787–970 41 639
> 970 42 428

To study the effect of the integrated flux from quasars incident
on the absorber, the sample of Ly α absorbers was alternatively split
based on the integrated quasar flux in the SDSS-r band from all
neighboring quasars (within 1 deg of the absorber). To facilitate this,
effects such as light traveltime (i.e. quasar variability) and quasar
beaming are neglected, with the basic assumption that luminosity
seen on Earth is isotropically radiated and constant with time. The
physical distance between the absorber and any given quasar is
related to the comoving separation via the cosmological scale factor,
D = a(z)Dc, calculated at the mean redshift of the pair. Using this, the
apparent magnitude of the quasars, assuming isotropically radiating
quasars, are calculated at the location of absorber (or marker) with
mr = 5.0(log10(D) − 1) + Mr. From this, the apparent flux of from
each quasar is calculated, fr = 3631 Jy × 10−.4mr , and the integrated
flux in the SDSS-r band, Fr = ∑

qsofr, at each absorber is obtained.
The list of markers is then cut into subsamples of integrated quasar
flux evaluated in the SDSS-r band (Table 3). These subsamples of
Ly α absorbers were then used to produce stacks. Table 3 gives the
number of absorbers in each subsample.

4 CREATI NG A COMPOSI TE VI A
PSEUDO-CONTI NUUM N ORMALI ZATI ON

The stacked spectra, seen as the blue line in Fig. 1, clearly shows
absorption features associated with the Ly α absorption systems
selected, but it can not yet be regarded as a composite absorption
spectrum of these systems. The stacked spectrum of these systems
shows various broad absorption effects, that are unrelated to these
systems. The most obvious is the broad trough seen from ∼900 to
∼1300 Å. This arises due to the strong contribution of uncorrelated
Ly α forest absorption. Indeed the suppression is at the level of 20–
30 per cent, as approximately expected for the mean flux decrement
of the Ly α forest. In order to study the individual features and arrive
at a composite spectrum of them, one has to correct for this for this
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Table 4. Wavelength regions used to calculate the pseudo-continuum.

Absorption
feature λrest (Å) λlow (Å) λhigh (Å)

O IV 1031.912 1027.7–1030 1039.5–1042
C IV 1548.202 1542–1546 1553.25–1557
Si IV 1393.76 1388.5–1391.5 1396–1399
Si III 1206.51 1202–1205 1208–1211

uncorrelated absorption. We do this by renormalizing the spectrum
via a ‘pseudo-continuum fitting’ (P10b).

The method used by P14 to create a full pseudo-continuum of
the stacks is similar to the process of spline fitting of the individual
quasars. However, the stacked spectra is fit with a series of splines
for regions of broadly similar broad flux suppression. This series of
splines are joined to create a pseudo-continuum. The flux decrements
of the calculated pseudo-continuum is added to the stacked spectra,
resulting in a composite spectrum where all remaining absorption is
assumed to arise due to intrinsic lines.

The decision to apply the pseudo-continuum normalization in an
additive method was chosen as P10b argued that, at the resolution
of SDSS, contamination absorption would occur within the same
resolution element without overlapping the feature of interest in an
ideal spectra and thus is more accurately described as additive in flux
decrement rather than additive in optical depth.

There is an error in this process, which is associated with the
uncertainty in the stack spectrum and inflates the errors in the
(pseudo-continuum corrected) composite spectrum. Morrison et al.
(in preparation) sought to include the uncertainty in this process
by performing an ‘end-to-end’ bootstrap analysis in which the
realizations were also pseudo-continuum fitted. Morrison et al. (in
preparation) found that the additional error due to pseudo-continuum
fitting was a small correction. Hence, we take the bootstrap errors
from the stacked spectra for increased speed in this analysis.

As this study was only focusing on a few features for multiple
subsamples, the process used for the analysis of the metal lines in
these stacks deviated from the method of P14 for metal line analysis,
rather then computing a pseudo-continuum of the entire stack, only
the features of interest to the analysis were pseudo-normalized. This
process is similar to the locally calibrated pixel method, where the
flux decrement of a pixel is calibrated by the neighboring pixels
being normalized (Pieri et al. 2010a). To do this, five rebinned pixels
on either side of the absorption feature of interest (Table 4) are
used to calculate a linear continuum over these 10 pixels plus the
line of interest. This fit was multiplied by the stack, resulting in
a composite spectra around the feature of interest. Therefore, the
errors calculated from the bootstraps during the stacking are simply
propagated through the local continuum fit.

4.1 Usable portions of the composite and spurious signals

The goal is to probe the effect of quasars on the IGM, hence only
the high-ionization metal lines, which are seen in all five of the
flux transmission bins probed by P14, are examined. These are
O VI (1032,1037 ÅÅ), Si IV (1394,1403 ÅÅ), C IV (1548,1551 ÅÅ),
and Si III (1206.5 Å), however, in the cases of doublets, only the
stronger of the two lines is analysed. Fig. 2 shows the metal feature
composite spectra for various quasar proximity scales. Composite
stacks for additional scales, and other analysis samples, are included
in Appendix A. Morrison et al. (in preparation) explores the full
population of absorbers in the full composite contributing to the

Figure 2. The median composite spectrum for our fiducial case (IGM
systems at 2.4 < z < 3.1) focusing on particular metal lines for various
quasar proximity with local. The black-dashed line is the wavelength of the
metal line analysed, and the grey-dotted line (where applicable) is the location
of the weaker line of the doublet.

central 2-pixel bin in the composite. However, here the simpler path
is taken and we analyse the typical properties of the composite using
properties determined by the median composite spectrum.

As previously mentioned, sometimes absorbers due to transitions
besides H I Ly α get selected. This confusion results in spurious
features appearing in the composites. Here, the wavelength ratio
between the misidentified transition and another metal transition is
similar to that of H I Ly α and a metal transition. This can cause
confusion and blending. However, our analysis is limited to pixels
closer then any potential blending and therefore is unaffected by such
confusion.

In order to characterize the typical metal populations at various
physical separation, only the central 2-pixels bins are analysed to
determine the population properties. While one would naively as-
sume that the best way to determine the characteristic properties (flux
decrement, column density, and Doppler parameter) of the composite
is to do full profile analysis, the full profile is a degenerate mix of
contributions such as large-scale structures and metal complexes.
Therefore, the analysis is conducted using the central 2-pixel bin,
which characterizes the typical properties the population, as this is
the same scale used for selection of the Ly α absorbers.

Hereafter, composite metal flux transmission means the 2-pixel
central pixel bin of the median stack normalized using the method
described here.

5 METAL ABSORPTI ON AND PROX I MI T Y TO
QUA S A R S

Here, we present measurements probing the effect of quasar proxim-
ity on metal ion column density. We do this by studying the associated
metal absorption for subsets of absorbers defined by their apparent
physical proximity to quasars. We perform this in two ways; initially
we split the sample by separation to nearest quasar (and thus assume
that the nearest quasar dominates), we then sum the contributions of
all quasars to calculate (and then split by) the total integrated r-band
flux inferred for each system.

The word ‘apparent’ above is key. Current quasar samples are
significantly incomplete and the sample used here is no different
despite being the largest survey of Ly α forest quasars ever assembled.
This means are our ability to group by closest quasar or integrated
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Figure 3. The composite flux transmission of IGM (2.4 < z < 3.1) metal
absorption lines as a function of quasar proximity, with the corresponding
mean redshift of the absorbers in each composite spectra. The grey-dotted
line shows the composite metal flux transmission of the respective line in the
flux transmission of all IGM (2.4 < z < 3.1) absorbers regardless of quasar
proximity.

flux is fundamentally limited. Missed quasars will mean that many
systems will have overestimates of the distance to the closest quasar
mixed in with systems with correct estimates. On the other hand,
the impact of missing quasars on the integrated flux will not be so
binary leading to varying degrees of lost contribution for essentially
all systems. These effects will tend to dilute the signal presented
here, and thus a non-detection of sensitivity to quasar proximity is
not conclusive, but conversely a statistically significant signal will
be robust (even if the signal amplitude is difficult to interpret). Given
these limitations, our goal is to demonstrate a method that can be
applied to more complete future surveys, and observe early signs of
interesting effects.

5.1 The intergalactic medium system sample

As explained in Section 3.3, we regard our purest sample of inter-
galactic systems to be defined as those with a Ly α flux transmission
0.25 ≤ F(Ly α) < 0.45 based on the results of P14. This result is based
on an investigation of the selection function based on comparisons
to high-quality spectra, samples of Lyman break galaxies, and
simulations in the redshift range 2.4 < z < 3.1. We therefore regard
this range in flux transmission and redshift to provide our fiducial
results. Fig. 3 shows the composite metal flux transmission for this
fiducial sample (2.4 < z < 3.1) in subsamples as a function of
separation to closest quasar. Table 5 shows test of agreement with
the null case for this sample (and our other samples). O VI shows a
greater than 4σ detection of dependence on quasar proximity, C IV

and Si IV are both significant at approximately the 2σ level, while
Si III is consistent with the null case.

The O VI 1031 transition follows a trend of stronger absorption
for closer quasar proximity for scales �50 cMpc h−1. Assuming that
closer quasar proximity equates to additional ionizing photons, this
would appear to indicate a greater degree of ionization from O V to
O VI. On the other hand, for �50 cMpc h−1 there are tentative signs
of weakening O VI absorption to the smallest scales studied, perhaps
indicating yet further ionization to O VII dominates.

C IV and Si IV show a weak trend of stronger absorption for closer
proximity. Again assuming that the closest quasars dominate overall
and that their closeness result in a significant increase in ionizing
photon intensity for the studied systems, some initial interpretation

is possible. These results suggest a greater degree of ionization from
C III to C IV and from Si III to Si IV, though some balancing may
be necessary with regards to silicon given the lack of a significant
opposite dependence for Si III perhaps meaning that ionization from
Si II to Si III is also needed.

For each subsample in each panel of Fig. 3, we provide the mean
sample redshift. These curves are the same for every panel, except
for O VI, because some systems in each subsample have redshifts
too low for measurement of O VI absorption. However, we show
one curve per measurement panel for simplicity. Overall, our results
shows a slight trend towards higher redshifts for larger separations.
This arises due to the fact that there is a higher density of quasars per
unit comoving volume at lower redshift. Overall, the redshift range
of quasars used is sufficiently limited and the resulting difference in
mean absorber redshift is sufficiently small that redshift evolution is
expected to be weak (Schaye et al. 2003; Aguirre et al. 2004, 2008).

Fig. 4 shows the composite flux transmission of C IV, Si III, and
Si IV for the low-redshift IGM sample (2.05 < z < 2.4). None of
the species studied here show sensitivity to quasar proximity at the
2σ level. This is largely because the most significant case, that of
O VI, is inaccessible at these redshifts. It is also because the already
weak signal for C IV and Si IV in our higher redshift fiducial sample
is weaker still here and no longer reaches this threshold. Signs of
a trend towards stronger C IV absorption when a quasar is closer
in particular is no longer apparent with deviations from the mean
absorption showing no signs of any trend.

5.2 The Mixed CGM system sample

While the goal is to study the impact of large-scale proximity
to quasars using IGM metal absorption, the mixed CGM sample
identified in P14 and selected with −0.05 ≤ F(Ly α) < 0.25 may
also prove useful. As previously noted, a significant contribution to
the high ionization metal lines in the CGM bins is still expected to be
from the IGM. In some cases these systems are expected to be IGM
absorbers proximate to galaxies and therefore may be dominated by
galaxies as a source of ionization and insensitive to quasar proximity.
In other cases, they are IGM contaminants to the CGM selection. On
the one hand, the definition of this sample is more complex and on
the other the strength of the absorption may boost the measurement
accuracy.

Fig. 5 is the mixed CGM equivalent plot to our fiducial result and
Fig. 6 is the mixed CGM equivalent to the low-redshift plot.

At higher redshifts (Fig. 5), clear signal is seen for stronger
absorption seen with closer proximity for O VI, with a step-like
transition at ∼90 cMpc h−1 here. In contrast to the fiducial IGM-only
result, there are no signs of a turnover at ∼50 cMpc h−1, however,
the O VI absorption signal does seem to plateau on scales below
∼80 cMpc h−1. Overall, O VI absorption shows a greater than 5σ

detection of sensitivity to quasar proximity here. C IV seems to follow
a similar pattern to the fiducial case, though the significance of the
detection of quasar proximity is higher (greater than 4σ ). Hints of
a signal in Si III also follow a similar trend though they approach
2σ here. Si IV show now significant dependence on quasar proximity
here.

As before, there is a weak and insignificant drift in mean redshift
as a function of distance to nearest quasar and O VI mean redshifts
are on the whole a little higher than for the other species but none
of this approaches the level that might indicate that they could be a
cause for the signal seen. These trends are compared with our fiducial
analysis in Section 7.
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Table 5. The χ2 test for agreement with the null case where the subsamples split by quasar proximity (or
integrated quasar flux) are statistically consistent with mean for the full sample. There are 5 (7) degrees of
freedom (accounting for the loss of 1 deg in comparing with the mean). Note that 1σ is 5.9 (8.2), 2σ is 11.3
(14.3), 3σ is 18.2 (21.8), 4σ is 26.8 (31.0), and 5σ is 37.1 (41.8).

Ion IGM high z IGM Mixed CGM Mixed CGM IGM
(Fiducial) low z high z low z integrated intensity

O VI 1031 32.1 ... 43.4 ... 17.6
C IV 1548 12.9 9.3 33.6 9.3 7.2
Si III 1207 4.5 6.0 9.1 18.8 3.8
Si IV 1394 10.9 7.5 5.1 5.4 15.7

Figure 4. Same as Fig. 3 but for low-z (2.05 < z < 2.4) IGM metal flux
absorption lines.

Figure 5. Same as Fig. 3 but for Mixed CGM (2.4 < z < 3.1) metal flux
absorption lines.

Fig. 6 shows a hint of signal of a reversal for C IV with respect to
the other measurements whereby C IV absorption may be weakening
where quasars are more proximate. Si III appears to peak at around
∼100 cMpc h−1 with a 3σ significance. Si IV shows no significant
signs of a quasar proximity dependence. These trends are compared
with our low-z IGM sample analysis in Section 7.

5.3 Integrated effect of proximate quasars

Since every absorber experiences different ionizing radiation de-
pending on the number of proximate quasars, and their respective
distance, an attempt was made to explore the relationship between the

Figure 6. Same as Fig. 3 but for low-z (2.05 < z < 2.4) mixed CGM metal
flux absorption lines.

integrated flux of quasar radiation incident on the absorber and metal
absorption. For this, we produced a set of composite spectra with
absorbers subsampled based on the integrated flux from proximate
quasars at the location of the absorbers for the fiducial redshift
range and IGM absorber sample. For simplicity, we calculated the
integrated flux in the SDSS-r band,

Fr =
∑

qso

fr =
∑

qso

3631 Jy × 10−.4mr , (3)

for each absorber, where mr is the apparent quasar magnitude seen by
the absorber (See Section 2 for more details). The same sample splits
of Ly α absorption strength and redshift employed in the fiducial
analysis are utilized here.

We assumed that r-band flux observed was radiated isotropically
and integrated all the contributions based on the distance to the
system selected. In this, we ignored that this flux is not the ionizing
flux, and that the energy is biased with respect to the required energy.
The true energy is both redshift and species dependent.

Fig. 7 shows the composite metal flux transmission for the fiducial
IGM sample (2.4 < z < 3.1), as well as the mean redshift for
each composite with subsamples of integrated r-band flux. It broadly
mirrors what is seen with the ‘distance to closes quasar’ approach
shown in Fig. 3, but appears to do so with poorer statistics. It should
be noted, of course, that when comparing ‘distance to closes quasar’
and integrated r-band flux, the expected signal is inverted. As in the
main analysis, O VI absorption appears to be stronger when quasar
proximity is more pronounced and the disagreement with the null
result is at the ∼ 2.5σ level here. Again Si IV absorption sensitivity
to quasar proximity is somewhat significant (this time to greater than
2σ significance), but C IV does not show a significant signal despite
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Figure 7. The IGM (2.4 < z < 3.1) metal flux transmission as a function
of integrated quasar flux of all quasars with in 1 deg on the sky, with the
corresponding mean redshift of the absorbers in each composite. This is an
alternative estimator of quasar proximity to that shown in Fig. 3. In comparing
the two, it should be noted that the sign of the expected effect is inverted in
the x-axis since a smaller distance to quasars will tend to lead to a larger
flux. The grey-dotted line shows the stacked metal flux transmission of the
respective line in the composite spectra of all IGM (2.4 < z < 3.1) absorbers
regardless of quasar proximity.

a mildly significant detected seen for the fiducial estimator. Si III

continues to show no significant effect.
It would appear that this estimator of quasar proximity is more

sensitive to incompleteness of the quasar sample, as discussed in
detail in in Section 7, and therefore dilutes the signal present in the
data more severely. This dilution is seen as noise in the individual
points when compared to the expected trends. Again differential
redshift drift between the subsamples is minimal.

6 C O M PA R I S O N TO TH E G L O BA L
P H OTO I O N I Z AT I O N R ATE

Here, we set out a useful straw-man model to explore our results.
Let us assume a simple scenario were all quasars contribute the same
ionizing flux, which where inhomogeneity exists it is dominated
by one local quasar and the associated metal species abundance is
entirely homogeneous. In such a scenario, the mean metal absorption
seen in our analyses should be reached at the scale where the local
quasar contribution to the photoionization rate reaches that of the
UV background. We build such a simple model and compare to our
results.

We calculate the photoionization rate of various ionization species
of oxygen, carbon, and silicon as a function of quasar distance using
the luminosity of an average quasar (Lusso et al. 2015), a power law
spectral slope determined from quasar stacking (Scott et al. 2004;
Shull, Stevans & Danforth 2012; Stevans et al. 2014; Lusso et al.
2015) and the photoionization cross-section (Verner et al. 1996).
We compare this to the photoionization from the UV background of
quasars and galaxies (Haardt & Madau 2012).

Fig. 8 illustrates the effective net photoionization rate, compared
to the UV background, for O VI, C IV, Si III, and Si IV. It illustrates
that close to quasars there can be an excess in the photoionziation rate
for these metals, while at large distances a decrease compared to the
average UV background due to a dearth of close quasars. However,
as quasars spectra are characterized by a range of luminosities in
addition to a range of power laws, the excess close to quasars could
be greater than is illustrated here.

Figure 8. The net photoionization rate (
in − 
out) of O VI, C IV, Si III, and
Si IV due to a quasar as a function of distance using various quasar power-law
slopes from Lusso et al. (2015; blue), Scott et al. (2004; red), Shull et al. (2012;
green), and Stevans et al. (2014; orange). This assumes a average quasar flux
of F (1122.0 Å) = 1.8 × 10−15 and a photoionzation cross-section derived
from Verner et al. (1996). The dot–dashed black line is the photoionzation
rate from the galaxy + quasar UV background from (Haardt & Madau 2012)
evaluated at z = 2.829.

At close distances to quasars, there exists an excess in the
photoionization rate of all of the ions analysed here. However, the
scales projected by the model for the transition from an excess to a
deficit in metal species abundance (∼10 cMpc h−1) is inconsistent
with the scale of the same transition in our results (∼90 cMpc
h−1). While our distance to the closest quasar might be statistically
overestimated, it is implausible to overestimate to the degree required
to agree with these models and still see a signal. The fact that we
see a signal on scales incompatible with this model, suggest that this
model is too simple. A potential bias, neglected in this simple picture,
arises from the fact that the photoionization rates are calculated using
the average quasar luminosity therefore they are underestimated for
the brighter quasars. This goes to show that the quasar luminosity
function has a major impact, and that the variations appear to be
driven by a small population of bright quasars, perhaps combined
with post-helium reionization.

Note that the results of Section 5.3 are not directly comparable
to the UV background models discussed here, and shown as the
dot–dashed black line in Fig. 8, as those model values are based on
the integrated intensity of the photons directly associated with the
transition and not the SDSS-r band intensity.

7 D ISCUSSION

The primary goal of this work was to measure large-scale UV
background inhomogeneity in three dimensions. This was attempted
through stacking of Ly α forest absorbers measuring the associated
variation in the metal absorption strength with respect to apparent
proximity to quasars. In light of the limitations of current massive
spectroscopic surveys of quasars, this study is chiefly a demonstration
that promises to be particularly impactful in upcoming generation of
massive spectroscopic surveys. Nevertheless, this study allows some
early conclusions to be drawn. Clearly, significant effects are seen
on scales of ∼30 to ∼100 cMpc h−1 even though this is much larger
than one might naively expect based on simple straw-man models
such as that presented in Section 6. Overall, our results show either
a non-detection of sensitivity to quasar proximity or increased high
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ionization species absorption closer to quasars. However, it is unclear
whether this arises due to more intense UV radiation near quasars or a
hardening of the the UV radiation spectrum (or indeed a combination
of the two).

In this section, we will focus initially on our fiducial IGM, 0.25
≤ F(Ly α) <0.45 and 2.4 < z < 3.1, and then compare this to mixed
CGM samples, an alternative approach of assessing the impact of
quasar proximity through the calculation of integrated incident flux.
We will also discuss the limitations of this work and how we hope to
address them in future surveys.

The sample of quasars used here is only approximately 75 per cent
complete to a limiting magnitude of mr = 22. Beyond this limit,
there is a tail to mr = 22.5 and even mr = 23 (where the eBOSS
completeness drops off dramatically). As a consequence, these
results have large potential biases due to quasar incompleteness. For
each absorber included, it is possible that there is a closer unidentified
quasar than the one used to define the quasar proximity subsample
to which it belongs. Therefore, the larger separation composites will
most likely be contaminated by closer separation systems. This will
also reduce the statistics in the closer separation bins, reducing the
significance in those bins. Hence, our fiducial result systematically
over estimate the distances and blur the differential measurement we
seek. For this reason, only preliminary interpretation will be explored
here and limited to the signal detection and difference rather than
amplitude.

The composite metal flux transmission for the fiducial IGM
analysis [0.25 ≤ F(Ly α) <0.45 and 2.4 < z < 3.1] is broadly
consistent with the trend that closer quasars result in more ionizing
photons and therefore more ionzation to higher ions O VI, C IV, and
Si IV (and even Si III if ionization to Si IV is exceeded by ionization
from Si II). The exception is that on the smallest scales studied
O VI appears to invert this trend and shows weaker absorption for
�50 cMpc h−1 subsample. This could be explained by O VI being
ionized further to O VII. No such inversion is detected for C IV, Si III,
and Si IV and part of the explanation may be their poorer statistics.
The C IV measurement in particular certainly does not rule out such
an inversion. If these other species are statistically inconsistent with
O VI, the picture seen is a curious one. A full investigation using
simulations appears necessary, but we may speculate here on the
cause. The source of the effect is likely to stem from the fact that the
energy required to ionize O VI to its next ionization species is higher
than the other species being measured here. The ionizing photons
needed are sufficiently hard that one must appeal to nearby quasars as
the source. Conversely, C IV, Si III, and Si IV are readily ionized out of
(and into) the measured species by galaxies. Therefore, these species
are less sensitive to quasar proximity than O VI. In summary, the O VI

fraction appears to increase and then decline with increasing distance
to the nearest quasar as the incident ionizing flux declines, while the
fraction of other measured species appear to decline gradually and
monotonically due to the continued presence of required ionizing
sources. This is an additional effect not seen in the simple model
of Section 6, which if confirmed would reinforce the picture that
rare bright sources play a key role on the scales that we begin to
probe here (perhaps combined with incomplete helium reionization
effects).

Our most statistically significant detection of quasar proximity
effects arise in what we call the Mixed CGM sample (greater than
5σ for O VI and greater than 4σ for C IV). They are so called because
when these stronger absorbers are found in the moderate resolution
SDSS spectra they typically arise in regions within or near the CGM
of Lyman break galaxies and their extended absorption analogues.
P14 shows that the mixed CGM sample has a higher mean column

density and that some of the gas probed has a density higher by more
than 2 order of magnitude. Since the Ly α signal selected is stronger,
it is natural that the metal signal is stronger; the mean signal in these
samples is between four and ten times stronger than the fiducial
results. As a result, although the quasar proximity signal is stronger
here, one cannot claim that quasars have stronger ionizing impact on
extended CGM regions based on this work alone.

Further investigation is needed to ascertain the comparative impact
on IGM and CGM regions. However, some interesting trends present
themselves. It is striking that a clear signal is seen in both O VI

(>5σ ) and C IV (>4σ ) on very large scales (at ∼90 cMpc h−1). The
C IV measurement is similar to that seen for the IGM fiducial sample.
O VI, however, appears to show a different trend. The turnover in O VI

absorption strength at ∼50 cMpc h−1 is not apparent for the mixed
CGM sample. The higher density gas among the mixed CGM sample
appears to be the key physical difference between this sample and the
fiducial IGM sample. This higher density gas is expected to lead to
a higher recombination rate. On the other hand, CGM absorbers are
exposed to higher levels of UV radiation due to local galaxies. Our
results seem to indicate that the increased recombination dominates
since the ∼50 cMpc h−1 potential signal of O VI ionization to O VII is
no longer present, and the dominant species showing silicon structure
is Si III here instead of Si IV.

Overall, despite the mixed nature of the Mixed CGM sample, we
find it informative that the results agree to first order with the fiducial
IGM sample but with interesting signs that we are able to probe a
lower ionization potential regime. Clearly, modelling effort is needed
in order to derive detailed physical properties from this mixed CGM
sample.

On the face of it, the low-redshift version of both the fiducial IGM
and the Mixed CGM samples appear to show little more than noise.
By comparing both with the higher redshift counterparts, however,
hints of a pattern may be emerging. Clearly, we must limit ourselves
to discussion of C IV, Si III, and Si IV since O VI is inaccessible at
these lower redshifts. For both the IGM and Mixed CGM samples,
a trend in C IV at high redshift becomes insignificant at low redshift.
The change is weak for the IGM sample, but is very pronounced
for the Mixed CGM sample (going from > 4σ to < 2σ ). Our high
redshift sample corresponds to the tail of helium reionization and an
epoch where residual UV background inhomogeneities (particularly
for hard photons) are still expected on large scales. Our low-
redshift sample appears to probe the Universe significantly after
the end of He II reionziation where the mean free paths of the UV
photons is once again much larger than the separation of sources.
Our results hint at this trend since ionization from C III to C IV is
sensitive to hard photons and the trend of significant weakening
of C IV signal maybe be consistent with declining UV background
inhomegeneity as the Universe leaves the post-helium reionization
epoch (Haardt & Madau 1996; Agafonova et al. 2007). Also there
may be signs of Si III signal beginning to emerge at low redshifts,
again particularly for the Mixed CGM case (going from <2σ to
>3σ ). The largest separation subsample (�110 cMpc h−1) gives the
impression of an inversion compared to previous results, with an
apparent drop in transmission, but this deviation of ∼1.5σ from
the null is not statistically significant. The second largest separation
subsample (∼100 cMpc h−1) follows the general trend of our other
measurements with a ∼3σ excess flux transmission. C IV and Si IV

are both consistent with the null (<2σ ). The comparison of C IV

and Si III may suggest that this evolution should not be quickly
dismissed as simply a decline in statistics at low redshift. Neither
is it conclusive, however, and these tentative signs of evolution are
chiefly an indication of what can be explored fruitfully in future data.
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One must keep in mind a couple of caveats when comparing
low and high redshifts. First, the classification of blended absorbers
as IGM or CGM by P14 was only studied for our high redshift
sample, and treating the Ly α selection function for the lower redshift
sample is a somewhat untested extrapolation (one motivation, the
presence of low ionization species in optically thin gas, is seen
for this low-redshift sample). Furthermore, the quasar sample used
here is a magnitude-limited sample, but it is preferable to use a
luminosity-limited sample. The size of the analysis bins, in redshift
space, minimizes this effect, however, the fiducial redshift sample
(2.4 < z < 3.1) is large enough that there is a significant difference
in the luminosity distance correction between quasars at the low and
high end of the redshift bin. The low-redshift bin is not as susceptible
to this unwanted dependence as the difference in correction is not
as strong. This dependence will also contribute to the differences
between the high and low-redshift samples, causing confusion
mismatches that preclude a detailed comparison at this stage.

The use of integrated quasar flux shows results consistent with
those using distance to closest observed quasar (noting the inverted
x-axis for the direction of increased ionizing flux). They are,
however, noisier, indicating that they suffer more from the impact
of incompleteness in the sample. They are included chiefly as a
demonstration of desirable analyses when future surveys provide
greater completeness.

We have assumed throughout this work that the noise in the
analysis is Gaussian. It should be noted that when a study performs
many tests for signal in noisy data, like ours, spurious effects become
more probable (a form of ‘look elsewhere effect’). In our 18 tests,
approximately one 2σ apparent detection is expected due to noise
alone, assuming they are independent. Of course our four integrated
flux results are not independent of our fiducial analysis, given their
common sample, but the fact remains that our weak 2σ detections
should be treated as very preliminary. On the other hand, three of our
>3σ detections are not marginal and our O VI results are particularly
robust. The overall picture presented in Morrison et al. (2019) of
inhomogeneities in the O VI on several 10 s of cMpc is strongly
supported here, despite the very different data and analysis methods
used. Indeed, we are able to go further than that work and confirm that
these inhomogeneities are at least correlated with quasar positions.

The expanded sample of quasars provided by WEAVE-QSO
(Pieri et al. 2016) will enable the subsamples based on quasar
proximity to probe smaller scales. To compare the amplitudes of the
O VI signals would require large-scale radiative transfer simulations
with a prescription for outflows and realistic UV inhomogeneities
to address the potential pre-enrichment of the IGM. Within the
Javalambre-Physics of the Accelerated Universe Astrophysical
Survey (J-PAS; Benitez et al. 2014) footprint, and even more
so within the Hobby-Eberly Telescope Dark Energy Experiment
(HETDEX; Adams et al. 2011) spring field, in WEAVE-QSO,
the identified quasar populations, whether observed with WEAVE
or just identified with J-PAS, will facilitate the addition of a
luminousity cut, eliminating the unwanted redshift dependence
currently contaminating the SDSS-IV/eBOSS analysis.

8 C O N C L U S I O N S

Large-scale modulation of the UV background and its dependence
on quasars was explored through study of the homogeneity of
metal ionization species. This was achieved through absorber frame
stacking of Ly α systems in SDSS-IV/eBOSS with varying three-
dimensional proximity to quasars. The goal was to study differences
in the associated metal absorption in the resulting composite spectra.

We do this for two classes of Ly α absorption systems: IGM absorbers
and those which have revealed strong CGM properties (which we call
a ‘mixed CGM sample’). We also perform the analysis in two redshift
windows: a high redshift sample at 2.4 < z < 3.1 and a low redshift
one at 2.05 < z < 2.4. Only our high-redshift window provides data
for our most informative species, O VI, and this, combined with its
greater homogeneity, leads us to characterize the high redshift IGM
sample as fiducial for this work. We primarily characterize quasar
proximity through the distance to closest quasar but we also attempt
to do this by calculating the integrated flux from quasars incident on
our Ly α absorber sample.

The limited completeness of the eBOSS quasar sample (∼
75 per cent) makes detailed interpretation challenging but some
conclusions can be drawn even in this stage as follows:

(i) Strong inhomogeneity is seen is the metal species studied as
quantified by the null χ2 test of agreement with the scale-free mean
metal absorption.

(ii) The species O VI shows the strongest effect with >4σ detec-
tions of structure in both the fiducial IGM sample and the CGM
sample for the apparent distance to closest quasar. Broadly speaking,
smaller scales give rise stronger O VI, though at �50 cMpc h−1 there
is an apparent reversal in the trend such that less O VI is seen.

(iii) C IV also shows a detection of increased absorption closer to
quasars at high redshift, particular in the CGM case (>4σ ), while
Si IV and Si III show only weak dependence.

(iv) At low redshift, the only significant detection of dependence
on quasar proximity is Si III (>3σ ) in the CGM sample.

(v) There are there are tentative signs of weaker sensitivity to
quasar distance at low redshift, which is consistent with an increase
in mean free paths of UV photons between z ∼ 3.1 and z ∼ 2.05,
large enough that such structures are erased.

(vi) Probing quasar proximity by integrated quasar r-band flux
provides consistent but statistically weaker results by comparison to
distance to closest quasar.

(vii) The results support the findings of Morrison et al. (2019) that
O VI shows inhomogeneity on scales of several 10 s of cMpc, reaching
even �100 cMpc h−1. This work goes a step further, however,
confirming expected connection to the quasar population.

Overall, we find that using these techniques to explore the large-
scale effects of quasars on the UV background is promising, with
trends broadly consistent with what one would naively expect. Our
straw-man model is not consistent with our results, indicating that
real modelling is needed to draw detailed quantitative conclusions.
Given the incompleteness in the quasar sample used, more sophisti-
cated modelling would have to include this incompleteness and the
bias that results. However, next generation surveys in the process of
beginning, will address this survey limitation and render quantitative
conclusions more accessible. J-PAS (Benitez et al. 2014) will identify
complete samples, which will be followed up spectroscopically by
WEAVE-QSO (Pieri et al. 2016) as part of the wider WEAVE survey
(Dalton et al. 2012, Jin et al., in preparation) to magnitudes as
faint as r ∼ 23.5. Dark Energy Spectroscopic Instrument (DESI
Collaboration 2016) will provide additional spectra. In light of these
incoming surveys, the methods presented here will be performed
to higher fidelity and allow a wider range of tests to be performed
exploring the impact of quasar luminosity and three-dimensional
geometry.
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APPENDIX A : A DDITIONA L C OMPOSITE
SPE CTR A O F THE THE QUA SAR PROXIMI TY
EFFEC T ON META LS

Figs A1–A5 show the composite spectra for all lines (excluding those
shown in Fig. 2) analysed in this work.

Figure A1. Additional (to Fig. 2) median composite spectrum of IGM (2.4 <

z < 3.1) absorption metal line for quasar proximity. The black-dashed line
is the wavelength of the metal line analysed, and the grey-dotted line (where
applicable) is the location of the weaker line of the doublet.

Figure A2. Same as Figs 2 and A1, but for low z (2.05 < z < 2.4) IGM
absorption composite spectra of various quasar proximity.

Figure A3. Same as Figs 2 and A1, but for Mixed CGM (2.4 < z < 3.1)
absorption composite spectra of various quasar proximity.

Figure A4. Same as Figs 2 and A1, but for low z (2.05 < z < 2.4) mixed
CGM absorption composite spectra of various quasar proximity.
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Figure A5. Same as Figs 2 and A1, but for IGM absorption composite
spectra of integrated flux in SDSS-r.
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