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EXPLICIT HARMONIC STRUCTURE OF BIDIMENSIONAL LINEAR
STRAIN-GRADIENT ELASTICITY

N. AUFFRAY, H. ABDOUL-ANZIZ, AND B. DESMORAT

Abstract. In the perspective of homogenization theory, strain-gradient elasticity is a strategy to describe
the overall behaviour of materials with coarse mesostructure. In this approach, the effect of the mesostructure
is described by the use of three elasticity tensors whose orders vary from 4 to 6. Higher-order constitutive
tensors make it possible to describe rich physical phenomena. However, these objects have intricate alge-
braic structures that prevent us from having a clear picture of their modeling capabilities. The harmonic
decomposition is a fundamental tool to investigate the anisotropic properties of constitutive tensor spaces.
For higher-order tensors (i.e. tensors of order n ≥3), their determination is generally a difficult task. In this
paper, a novel procedure to obtain this decomposition is introduced. This method, which we have called
the Clebsch-Gordan Harmonic Algorithm, allows one to obtain explicit harmonic decompositions satisfying
good properties such as orthogonality and uniqueness. The elements of the decomposition also have a pre-
cise geometrical meaning simplifying their physical interpretation. This new algorithm is here developed in
the specific case of 2D space and applied to Mindlin’s Strain-Gradient Elasticity. We provide, for the first
time, the harmonic decompositions of the fifth- and sixth-order elasticity tensors involved in this constitutive
law. The Clebsch-Gordan Harmonic Algorithm is not restricted to strain-gradient elasticity and may find
interesting applications in different fields of mechanics which involve higher-order tensors.

Introduction

Strain-Gradient Elasticity. Continuum mechanics is a well-established theory which constitutes the clas-
sical framework to study strain and stress in solid materials. The physics contained in the theory is versatile
enough to describe the inner state of a planet subjected to the force of gravity, as well as to meet the daily
needs of a mechanical engineer. These successes make classical continuum mechanics a fundamental theory of
modern physics. Nevertheless, despite all its successes, situations have arisen in which its classical formulation
reaches its limits and fails to correctly describe the physics at work: mechanics of nano-structures [81, 31, 22],
elastic waves in periodic continua [28, 61], capillarity and surface tension phenomena [20, 53, 65, 35], etc. De-
spite their diversities, these examples have in common that they show dependencies to characteristic lengths,
a property that cannot be taken into account within the classical formulation of continuum mechanics.

Since the pioneering work of the Cosserat brothers in the early years of the 20th century [23], many sci-
entists have proposed enriched continuum theories to extend the capabilities of the standard theory. With
the contributions of Koiter [48], Toupin [71], Eringen [32], Mindlin [52, 53, 54] and many others, the 60’ was
probably the most fertile period of this project [50]. At that time, the community of theoretical mechanics
developed many models that are still relevant today. Leaving aside non-local aspects, the classical theory
can be enriched either by including additional degrees of freedom (DOF) or by including higher-gradients of
the DOF in the mechanical energy. All these models suffer the drawbacks: 1) to require too many material
parameters to be of practical uses and 2) due to the intrinsic complexity of the equations, the content of the
physics described by these models is difficult to grasp. At that time, except for some applications in physics
to describe the dispersion of elastic waves in crystals [28], or to describe the mechanics of liquid crystals [33],
these models were mostly unused.

The development of numerical homogenization methods that allow the coefficients required by the ex-
tended models to be related to a known mesostructure has changed the situation [34, 11, 72]. There is now
a renewed interest in generalized continuum theories [75, 5, 12, 15]. This renewed interest has also been
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supported by the emergence of additive manufacturing techniques that permit specific mesostructures to be
fabricated (almost) on demand [77, 2, 42]. Recently theoretical approaches have been developed to design
architectured materials in order to maximise the non-standard effects predicted by generalized mechanics
[13], and for the first time the associated materials have been produced and tested [57].

In statics, to have an important contribution in the overall behaviour of strain-gradient effects, the clas-
sical elasticity needs to be almost degenerated [1, 44]. This aspect has been widely studied in pantographic
structures [3, 25], and is also encountered in pentamode metamaterials [51, 46] which also possess quasi-
degenerated deformation modes. In dynamics, the contribution of higher-order effects is easier to highlight
and to control [6, 12, 18]. In some recent contributions [63, 62], it has been shown that for honeycomb mate-
rials, higher-order effects make a significant contribution as soon as the wavelength is about 10 times the size
of unit cell size. This effect has been used in [62] to bend the trajectory of an elastic wave around a circular
hole. The control of this effect in more general situations can find interesting engineering applications [19, 64].

The design of architectured materials in which these higher-order effects are maximised, or at the contrary
inhibited, is at the present time an open and challenging problem in mechanical sciences. An approach to
the optimal design of strain-gradient architectured materials is to use topological optimisation algorithms
[24, 60, 4, 26]. For isotropic continua the material optimisation process is formulated by expressing the design
functionals as functions of the isotropic parameters of the different constitutive tensors[14]. For anisotropic
materials the previous approach cannot be extended without a few precautions. A path to this rigorous
extension is through the use of tensor invariants [60, 59].

Harmonic decomposition. To optimize the material independently of its spatial orientation, design func-
tionals should be expressed as functions of tensor invariants rather than in terms of tensor components. The
associated mathematical theory is the invariant theory, which aims at determining the minimal number of
tensorial functions that are invariant with respect to a given group of transformations. Here, since a mate-
rial is left invariant by orthogonal transformations (rotations and improper transformations), the group of
transformations will be O(d) in a d-dimensional space. If the mathematical theory is clear in any dimension,
its practical and effective application strongly depend on the space dimension. For d = 2 the situation is
rather clear and general results are available [79, 27], while the case d = 3 presents some serious difficulties
preventing general results [17, 66, 56, 21].

In both cases, the effective construction of a basis of invariants lies on a first step which is the determination
of an explicit irreducible decomposition of the constitutive tensors. In the case of a symmetric second-order
tensor, this decomposition corresponds to the decomposition of a tensor into a spherical and a deviatoric
part. This approach can be generalized to tensors of arbitrary order [45, 79, 9]. If the formal structure of
these decompositions is easy to determine, both in 2D and 3D, when it comes to determining an explicit
decomposition formula, things become more difficult:

• even if the harmonic structure is uniquely defined, the explicit decomposition is, in general, not
unique and hence different, albeit isomorphic, constructions are possible [38];

• without a pertinent choice for the explicit harmonic decomposition, the derived tensor invariants will
not have a clear physical content;

• the complexity of the computations increases quickly with the tensor order. An algorithmic procedure
is, therefore, mandatory to perform this decomposition.

In the present study, which is devoted to bidimensional strain-gradient elasticity, the constitutive law
involves tensors of order ranging from 4 to 6. If the harmonic decomposition of the fourth-order elasticity
tensor is well known [76, 26], for the fifth- and sixth-order tensors no decompositions are, to the best of the
authors’ knowledge, available in the literature. Some procedures to perform this decomposition are available
in the literature of continuum mechanics:

• Spencer’s Algorithm [68]: Spencer’s method consists in first reducing a general tensor into totally
symmetric tensors and then decomposing each totally symmetric tensor into totally symmetric trace-
less tensors. It is, at the present time, the most known and used algorithm [36, 37, 49]. However,
this approach suffers the following limitations:
– the treatment of higher-order tensors is quickly intractable;
– its numerical implementation is not straightforward.
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If efficient in simple situations, the Spencer’s algorithm seems to be of limited interest to treat more
complicated problems.

• Verchery’s Method [74, 73]: Verchery’s approach is based on a complex change of variable, in a sense
analogous to the transformation of Green and Zerna [40], which can also be rooted to the work of
Kolosov and Muskhelishvili [55]. This method, which was recently re-explored in [27], is elegant, but
its main limitations are:
– it does not produce a practical formula for the decomposition;
– when different harmonic terms of the same order are present, the pairing of their components is

not direct;
– the method is restricted to the 2D cases.

• Zou’s Approach [80, 82]: The Zou’s method exploits a Clebsch-Gordan identity to construct an or-
thogonal harmonic decomposition of a nth-order tensor from the orthogonal harmonic decomposition
of a (n − 1)th-order tensor. This iterative method is powerful to obtain orthogonal harmonic de-
composition of higher-order tensors without index symmetry. Its application to higher-order tensors
having specific index symmetries is possible, but can be cumbersome.

In addition, as a common limitation, none of the three listed methods provides a clear mechanical content to
the harmonic tensors of the resulting decomposition.

The objective of the present contribution is to introduce a new method for determining explicit harmonic
decompositions that solves the problems identified with the previous methods. The algorithm we propose,
which will be referred to as the Clebsch-Gordan Harmonic Algorithm, will be conducted here in a 2D frame-
work, but it can be extended without any conceptual obstruction to the 3D framework.

The main idea of the Clebsch-Gordan approach, and the main difference from all other methods, is first
to decompose not the constitutive tensor (e.g. the fourth-order elasticity tensor for classical elasticity) but
the state tensors on which it acts (e.g. the strain/stress second-order tensor). This first decomposition will
induce a block structure on the constitutive tensor. If the elementary blocks are generally not harmonic,
their harmonic structures are very simple, and their decomposition into irreducible tensors easy to proceed.
The combination of these different steps leads to an explicit harmonic decomposition of the constitutive
tensor. An example of this situation is provided in Appendix C. Compared to the other methods, the main
advantages of the proposed approach are:

(1) the procedure is algorithmic and can easily be implemented in a Computer Algebra System;
(2) once a decomposition of the state tensor spaces chosen, the resulting decomposition of the constitutive

tensors is uniquely defined;
(3) the elements of the decomposition are orthogonal to each other and have a clear physical content.

Further, since the space of state tensors is first decomposed, the resulting harmonic decomposition implies
a decomposition of the internal energy density. Such a property is valuable to provide a physical content to
the higher-order constitutive parameters of the model.

Before closing this introduction, it is important to mention that the proposed method is introduced here
in the context of strain-gradient elasticity only because of the authors’ interest in this application. Tensors
of orders greater than two are necessary in many areas of mechanics. They appear, for example, in gener-
alised continuum theories such as in strain-gradient elasticity [52] or micromorphic elasticity [32], but also in
higher-order models of the plastic yielding function [39], for the study of the acoustoelastic effect [70], in con-
tinuum damage mechanics in which fabric tensors are involved [47] and, of course, for elastic shells [30]. We
believe that our approach to harmonic decomposition can find interesting applications in these different fields.

This article is organized as follows. In Section 1, we introduce notations that we will use throughout
the text. Section 2 is devoted to the description of the strain-gradient elasticity constitutive law. By the end
of this section, the harmonic structure of the model is introduced and detailed. Section 3 is devoted to the
theoretical aspects of the method. Some general results that will be used all along the paper are introduced.
In Section 4 the method is detailed for the fourth-order elasticity tensor. The purpose of this section is
mainly illustrative and aims a recovering the well-known harmonic decomposition of the elasticity tensor.
This approach is then extended, in Section 5, to the decomposition of the fifth- and sixth-order elasticity
tensors involved in the model. Those results are, we believe, new and not available in the literature.
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1. Notations

Throughout this paper, the two-dimensional Euclidean space E2 is equipped with a rectangular Cartesian
coordinate system with origin O and an orthonormal basis B = {e1, e2}. Upon the choice of a reference
point O in E2 and a given basis B, E2 will be identified with the 2-dimensional vector space R2. As a
consequence, points in E2 will be designated by their vector positions with respect to O. In the following,
x = (x1, x2) = x1e1 + x2e2 = xiei, where Einstein summation convention is used, i.e. when an index appears
twice in an expression it implies summation of this term over all the values of the index. Below are provided
some specific notations and conventions used in this article.

Groups:
• O(2): the group of invertible transformations of R2 satisfying g−1 = gT , where g−1 and gT stand

for the inverse and the transpose of g. This group is called the orthogonal group;
• SO(2): the subgroup of O(2) of elements with determinant 1, called the special orthogonal group;
• Sn: the group of all permutations on the set {1, 2, ..., n}, called the symmetric group;
• 1: the trivial group solely containing the identity.

As a matrix group, O(2) is generated by

r(θ) =

(
cos θ − sin θ
sin θ cos θ

)
with 0 ≤ θ < 2π and π(e2) =

(
1 0
0 −1

)
,

where r(θ) is the rotation by an angle θ and π(n) is the reflection across the line normal to n:

π(n) := i
∼

(2) − 2n⊗ n, ‖n‖ = 1,

with i
∼

(2) the second order identity tensor, as defined below.
To describe the symmetry classes of tensors, the following finite subgroups of O(2) will be used:
• Zk(k ≥ 2) the cyclic group with k elements, generated by r(2π/k). For k = 1, we have Zk = 1;
• D

n
k(k ≥ 2) the dihedral group with 2k elements, generated by r(2π/k) and π(n). For k = 1, the

group D
n
1 will be denoted by Z

π,n
2 .

It has to be noted that, up to conjugacy by an element of SO(2), any D
n
k is conjugate to D

e2
k , and will simply

be denoted by Dk. Accordingly, Z
π,e2
2 will simply be denoted Zπ2 .

Tensor products:
• ⊗ denotes the usual tensor product of two tensors or vector spaces;
•

n
⊗ denotes the nth power of the tensor product, for example

n
⊗V := V ⊗ · · · ⊗ V (n copies of V );

• ⊗s denotes the symmetrized tensor product;
• ⊗ and ⊗ indicate the following partial twisted tensor products between second-order tensors:(

a
∼
⊗ b
∼

)
ijkl

= aikbjl,
(

a
∼
⊗ b
∼

)
ijkl

= ailbjk;

• ⊗ indicates the twisted tensor product defined by(
a
∼
⊗ b
∼

)
=

1

2

(
a
∼
⊗ b
∼

+ a
∼
⊗ b
∼

)
.

Tensor spaces:

• Gn :=
n
⊗R2 is the space of nth-order tensors having no index symmetries;

• Tn is a subspace of Gn defined by its index symmetries;
• Sn is the space of totally symmetric1 nth-order tensors on R2;
• Kn is the space of nth-order harmonic tensors (i.e. totally symmetric and traceless tensors), with

dim(Kn) =

{
2 if n > 0,

1 if n ∈ {0,−1}.

Among them:
– K0 is the space of scalars;

1By totally symmetric we mean symmetric with respect to all permutations of indices.
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– K−1 is the space of pseudo-scalars (i.e. scalars which change sign under improper transforma-
tions).

We will use tensors of different orders, tensors of order −1, 0, 1, 2, 3, 4, 5 and 6 are denoted by β, α, v, a
∼
,

A
'
, B
≈
, C
u
, D∼∼∼

, respectively. General tensors (i.e. with no mention of their order) are denoted using bold fonts,

as for instance T. With respect to B, the components of T ∈ Tn are denoted as

T = Ti1...in .

The simple, double, triple and fourth-order contractions are written ., .., ..., ...., respectively. Generic kth-order

contraction will be indicated by the notation
(k)
· . In components with respect to B, for general tensors A and

B, these notations correspond to

(A.B)i1...in = Ai1...ipjBjip+1...in , (A ..B)i1...in = Ai1...ipjkBjkip+1...in ,

(A ...B)i1...in = Ai1...ipjklBjklip+1...in , (A ....B)i1...in = Ai1...ipjklmBjklmip+1...in .

When needed, index symmetries of both spaces and their elements are expressed as follows: (..) indicates
invariance under permutations of the indices in parentheses and .. .. indicates symmetry with respect to
permutations of the underlined blocks. For example, a

∼
∈ T(ij) means that aij = aji.

Actions on tensors. We consider the action of two groups on the space Tn:
• the action of O(2), given by

∀g ∈ O(2), Tg := g
n
?T = gi1j1gi2j2 . . . ginjnTj1j2...jnei1 ⊗ . . .⊗ ein .

This action is the tensorial action, sometimes also known as the Rayleigh product. When clear from
the context, no mention will be made of the tensor order in the product, in this case the notation

n
?

simplifies to ?. The set G(T) := {g ∈ O(2) | g ?T = T} is called the spatial symmetry group of T.
A tensor T is said to be isotropic if G(T) = O(2);

• the action of Sn, given by

∀ς ∈ Sn, T
ς := ς ∗T = Tiς(1)iς(2)...iς(n)

ei1 ⊗ . . .⊗ ein .

The set G(T) := {ς ∈ Sn | ς ∗T = T} is called the index symmetry group of T. A tensor T is said
to be
– generic if G(T) = 1, elements of Gn verify this property;
– totally symmetric if G(T) = Sn, elements of Sn verify this property.

The notation G(Tn) will also be used to indicate the index symmetry group of a generic element
T ∈ Tn.

Special tensors:

• IV is the identity tensor on the vector space V. Identity tensors can be expressed using isotropic
tensors [78] :
– I
∼
R2

is the second-order identity tensor on R2. It is defined from i
∼

(2) which components are
given by the Kronecker delta δij :

I
∼
R2

= i
∼

(2);

– I
≈
T(ij) = i

∼
(2) ⊗ i

∼
(2) is the fourth-order identity tensor on S2.

• ε
∼
denotes the 2D Levi-Civita tensor defined by

εij =


1 if ij = 12,

−1 if ij = 21,

0 if i = j.
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Miscellaneous notations:
• ' denotes an isomorphism;
• L(E,F) indicates the space of linear maps from E to F;
• L(E) indicates the space of linear maps from E to E;
• Ls(E) indicates the space of self-adjoint linear maps on E.

Tensor isotropic basis. Let us introduce In the space of nth-order isotropic tensors:

In := {T ∈ Tn| ∀g ∈ O(2), g ?T = T}.

Elements of In are denoted i
(n)
p , in which n indicates the order of the tensor and p distinguishes among the

different isotropic tensors of the same order. Every isotropic tensor can be expressed as a linear combination
of products of i

∼
(2) [78]. Products of i

∼
(2) will be referred to as elementary isotropic tensors and, by definition,

the element i(2p)1 is defined as:

i
(2p)
1 = i

∼
(2) ⊗ . . .⊗ i

∼
(2) = i

∼
(2)

p−1
⊗ i
∼

(2).

For fourth-order tensors, there exists 3 elementary isotropic tensors2:

(1.1) i
≈

(4)

1
= δijδkl, i

≈
(4)

2
= δikδjl, i

≈
(4)

3
= δilδjk.

For latter use, this allows us to express the identity tensor on second-order symmetric tensors as

(1.2) I
≈
T(ij) =

1

2

(
i
≈

(4)

2
+ i
≈

(4)

3

)
For sixth-order tensors, there exists 15 elementary isotropic tensors:

i∼∼∼
(6)

1

= δijδklδmn, i∼∼∼
(6)

2

= δijδkmδln, i∼∼∼
(6)

3

= δijδknδlm

i∼∼∼
(6)

4

= δikδjlδmn, i∼∼∼
(6)

5

= δikδjmδln, i∼∼∼
(6)

6

= δikδjnδlm

i∼∼∼
(6)

7

= δilδjkδmn, i∼∼∼
(6)

8

= δilδjmδkn, i∼∼∼
(6)

9

= δilδjnδkm

i∼∼∼
(6)

10

= δimδjkδln, i∼∼∼
(6)

11

= δimδjnδkl, i∼∼∼
(6)

12

= δimδjlδkn

i∼∼∼
(6)

13

= δinδjkδlm, i∼∼∼
(6)

14

= δinδjlδkm, i∼∼∼
(6)

15

= δinδjmδkl.

According to the dimension of the physical spaces, these elementary tensors may not be necessarily inde-
pendent. According to Racah [58], in 2D the number of independent fourth-order isotropic tensors is still 3,
while for sixth-order isotropic tensors only 10 are independent.

2. Strain-gradient linear elasticity

We introduce in this section the constitutive law of a linear strain-gradient elastic material [52, 54]. First,
we present the state and constitutive tensors of the model. And, in the second part of the section, we detail
their harmonic structures, a step mandatory for constructing the harmonic decomposition.

2.1. Constitutive equations. State tensors describe point-wisely the different physical fields (primal and
dual) of the model. A linear constitutive law can be viewed as a linear map between the state tensors
that characterize a chosen physical model. It is defined by a set of constitutive tensors which describe the
influence of the matter on these state tensor fields. More precisely, they describe how primal and dual fields
are connected by the matter [69].

In the case of classical elasticity, the state tensors are σ
∼
and ε

∼
. These tensors characterize the local state

of stress and of strain, respectively3, and belong to the same space T(ij). The linearity of the model implies

2with a slight abuse of notation.
3In the infinitesimal setting, the strain tensor is defined from the displacement field u as ε

∼
:= 1

2
(u ⊗∇ +∇⊗ u), where ∇

denotes the nabla differential operator.
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the use of a fourth-order tensor C
≈

as a constitutive tensor. This tensor can be viewed as an element of
Ls(T(ij),T(ij)). In summary, for classical elasticity:

• State tensors: σ
∼
, ε
∼
;

• Constitutive tensor : C
≈
.

The linear strain-gradient elasticity model [53, 54] is obtained by extending the set of state tensors by
including the strain-gradient tensor η

'
:= ε

∼
⊗ ∇ and its dual quantity, the hyperstress tensor τ

'
. This

construction corresponds to the Mindlin’s Type II formulation [54]. Those tensors are elements of T(ij)k.
The constitutive equations of the model define the stress tensor σ

∼
and the hyperstress tensor τ

'
as linear

functions of the strain tensor ε
∼

and the strain-gradient tensor η
'
. This coupled constitutive law requires

tensors belonging to the following spaces:

C
≈
∈ Ela4 ' Ls(T(ij),T(ij)), M

u
∈ Ela5 ' L(T(ij)k,T(ij)), A∼∼∼

∈ Ela6 ' Ls(T(ij)k,T(ij)k).

In this model we have:
• State tensors: σ

∼
, ε
∼
, τ
'
, η
'
;

• Constitutive tensors: C
≈
, M

u
and A∼∼∼

.

To be more specific, the constitutive equations read:

(2.1)


σ
∼

= C
≈
.. ε
∼

+ M
u
... η
'

τ
'

= M
u
> .. ε
∼

+ A∼∼∼
... η
'

where

• C
≈
∈ Ela4 :=

{
T
≈
∈

4
⊗R2 | T

≈
∈ T(ij) (kl)

}
is the fourth-order elasticity tensor;

• M
u
∈ Ela5 :=

{
T
u
∈

5
⊗R2 | T

u
∈ T(ij)(kl)m

}
is the fifth-order elasticity tensor;

• M
u
> ∈ Ela>5 :=

{
T
u
∈

5
⊗R2 | T

u
∈ T(ij)k(lm)

}
is the fifth-order elasticity tensor defined as the trans-

pose of M
u

in the following sense (M
u
>)ijklm = Mlmijk;

• A∼∼∼
∈ Ela6 :=

{
T∼∼∼
∈

6
⊗R2 | T∼∼∼

∈ T(ij)k (lm)n

}
is the sixth-order elasticity tensor.

Let’s define Sgrd the tensor space of the strain-gradient constitutive tensors as

(2.2) Sgrd = Ela4 ⊕ Ela5 ⊕ Ela6.

A strain-gradient elastic law is defined by a triplet E :=
(

C
≈
,M
u
,A∼∼∼

)
∈ Sgrd .

2.2. Harmonic structure of constitutive tensors. When a material is rotated4 its physical nature is not
affected but, with respect to a fixed reference, its constitutive tensors are transformed. Since constitutive
tensors are usually of order greater than 2, the way they transform is not simple and their different parts
transform differently: some components are left fixed while others turn at different speeds. The different
mechanisms of transformation of a tensor with respect to an orthogonal transformation are revealed by its
harmonic structure5. The harmonic decomposition consists in decomposing a finite-dimensional vector space
into a direct sum of O(2)-irreducible subspaces. A subspace K of Tn is called O(2)-irreducible if: 1) it is
O(2)-invariant (i.e., g ?T ∈ K for all g ∈ O(2) and T ∈ K); 2) its only invariant subspaces are itself and the
null space. It is known that O(2)-reducible spaces are isomorphic to a direct sum of harmonic tensor spaces

4Here rotated is understood in the broad sense of a full orthogonal transformation.
5The explicit harmonic decomposition is just an explicit expression of this harmonic structure.
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Kn [38, 9]. Such a decomposition is interesting since the O(2)-action on Kn is elementary and given by ρn
[9], with for n ≥ 1:

(2.3) ρn(r(θ)) :=

(
cosnθ − sinnθ
sinnθ cosnθ

)
, ρn(π(e2)) :=

(
1 0
0 −1

)
.

The O(2)-action on K0 is the identity and the O(2)-action on K−1 is given by the determinant of the
transformation:

(2.4) ρ0(Q) := 1, ρ−1(Q) := detQ.

The harmonic structure of a tensor space can be determined without making heavy computations by using the
Clebsch-Gordan formula. This formula indicates how the tensor product of two irreducible spaces decomposes
into a direct sum of irreducible spaces. Note that this formula only indicates the structure of the resulting
vector space and does not provide an explicit construction of the decomposition. The construction of an
associated explicit decomposition will be undertaken in Sections 4 and 5. For the determination of the
harmonic structure, we use the following result, the proof of which is found in [9].

Lemma 2.1. For every integers p > 0 and q > 0, we have the following isotypic decompositions, where the
meaningless products are indicated by ×:

⊗ Kq K0 K−1

Kp
{

Kp+q ⊕K|p−q|, p 6= q

K2p ⊕K0 ⊕K−1, p = q
Kp Kp

K0 Kq K0 K−1

K−1 Kq K−1 K0

⊗s Kp K0 K−1

Kp K2p ⊕K0 × ×
K0 × K0 ×
K−1 × × K0

Using the previous result, we can determine the harmonic structure of the state tensor spaces and consti-
tutive tensor spaces of the strain-gradient elasticity:

State tensor space Harmonic structure

T(ij) K2 ⊕K0

T(ij)k K3 ⊕ 2K1

,

Constitutive tensor space Harmonic structure

Ela4 K4 ⊕K2 ⊕ 2K0

Ela5 K5 ⊕ 3K3 ⊕ 5K1

Ela6 K6 ⊕ 2K4 ⊕ 5K2 ⊕ 4K0 ⊕K−1

Table 1. Irreducible decompositions of state tensor spaces (left table) and constitutive
tensor spaces (right table).

The challenge of future sections will be to explicitly construct the harmonic decompositions corresponding
to these structures. It should be pointed out that as soon as the harmonic structure involves multiple spaces
of the same order, the explicit decomposition is not uniquely defined [38]. As can be seen from the previous
tables, this is the case for all the constitutive tensor spaces considered in this study.

3. Harmonic decomposition: methodology

In this section, we present the geometric objects and methods that are at the core of our approach to
decompose tensors. With the exception of Proposition 3.2 which must be adapted, the results provided in
this section are valid for 2D and 3D physical spaces. The 3D situation will be detailed in a future contribution,
and we will focus here only on the 2D case.
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3.1. The harmonic decomposition. Let V and W be two vector spaces, a map φ : V → W is said to be
O(2)-equivariant if

∀g ∈ O(2), ∀v ∈ V, g ? φ(v) = φ(g ? v).

An explicit harmonic decomposition φ of a tensor T ∈ Tn is an O(2)-equivariant linear isomorphism between
a direct sum of harmonic spaces V '

⊕
Kki and the space Tn:

φ : V '
⊕

Kki → Tn

(α, . . . ,Kn) 7→ T = φ(α, . . . ,Kn)

Since this isomorphism is O(2)-equivariant [9], it satisfies the following property:

(3.1) ∀g ∈ O(2), g ?T = g ? φ(α, . . . ,Kn) = φ(α, . . . ,g ?Kn)

which means that rotating T is equivalent to rotating the elements of its decomposition, and vice versa.
Since the transformations of the harmonic components (i.e. the elements of the harmonic decomposition)
are elementary (cf. Equations (2.3)), it is generally easier to study the transformations of the harmonic
components rather than the ones of the full tensor. In this view, Equation (3.1) provides an explicit link
between these two representations. The challenge is to obtain such an explicit expression for φ.

3.2. A three-step methodology. Consider two spaces of state tensors denoted by E and F. The (linear)
constitutive law is an element T ∈ L(E,F). In the present context, T represents the constitutive tensor
of which we want to obtain the harmonic decomposition. The construction of a Clebsch-Gordan Harmonic
Decomposition (in abbreviated form CGHD) of T is obtained using the following procedure:

1) State Tensor Harmonic Decomposition (STHD): Choose and compute a harmonic decompo-
sition for elements v ∈ E and w ∈ F. This decomposition implies the definition of harmonic embed-
ding operators. From these operators, we get a family of orthogonal projectors that will be used to
decompose T;

2) Intermediate Block Decomposition (IBD): Consider an element T ∈ L(E,F) which represents
the constitutive tensor of which we want to obtain the harmonic decomposition. The choice of a
STHD and the use of the associated projectors induce a decomposition of L(E,F) into "blocks". This
decomposition, that will be referred to as the Intermediate Block Decomposition, is not irreducible;

3) Clebsch-Gordan Harmonic Decomposition (CGHD): Each elementary block of the Interme-
diate Block Decomposition belongs to a space Kp⊗Kq, the harmonic structure of which is known by
the Clebsch-Gordan formula. The use of harmonic embeddings allows us to break down each block
into irreducible tensors.

The combination of the last two steps provides the Clebsch-Gordan Harmonic Decomposition of T ∈
L(E,F). The resulting decomposition is a particular explicit harmonic decomposition ofT which is compatible
with the harmonic decompositions of v and w. This decomposition is uniquely defined6 by the choice of a
particular form of the harmonic decompositions for the spaces E and F. It has to be noted that different
choices for the decompositions of E and F will lead to different decompositions of T.

3.3. Harmonic embeddings. The isotypic decomposition of a tensor space Tn can be written in two
different, but isomorphic, ways:

(3.2) Tn '
n⊕

k=−1

pk⊕
l=0

H(n,k)
l '

n⊕
k=−1

pk⊕
l=0

Kkl

in which the involved spaces are:
Tn: a space of nth-order tensors with given index symmetries, it is the tensor space we want to decom-

pose;
H(n,k): a subspace of Tn isomorphic to Kk, it is the embedding space for the elements belonging to Kk;
Kk: a space of kth-order harmonic tensors, the elements of this space are used to parametrize the

harmonic decomposition of T ∈ Tn.

6This claimed uniqueness is ensured by the property that in 2D the tensor product of irreducible harmonic spaces decomposes,
as detailed in the tables of Lemma 2.1, into a direct sum of irreducible spaces of distinct orders. Even if the Clesbch-Gordan
formula are different, this property is also valid in 3D [45].
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In the first decomposition of Equation (3.2), H(n,k) is a subspace of Tn isomorphic to Kk with k ≤ n, while
in the second one Kk is a subspace of Gk. In both decompositions, the first direct sum is on the order of the
harmonic space, while the other one concerns the summation of the different spaces of the same order. The
space H(n,k) serves as an intermediate space to embed a tensor K ∈ Kk into T ∈ Tn. Thus, the elements of
H(n,k) are parametrized by elements from Kk, this parametrization is what we call the harmonic embedding.
This technique will be used repeatedly in our work. As will be seen in Section 4, this allows us to express
the harmonic decompositions in terms of projection operators.

Let us consider more precisely the parametrization of H(n,k) by Kk. The connections of the different spaces
are shown on the following diagram:

(3.3) Tn P(n,k)
// H(n,k)

Π{k,n}

��
Gk

p(k)

// Kk

Φ{n,k}

OO

In this diagram, the associated mappings are:
P(n,k): a projector from Tn to its subspace H(n,k), P(n,k) is a 2nth-order tensor;
p(k): a projector from Gk to its subspace Kk, p(k) is a 2kth-order tensor;
Π{k,n}: a projector from Tn to its subspace Kk, Π{k,n} is a (n+ k)th-order tensor7;
Φ{n,k}: a harmonic embedding of Kk into Tn, Φ{n,k} is a (n+ k)th-order tensor.

By definition, we have the following fundamental relations:

(3.4) IH
(n,k)

:= Φ{n,k}
(k)
· Π{k,n} ∈ I2n, IK

k

:= Π{k,n}
(n)
· Φ{n,k} ∈ I2k

and, by construction,

(3.5) P(n,k) = IH
(n,k)

, p(k) = IK
k

.

We have the remarkable property that all these different operators are known as soon as Φ{n,k} is deter-
mined. To see that, let us first define Φ{k,n} := (Φ{n,k})T to be the transpose of Φ{n,k}, i.e. the tensor which
satisfies the following property:

∀V ∈ Tn, ∀v ∈ Kk, 〈V,Φ{n,k}
(k)
· v〉Tn = 〈Φ{k,n}

(n)
· V,v〉Kk .

In terms of components, we have

(3.6)
(

Φ{k,n}
)
i1...in+k

=
(

Φ{n,k}
)
in+1...in+ki1...in

.

We have the following theorem:

Theorem 3.1. Let Φ{n,k} be a harmonic embedding of Kk into Tn. The operators P(n,k), p(k), Π{k,n} defined
above can be expressed in terms of Φ{n,k} as follows:

Π{k,n} =
1

γ
Φ{k,n}, P(n,k) =

1

γ
Φ{n,k}

(k)
· Φ{k,n}, p(k) =

1

γ
Φ{k,n}

(n)
· Φ{n,k}

in which Φ{k,n} denotes the transpose of Φ{n,k}, γ is defined as

γ =
‖Φ{n,k}

(k)
· v‖2

‖v‖2
, v ∈ Kk \ {0},

and we adopt the convention that, in the case k = 0,
(0)
· = ⊗.

Proof. The proof is made by inserting the result of Lemma A.5 into the relations provided by combining
Equations (3.4) and (3.5). Intermediate lemmas are provided in Appendix A. �

7In the notation Π{k,n} the order of the bracketed exponents is organized so that the left-most exponent indicates the tensor
order of the image of the map, while the right-most exponent is the tensor order of the argument. This convention does not
apply for in-parenthesis exponents such as those appearing in P(n,k) which is a 2nth-order tensor and not a (n+k)th-order one.
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The following proposition, which is demonstrated in Appendix A, gives another formula for the calculation
of the constant γ:

Proposition 3.2. The constant γ in Theorem 3.1 can be calculated as

γ =
1

2
tr M

in which M is the matrix of the linear map η : Kk → Kk defined by

η(v) =
(

Φ{k,n} ◦ Φ{n,k}
)
.v.

4. Application to classical elasticity

The aim of the present section is to detail the method to the well-known situation of the fourth-order
elasticity tensor. Results obtained here can be checked with the results available in the literature [76, 26].
The presentation is here mainly illustrative and will be extended in the next section to the more complicated
situation of strain-gradient elasticity for which results are original and not available in the literature. Let us
begin by the construction of the harmonic decomposition of the state tensor space T(ij).

4.1. Step 1: Decomposition of the state tensor space T(ij). As indicated in Table 2.2, T(ij) has the
following harmonic structure:

(4.1) T(ij) ' H(2,2) ⊕H(2,0) ' K2 ⊕K0.

The decomposition of an element t
∼
∈ T(ij) is uniquely defined and it corresponds to the partition of t

∼
into

a deviatoric tensor d
∼
∈ H(2,2) = K2 and a spherical one s

∼
∈ H(2,0). The identity tensor on T(ij) can be

decomposed as the sum of the deviatoric and spherical projectors denoted P
≈

(2,2) and P
≈

(2,0):

I
≈
T(ij) = P

≈
(2,2) + P

≈
(2,0).

The structure of the associated harmonic embeddings are described on the following diagrams

(4.2) T(ij)

P
≈

(2,2)

// H(2,2)

I
≈

T(ij)

��
G2

P
≈

(2,2)

// K2

I
≈

T(ij)

OO , T(ij)

P
≈

(2,0)

// H(2,0)

Π
∼
{0,2}

��
K0 1 // K0

Φ
∼
{2,0}

OO .

Let us build the spherical projector P
≈

(2,0) first, the deviatoric projector P
≈

(2,2) will then be deduced from it.

Following the harmonic embedding method, the spherical part of t
∼
will be parametrized by a scalar α ∈ K0.

To construct the associated projector, let us first determine the embedding operator Φ
∼
{2,0}:

(4.3) Φ
∼
{2,0} = λ i

∼
(2)

where λ ∈ R \ {0} is a free scaling factor. In this situation, we have Φ
∼
{2,0} = Φ

∼
{0,2}. From Theorem 3.1,

Π
∼
{0,2} has the following expression:

Π
∼
{0,2} =

1

γ
Φ
∼
{0,2} =

λ

γ
i
∼

(2) =
1

2λ
i
∼

(2), since γ = ‖Φ
∼
{2,0}‖2 = 2λ2.

This results in the following expression for P
≈

(2,0):

(4.4) P
≈

(2,0) = Π
∼
{2,0} ⊗ Φ

∼
{0,2} = 2Φ

∼
{2,0} ⊗ Φ

∼
{0,2} =

1

2
i
∼

(2) ⊗ i
∼

(2) =
1

2
i
≈

(4)

1
.
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We recognise here the well-known expression of the spherical projector. Note that the choice of a specific λ
has no consequence on the expression of P

≈
(2,0). The deviatoric projector can then be obtained:

(4.5) P
≈

(2,2) := I
≈
T(ij) − P

≈
(2,0) =

1

2
( i
≈

(4)

2
+ i
≈

(4)

3
− i
≈

(4)

1
).

Remark 4.1. From Lemma A.6, it appears that the tensors P
≈

(2,2) and P
≈

(2,0) can be considered as isotropic
elasticity tensors in Ela4. Interpreted as elements of (Ela4, ::), these tensors are associated to the following
Gram matrix:

.... P
≈

(2,2) P
≈

(2,0)

P
≈

(2,2) 2 0

P
≈

(2,0) 0 1

Further, it can be noted that P
≈

(2,k) .... P
≈

(2,k) = dim(Kk), k ∈ {0, 2}.

Although the value of λ has no importance for the expression of the projectors, it has some to construct
an explicit parametrization of t

∼
in terms of its harmonic components d

∼
and α. For our concern, the value of

λ will be chosen by imposing Π
∼
{0,2} to be the standard trace operator, i.e.

Π
∼
{0,2} .. t

∼
=

1

2λ
i
∼

(2) .. t
∼

= tr(t
∼

)

which sets λ to 1
2 . Collecting all the previous observations we obtain the following results:

Proposition 4.2. There exists an O(2)-equivariant isomorphism ϕ between T(ij) and K2 ⊕K0 such that

t
∼

= d
∼

+ s
∼

= d
∼

+ Φ
∼
{2,0}α = ϕ(d

∼
, α)

with (d
∼
, α) ∈ K2 ×K0 and Φ

∼
{2,0} is such that

s
∼

= Φ
∼
{2,0}α with Φ

∼
{2,0} :=

1

2
i
∼

(2).

Conversely, we have

α = Π
∼
{0,2} : t

∼
= tr(t

∼
) with Π

∼
{0,2} = i

∼
(2).

4.2. Step 2: Intermediate Block Decomposition of Ela4. In this subsection, and in the following ones,
results will be provided under two forms:

(1) the general one which involves embedding operators (as will be used in the next section);
(2) the simplified one, since for the particular case of the elasticity tensor the operators have very simple

expressions.

Using the family of projectors (P
≈

(2,2),P
≈

(2,0)) constructed from the harmonic decomposition of T(ij), we
can demonstrate the following result:

Proposition 4.3. The tensor C
≈
∈ Ela4 admits the uniquely defined Intermediate Block Decomposition asso-

ciated to the family of projectors (P
≈

(2,2),P
≈

(2,0)):

C
≈

= C
≈

2,2 + 2
(

h
∼

2,0 ⊗ Φ
∼
{0,2} + Φ

∼
{2,0} ⊗ h

∼
2,0
)

+ 2α0,0P
≈

(2,0)(4.6)

= C
≈

2,2 +
(

h
∼

2,0 ⊗ i
∼

(2) + i
∼

(2) ⊗ h
∼

2,0
)

+ 2α0,0P
≈

(2,0)
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in which (C
≈

2,2, h
∼

2,0, α0,0) are elements of (K2 ⊗s K2) × K2 × K0. Those elements are defined from C
≈

as
follows: 

C
≈

2,2 = P
≈

(2,2) : C
≈

: P
≈

(2,2),

h
∼

2,0 = P
≈

(2,2) : C
≈

: Φ
∼
{2,0} = 1

2P
≈

(2,2) : C
≈

: i
∼

(2),

α0,0 = 1
2C
≈
.... P
≈

(2,0) = 1
4 i
∼

(2) : C
≈

: i
∼

(2),

where Φ
∼
{2,0} is defined in Proposition 4.2.

Proof. Let consider t
∼
and t

∼
? in T(ij) such as t

∼
? = C

≈
: t
∼
. The elements t

∼
and t

∼
? can be decomposed as

t
∼

= d
∼

+ s
∼
, t
∼
? = d

∼
? + s

∼
?.

Using the projectors (P
≈

(2,2),P
≈

(2,0)), the following relations can be obtained:

t
∼
? = P

≈
(2,2) .. t

∼
? + P

≈
(2,0) .. t

∼
? and t

∼
? = (C

≈
: P
≈

(2,2)) .. t
∼

+ (C
≈

: P
≈

(2,0)) .. t
∼
.

Through their combination the constitutive law t
∼
? = C

≈
: t
∼
can be expressed as d

∼
? = C

≈
2,2 .. d

∼
+ C
≈

2,0 .. s
∼

s
∼
? = C

≈
0,2 .. d

∼
+ C
≈

0,0 .. s
∼

or using "matrix" notation

(
d
∼
?

s
∼
?

)
=

(
C
≈

2,2 C
≈

2,0

C
≈

0,2 C
≈

0,0

)(
d
∼
s
∼

)
,

in which: 

C
≈

2,2 = P
≈

(2,2) : C
≈

: P
≈

(2,2),

C
≈

2,0 = P
≈

(2,2) : C
≈

: P
≈

(2,0),

C
≈

0,2 = P
≈

(2,0) : C
≈

: P
≈

(2,2),

C
≈

0,0 = P
≈

(2,0) : C
≈

: P
≈

(2,0).

Expressed under this form, the symmetry of the constitutive law is not obvious. Using the relation

P
≈

(2,0) = 2Φ
∼
{2,0} ⊗ Φ

∼
{0,2} =

1

2
i
∼

(2) ⊗ i
∼

(2)

the previous relationships can be rewritten as follows

C
≈

2,2 = P
≈

(2,2) : C
≈

: P
≈

(2,2),

C
≈

2,0 = 2(P
≈

(2,2) : C
≈

: Φ
∼
{2,0})⊗ Φ

∼
{0,2} = 2h

∼
2,0 ⊗ Φ

∼
{0,2},

C
≈

0,2 = 2Φ
∼
{2,0} ⊗ (Φ

∼
{0,2} : C

≈
: P
≈

(2,2)) = 2Φ
∼
{2,0} ⊗ h

∼
2,0,

C
≈

0,0 = 2α0,0P
≈

(2,0),

where the following intermediate quantities have been introduced:

h
∼

2,0 = P
≈

(2,2) : C
≈

: Φ
∼
{2,0}, α0,0 = Φ

∼
{0,2} : C

≈
: Φ
∼
{2,0} =

1

2
P
≈

(2,0) .... C
≈
.

Therefore, we obtain:

t
∼
? = d

∼
? + s

∼
?

=
(

C
≈

2,2 + 2h
∼

2,0 ⊗ Φ
∼
{0,2}

)
: d
∼

+
(

2Φ
∼
{2,0} ⊗ h

∼
2,0 + 2α0,0P

≈
(2,0)

)
: s
∼

=
(

C
≈

2,2 + 2h
∼

2,0 ⊗ Φ
∼
{0,2}

)
:
(

P
≈

(2,2) : t
∼

)
+
(

2Φ
∼
{2,0} ⊗ h

∼
2,0 + 2α0,0P

≈
(2,0)

)
:
(

P
≈

(2,0) : t
∼

)
=

(
C
≈

2,2 + 2
(

Φ
∼
{2,0} ⊗ h

∼
2,0 + h

∼
2,0 ⊗ Φ

∼
{0,2}

)
+ 2α0,0P

≈
(2,0)

)
: t
∼

and hence, by identification:

C
≈

= C
≈

2,2 + 2
(

Φ
∼
{2,0} ⊗ h

∼
2,0 + h

∼
2,0 ⊗ Φ

∼
{0,2}

)
+ 2α0,0P

≈
(2,0).

�
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4.3. Step 3: Clebsch-Gordan Harmonic Decomposition of Ela4. The Intermediate Block Decomposi-
tion given by Equation (4.6) for the elasticity tensor is not irreducible, meaning that some of its components
can further be decomposed. To determine which components can be reduced and how to reduce them, the
Clebsch-Gordan formula is essential. By construction, C

≈
2,2 ∈ K2⊗sK2, h

∼
2,0 ∈ K2⊗K0 and α0,0 ∈ K0⊗sK0.

By applying the Clebsch-Gordan formula (cf. Lemma 2.1) to each one of these spaces we obtain:

K2 ⊗K0 ' K2, K0 ⊗s K0 ' K0, K2 ⊗s K2 ' K4 ⊕K0,

which indicates that:
• the components (h

∼
2,0, α0,0) ∈ K2 ×K0 are already irreducible;

• the component C
≈

2,2 is reducible and can be decomposed into a scalar and a fourth-order harmonic
tensor.

To proceed the decomposition of C
≈

2,2 consider the following lemma which is a direct application of Theorem
B.1:

Lemma 4.4. Tensors T
≈

2,2 ∈ K2 ⊗s K2 admit the uniquely defined harmonic decomposition

T
≈

2,2 = H
≈

+
α

2
P
≈

(2,2), with H
≈
∈ K4, α ∈ R

conversely
α = T

≈
2,2 .... P

≈
(2,2), H

≈
= T
≈

2,2 − α

2
P
≈

(2,2).

Remark 4.5. The structure of the projections is summed up in the following diagram:

(4.7) K2 ⊗s K2

1
2 P
≈

(2,2)⊗P
≈

(2,2)

// H(4,0)

Π
≈
{0,4}=P

≈
(2,2)

��
K0 1 // K0

Φ
≈
{4,0}= 1

2 P
≈

(2,2)

OO

It can be observed that the method provides the intrinsic expression of the projector P(4,0) from K2 ⊗s K2

onto H(4,0):
P(4,0) =

1

2
P
≈

(2,2) ⊗ P
≈

(2,2).

The insertion of the result of Lemma 4.4 in the Intermediate Block Decomposition demonstrates the
following proposition:

Proposition 4.6. The tensor C
≈
∈ Ela4 admits the uniquely defined Clebsch-Gordan Harmonic Decomposition

associated to the family of projectors (P
≈

(2,2),P
≈

(2,0)):

(4.8) C
≈

= H
≈

2,2 +
α2,2

2
P
≈

(2,2) + 2
(

h
∼

2,0 ⊗ Φ
∼
{0,2} + Φ

∼
{2,0} ⊗ h

∼
2,0
)

+ 2α0,0P
≈

(2,0)

in which (H
≈

2,2, h
∼

2,0, α2,2, α0,0) are elements of K4 ×K2 ×K0 ×K0 defined from C
≈

as follows:

K0 K2 K4

α0,0 = P
≈

(2,0) .... C
≈

h
∼

2,0 = P
≈

(2,2) : C
≈

: Φ
∼
{2,0}

α2,2 = C
≈

2,2 :: P
≈

(2,2) H
≈

2,2 = C
≈

2,2 − α2,2

2 P
≈

(2,2)

where C
≈

2,2 = P
≈

(2,2) : C
≈

: P
≈

(2,2). The projectors P
≈

(2,2) and P
≈

(2,0) are defined in Equations (4.5) and (4.4) and

Φ
∼
{2,0} is defined in Proposition 4.2.
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4.4. Link with symmetry classes. The symmetry classes8 of bidimensional elasticity tensor have been
determined in [41, 16, 76]. The space Ela4 is divided into the following 4 symmetry classes:

I(Ela4) = {[Z2], [D2], [D4], [O(2)]},

in which I(T) is the set of symmetry classes of the space T. These symmetry classes can be connected in the
way indicated by the following diagram:

[Z2] // [D2] // [D4] // [O(2)]

As discussed in [9], for a Zp-invariance, only the harmonic tensors of the order kp, k ∈ N, are non-zero. The
invariance with respect to Zπ2 cancels, as for it, the pseudo-scalars present in the decomposition. Consequently,
the proposed harmonic decomposition becomes simpler as the number of symmetries increases :

• Symmetry class [Z2], [D2]: the full expression;
• Symmetry class [D4]:

C
≈

= H
≈

2,2 +
α2,2

2
P
≈

(2,2) + 2α0,0P
≈

(2,0);

• Symmetry class [O(2)]:

C
≈

=
α2,2

2
P
≈

(2,2) + 2α0,0P
≈

(2,0).

As discussed in [76, 10, 26], these simplifications are related to relations between invariants of the studied
tensor. In these references, it is indicated, for instance, how to distinguish [Z2] symmetry class from the [D2]
one in terms of the harmonic tensors. For the sake of brevity, this aspect will not be discussed further here.

5. Application to strain-gradient elasticity

In this last section we apply the proposed methodology to the fifth- and sixth-order elasticity tensors
involved in strain-gradient elasticity. To proceed these decompositions, in accordance with our method, the
first step consists in decomposing the state space T(ij)k into a direct sum of O(2)-irreducible spaces.

5.1. Decomposition of the state tensor space T(ij)k. The space T(ij)k has the following harmonic
structure:

T(ij)k ' K3 ⊕ 2K1.

Due to the multiplicity of K1 in the harmonic structure, the explicit harmonic decomposition is not uniquely
defined [38]. The tensor in K3 is canonically defined but there are multiple possibilities concerning the
decomposition of the vector parts. Among the different possibilities, some have more physical content than
others. The one considered here consists in partitioning T(ij)k into a totally symmetric tensor (S

'
∈ S3) and a

remainder, before proceeding to the harmonic decomposition of each part separately9. Another decomposition
is proposed in Appendix C. The process of the decomposition is described in the following diagram:

T
'
∈ T(ij)k

Sym

ww

Id−Sym

&&
S
'
∈ S3

H
��

R
'
∈ Hr(3,1)

H
��

(H
'
, vs) ∈ (K3 ×K1) vr ∈ K1

8The symmetry class of a tensor T is the conjugacy class, in O(2), of its symmetry group GT := {g ∈ O(2), g ? T = T}.
The interested reader can find more details concerning this concept in the following references [36, 9].

9Unlike the decomposition of T(ij) which was direct, the decomposition of T(ij)k is two-step: 1) a splitting according to
index symmetries of the tensor space; 2) the harmonic decomposition of the symmetric elementary part. This approach can be
formalised (Schur-Weyl Harmonic Decomposition), however this is not the subject of this contribution.
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where Sym and H stand for the symmetrization and the harmonic decomposition processes, respectively. The
space Hr(3,1) appearing in this diagram is defined as

Hr(3,1) := {T
'
∈ T(ij)k| Tijk + Tjki + Tikj = 0}, dim

(
Hr(3,1)

)
= 2.

In the strain-gradient literature S
'
describes the stretch-gradient part of the strain-gradient tensor, while R

'
is

the rotation-gradient [52, 54].
We have the following result:

Theorem 5.1 (Harmonic decomposition of T(ij)k). There exists an O(2)-equivariant isomorphism be-
tween T(ij)k and K3 ⊕K1 ⊕K1 such that for H

'
∈ K3 and (vs, vr) ∈ K1 ×K1,

(5.1) T
'

= H
'

+ Φ
≈
s{3,1}. vs + Φ

≈
r{3,1}. vr,

with
(

Φ
≈
s{3,1},Φ

≈
r{3,1}

)
the harmonic embeddings of the form:

Φ
≈
s{3,1} =

1

4

(
i
≈

(4)

1
+ i
≈

(4)

2
+ i
≈

(4)

3

)
; Φ
≈
r{3,1} =

1

3

(
2 i
≈

(4)

1
− i
≈

(4)

2
− i
≈

(4)

3

)
,

in which ( i
≈

(4)

1
, i
≈

(4)

2
, i
≈

(4)

3
) are the fourth-order elementary isotropic tensors defined by Equation (1.1). Con-

versely, for any T
'
∈ T(ij)k, (H

'
, vs, vr) ∈ K3 ×K1 ×K1 are defined from T

'
as follows:

K1 K3

vr = Π
≈
r{1,3} ... T

'
vs = Π

≈
s{1,3} ... T

'
H
'

= T
'
− Φ
≈
s{3,1}. vs − Φ

≈
r{3,1}. vr

with
(

Π
≈
s{1,3},Π

≈
r{1,3}

)
the harmonic projectors of the form:

Π
≈
s{1,3} =

1

3

(
i
≈

(4)

3
+ i
≈

(4)

2
+ i
≈

(4)

1

)
; Π
≈
r{1,3} =

1

2

(
2 i
≈

(4)

3
− i
≈

(4)

2
− i
≈

(4)

1

)
.

Remark 5.2. In the decomposition given by Equation (5.1), vs represents the vector part of the stretch-
gradient tensor and vr represents the vector part of the rotation-gradient tensor.

Remark 5.3. The decomposition is only valid for the Type II formulation of strain-gradient elasticity. To
obtain the same expressions for the Type I formulation, that is for the decomposition of Ti(jk), the definition
of Φ
≈
r{3,1} must be replaced by the following Φ

≈
] r{3,1}

(5.2) Φ
≈
],r{3,1} =

1

3

(
2 i
≈

(4)

3
− i
≈

(4)

1
− i
≈

(4)

2

)
.

This substitution applied to all future formulas will make it possible to obtain decompositions of the operators
of the Type I formulation from those of the Type II formulation.

Proof. The decomposition of T
'
∈ T(ij)k is two-step: 1) T

'
is decomposed according to its index symmetries,

then 2) each elementary part is decomposed into harmonic tensors.
Step 1: Index symmetry splitting
Any tensor T

'
∈ T(ij)k can be decomposed into a complete symmetric tensor S

'
∈ S3 and a remainder V

'
r as:

(5.3) T
'

= S
'

+ V
'
r

with

(5.4) Sijk =
1

3
(Tijk + Tikj + Tjki) and V rijk =

1

3
(2Tijk − Tikj − Tjki).

It is direct to check that the tensor V
'
r belongs to Hr(3,1) and that the spaces S3 and Hr(3,1) are in direct

sum.



EXPLICIT HARMONIC STRUCTURE OF BIDIMENSIONAL LINEAR STRAIN-GRADIENT ELASTICITY 17

Step 2: Harmonic decompositions
Let us decompose S

'
∈ S3 and V

'
r ∈ Hr(3,1) into harmonic tensors. We consider this last case first. The

following map

vri 7→ V rijk :=
1

3
(2δijv

r
k − δikvrj − δjkvri )

is an embedding of K1 into Hr(3,1), which can be rewritten in an intrinsic form as

(5.5) V
'
r = Φ

≈
r{3,1}. vr with Φ

≈
r{3,1} =

1

3

(
2 i
≈

(4)

1
− i
≈

(4)

2
− i
≈

(4)

3

)
∈ T(ij)kl.

Since dim(Hr(3,1)) = 2 = dim(K1), there is no other harmonic embedding to consider. The expression of the
projection from Hr(3,1) to K1 is obtained using Theorem 3.1:

Π
≈
r{1,3} =

1

2

(
2 i
≈

(4)

3
− i
≈

(4)

2
− i
≈

(4)

1

)
.

Now consider the decomposition of S
'
∈ S3 into the sum of harmonic tensors. Using Lemma 2.1 the harmonic

structure of S3 is known to be isomorphic to K3⊕K1. Let Hs(3,1) be the space of totally symmetric third-order
tensors which are orthogonal to tensors in K3:

(5.6) Hs(3,1) :=
{

T
'
∈ S3 | ∀H

'
∈ K3,H

'
... T
'

= 0
}
.

Since dim(S3) = 4 and dim(K3) = 2, we deduce that dim(Hs(3,1)) = 2. The following map:

Φ
≈
s{3,1} : K1 → Hs(3,1), vsi 7→ V sijk :=

1

4
(δijv

r
k + δikv

r
j + δjkv

r
i )

which can be rewritten in an intrinsic form as

(5.7) V
'
s = Φ

≈
s{3,1}. vs with Φ

≈
s{3,1} =

1

4

(
i
≈

(4)

1
+ i
≈

(4)

2
+ i
≈

(4)

3

)
∈ S4

is an embedding of K1 into Hs(3,1). A direct application of Theorem 3.1 provides the expression of the
projection from Hs(3,1) onto K1:

Π
≈
s{1,3} =

1

3

(
i
≈

(4)

3
+ i
≈

(4)

2
+ i
≈

(4)

1

)
.

The tensor H
'
∈ K3 is then directly deduced:

H
'

= S
'
− Φ
≈
s{3,1}. vs.

�

From the embedding operators involved in Theorem 3.1 a family of projectors can be deduced.

Proposition 5.4. Let I∼∼∼
T(ij)k = 1

2

(
i∼∼∼

(6)

8

+ i∼∼∼
(6)

12

)
be the identity tensor on T(ij)k. The following tensors

P∼∼∼
(3,1r) :=

3

2
(Φ
≈
r{3,1}.Φ

≈
r{1,3}), P∼∼∼

(3,1s) :=
4

3
(Φ
≈
s{3,1}.Φ

≈
s{1,3}), P∼∼∼

(3,3) := I∼∼∼
T(ij)k − P∼∼∼

(3,1s) − P∼∼∼
(3,1r),

where Φ
≈
s{1,3} and Φ

≈
r{1,3} are the transposes of Φ

≈
s{3,1} and Φ

≈
r{3,1}, constitute a family of orthogonal projectors

on Hr(3,1), Hs(3,1) and K3, respectively.

Proof. The multiplication table of the family (P∼∼∼
(3,3), P∼∼∼

(3,1s), P∼∼∼
(3,1r)) given below
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... P∼∼∼
(3,3) P∼∼∼

(3,1s) P∼∼∼
(3,1r)

P∼∼∼
(3,3) P∼∼∼

(3,3) 0∼∼∼
0∼∼∼

P∼∼∼
(3,1s) 0∼∼∼

P∼∼∼
(3,1s) 0∼∼∼

P∼∼∼
(3,1r) 0∼∼∼

0∼∼∼
P∼∼∼

(3,1r)

shows that (P∼∼∼
(3,3), P∼∼∼

(3,1s), P∼∼∼
(3,1r)) constitutes a family of orthogonal projectors with respect to the triple

contraction. �

Remark 5.5. To obtain the projectors for the Type I formulation, that is for the decomposition of Ti(jk),
the definition of I∼∼∼

T(ij)k must be replaced by the following one

I∼∼∼
Ti(jk) =

1

2

(
i∼∼∼

(6)

8

+ i∼∼∼
(6)

9

)

By combining this identity with Φ
≈
] r{3,1}, the projectors (P∼∼∼

](3,3), P∼∼∼
(3,1s), P∼∼∼

](3,1r)) adapted to the Type I for-

mulation are constructed.

Remark 5.6. In Proposition 5.4, the transpose Φ
≈
s{1,3} of Φ

≈
s{3,1} (in the sense of Equation (3.6)) has been

used. However, since Φ
≈
s{3,1} ∈ S4, we have in this peculiar case Φ

≈
s{1,3} = Φ

≈
s{3,1}. Even if it is superfluous

in terms of algebra, the distinction has nevertheless been made here, and will be made in the following to
ensure consistency of notation in our different expressions.

Remark 5.7. From Lemma A.6, the tensors (P∼∼∼
(3,3), P∼∼∼

(3,1s), P∼∼∼
(3,1r)) can be considered as isotropic elasticity

tensors in Ela6. Interpreted as elements of (Ela6,
(6)
· ), these tensors are associated to the following Gram

matrix:

(6)
· P∼∼∼

(3,3) P∼∼∼
(3,1s) P∼∼∼

(3,1r)

P∼∼∼
(3,3) 2 0 0

P∼∼∼
(3,1s) 0 2 0

P∼∼∼
(3,1r) 0 0 2

on which it can be checked, with a slight abuse of notation, that P∼∼∼
(3,k) (6)

· P∼∼∼
(3,k) = dim(Kk), k ∈ {1, 3}.

5.2. Decomposition of Ela6. We will begin by considering this case, since the construction of Clebsch-
Gordan Harmonic Decomposition of A∼∼∼

∈ Ela6 follows almost directly the method previously introduced for

Ela4.

5.2.1. Clebsch-Gordan Decomposition. In the following proposition, the tensors a
≈

1s,3 and a
≈

1r,3 will denote

the transposes of the tensors a
≈

3,1s and a
≈

3,1r, respectively, in the sense defined by Equation (3.6).
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Proposition 5.8. The tensor A∼∼∼
∈ Ela6 admits the uniquely defined Intermediate Block Decomposition asso-

ciated to the family of projectors (P∼∼∼
(3,3), P∼∼∼

(3,1s), P∼∼∼
(3,1r)):

A∼∼∼
= A∼∼∼

3,3 +
16

9
Φ
≈
s{3,1}. a

∼
1s,1s.Φ

≈
s{1,3} +

9

4
Φ
≈
r{3,1}. a

∼
1r,1r.Φ

≈
r{1,3}

+
4

3

(
a
≈

3,1s.Φ
≈
s{1,3} + Φ

≈
s{3,1}. a

≈
1s,3
)

+
3

2

(
a
≈

3,1r.Φ
≈
r{1,3} + Φ

≈
r{3,1}. a

≈
1r,3
)

+ 2
(

Φ
≈
s{3,1}. a

∼
1s,1r.Φ

≈
r{1,3} + Φ

≈
r{3,1}. a

∼
1r,1s.Φ

≈
s{1,3}

)
in which A∼∼∼

3,3 ∈ K3 ⊗s K3, (a
≈

3,1s, a
≈

3,1r) ∈ (K3 ⊗ K1)2, (a
∼

1s,1s, a
∼

1r,1r) ∈ (K1 ⊗s K1)2 and a
∼

1s,1r ∈ K1 ⊗ K1

and Φ
≈
s{3,1},Φ

≈
r{3,1} are defined in Proposition 5.1. Those elements are defined from A∼∼∼

as follows:

T2 T4 T6

a
∼

1s,1s := Φ
≈
s{1,3} ... A∼∼∼

... Φ
≈
s{3,1} a

≈
3,1s := P∼∼∼

(3,3) ... A∼∼∼
... Φ
≈
s{3,1} A∼∼∼

3,3 := P∼∼∼
(3,3) ... A∼∼∼

... P∼∼∼
(3,3)

a
∼

1s,1r := Φ
≈
s{1,3} ... A∼∼∼

... Φ
≈
r{3,1} a

≈
3,1r := P∼∼∼

(3,3) ... A∼∼∼
... Φ
≈
r{3,1}

a
∼

1r,1r := Φ
≈
r{1,3} ... A∼∼∼

... Φ
≈
r{3,1}

Proof. The proof follows the steps detailed in the proof of Proposition 4.3, only the main points will be
summed up here. Starting from the decomposition introduced in Theorem 5.1, any T

'
∈ T(ij)k decomposes

as follows:

T
'

= H
'

+ V
'
s + V

'
r.

Using the projectors (P∼∼∼
(3,3), P∼∼∼

(3,1s), P∼∼∼
(3,1r)) and following the method used in the proof of Proposition 4.3,

the constitutive law can be brought to the following matrix form:

H
'
?

V
'
?s

V
'
?r

 =


A∼∼∼

3,3 A∼∼∼
3,1s A∼∼∼

3,1r

A∼∼∼
1s,3 A∼∼∼

1s,1s A∼∼∼
1s,1r

A∼∼∼
1r,3 A∼∼∼

1r,1s A∼∼∼
1r,1r


 H
'

V
'
s

V
'
r

 ,

where the quantities are defined as:

A∼∼∼
3,3 := P∼∼∼

(3,3) ... A∼∼∼
... P∼∼∼

(3,3),

A∼∼∼
3,1s := 4

3 a
≈

3,1s.Φ
≈
s{1,3},

A∼∼∼
3,1r := 3

2 a
≈

3,1r.Φ
≈
r{1,3},

A∼∼∼
1s,3 := 4

3Φ
≈
s{3,1}. a

≈
1s,3,

A∼∼∼
1s,1s := 16

9 Φ
≈
s{3,1}. a

∼
1s,1s.Φ

≈
s{1,3},

A∼∼∼
1s,1r := 2Φ

≈
s{3,1}. a

∼
1s,1r.Φ

≈
r{1,3},

A∼∼∼
1r,3 := 3

2Φ
≈
r{3,1}. a

≈
1r,3,

A∼∼∼
1r,1s := 2Φ

≈
r{3,1}. a

∼
1r,1s.Φ

≈
s{1,3},

A∼∼∼
1r,1r := 9

4Φ
≈
r{3,1}. a

∼
1r,1r.Φ

≈
r{1,3},

in which



a
≈

3,1s := P∼∼∼
(3,3) ... A∼∼∼

... Φ
≈
s{3,1},

a
≈

3,1r := P∼∼∼
(3,3) ... A∼∼∼

... Φ
≈
r{3,1},

a
∼

1s,1s := Φ
≈
s{1,3} ... A∼∼∼

... Φ
≈
s{3,1},

a
∼

1s,1r := Φ
≈
s{1,3} ... A∼∼∼

... Φ
≈
r{3,1},

a
∼

1r,1r := Φ
≈
r{1,3} ... A∼∼∼

... Φ
≈
r{3,1}.
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Using matrix notation, we have

H
'
?

V
'
?s

V
'
?r

 =


A∼∼∼

3,3 4
3 a
≈

3,1s.Φ
≈
s{1,3} 3

2 a
≈

3,1r.Φ
≈
r{1,3}

4
3Φ
≈
s{3,1}. a

≈
1s,3 16

9 Φ
≈
s{3,1}. a

∼
1s,1s.Φ

≈
s{1,3} 2Φ

≈
s{3,1}. a

∼
1s,1r.Φ

≈
r{1,3}

3
2Φ
≈
r{3,1}. a

≈
1r,3 2Φ

≈
r{3,1}. a

∼
1r,1s.Φ

≈
s{1,3} 9

4Φ
≈
r{3,1}. a

∼
1r,1r.Φ

≈
r{1,3}


 H
'

V
'
s

V
'
r


. �

5.2.2. Harmonic Decomposition. In the Intermediate Block Decomposition of A∼∼∼
the non-harmonic tensors

belong to 4 different spaces:

• A∼∼∼
3,3 ∈ K3 ⊗s K3 ' K6 ⊕K0;

• (a
≈

3,1s, a
≈

3,1r) ∈ K3 ⊗K1 ' K4 ⊕K2;

• (a
∼

1s,1s, a
∼

1r,1r) ∈ K1 ⊗s K1 ' K2 ⊕K0;

• a
∼

1s,1r ∈ K1 ⊗K1 ' K2 ⊕K0 ⊕K−1.

Their harmonic decompositions are provided in Appendix B, the associated results are the following:
• Tensors A∼∼∼

3,3 ∈ K3 ⊗s K3 admit the uniquely defined harmonic decomposition

A∼∼∼
3,3 = H∼∼∼

+
α

2
P∼∼∼

(3,3), where H∼∼∼
∈ K6 and α ∈ K0.

Conversely,

α = A∼∼∼
3,3 (6)
· P∼∼∼

(3,3) and H∼∼∼
= A∼∼∼

3,3 − α

2
P∼∼∼

(3,3).

• Tensors a
≈

3,1 ∈ K3 ⊗K1 admit the uniquely defined harmonic decomposition

a
≈

3,1 = H
≈

+ Φ∼∼∼
{4,2} : h

∼
, with H

≈
∈ K4, h

∼
∈ K2 and (Φ∼∼∼

{4,2} : h
∼

)ijkl =
1

2
(hijδkl + hikδjl − hilδjk).

Conversely,

h
∼

= tr14 a
≈

3,1 and H
≈

= a
≈

3,1 − Φ∼∼∼
{4,2} : h

∼
.

The notation trij indicates that the contraction should be done on the ith and jth indices.
• Tensors a

∼
1,1 ∈ K1 ⊗K1 admit the uniquely defined harmonic decomposition

a
∼

1,1 = d
∼

+
β

2
ε
∼

+
α

2
i
∼

(2), with d
∼
∈ K2, (α, β) ∈ K0.

Conversely,

α = a
∼

1,1 : i
∼

(2), β = a
∼

1,1 : ε
∼
, d
∼

= a
∼

1,1 − β

2
ε
∼
− α

2
i
∼

(2).

In the following proposition, the notation TTα,β indicates a generalized transposition operation in which, in
components, the first α indices are permuted with the last β ones.

Proposition 5.9 (Clebsch-Gordan Harmonic Decomposition of A∼∼∼
∈ Ela6). The tensor A∼∼∼

∈ Ela6

admits the uniquely defined Clebsch-Gordan Harmonic Decomposition associated to the family of projectors
(P∼∼∼

(3,3), P∼∼∼
(3,1s), P∼∼∼

(3,1r)):
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A∼∼∼
= H∼∼∼

3,3 +
4

3

(
H
≈

3,1s.Φ
≈
s{1,3} + Φ

≈
s{3,1}.H

≈
3,1s
)

+
3

2

(
H
≈

3,1r.Φ
≈
r{1,3} + Φ

≈
r{3,1}.H

≈
3,1r
)

+
16

9
Φ
≈
s{3,1}. h

∼
1s,1s.Φ

≈
s{1,3} +

9

4
Φ
≈
r{3,1}. h

∼
1r,1r.Φ

≈
r{1,3}

+
4

3

((
Φ∼∼∼
{4,2} : h

∼
3,1s

)
.Φ
≈
s{1,3} + Φ

≈
s{3,1}.

(
Φ∼∼∼
{4,2} : h

∼
3,1s

)T3,1
)

+
3

2

((
Φ∼∼∼
{4,2} : h

∼
3,1r

)
.Φ
≈
r{1,3} + Φ

≈
r{3,1}.

(
Φ∼∼∼
{4,2} : h

∼
3,1r

)T3,1
)

+ 2
(

Φ
≈
s{3,1}. h

∼
1s,1r.Φ

≈
r{1,3} + Φ

≈
r{3,1}. h

∼
1r,1s.Φ

≈
s{1,3}

)
+

α3,3

2
P∼∼∼

(3,3) +
2

3
α1s,1sP∼∼∼

(3,1s) +
3

4
α1r,1rP∼∼∼

(3,1r) + α1s,1r
(

Φ
≈
s{3,1}.Φ

≈
r{1,3} + Φ

≈
r{3,1}.Φ

≈
s{1,3}

)
+ β1s,1r

(
Φ
≈
s{3,1}. ε

∼
.Φ
≈
r{1,3} − Φ

≈
r{3,1}. ε

∼
.Φ
≈
s{1,3}

)
,

in which H∼∼∼
3,3 ∈ K6, (H

≈
3,1s,H

≈
3,1r) ∈ (K4)2, (h

∼
3,1s, h

∼
3,1r, h

∼
1s,1r, h

∼
1s,1sh

∼
1r,1r) ∈ (K2)5, (α3,3, α1s,1s, α1r,1r, α1r,1s) ∈

(K0)4 and β1r,1s ∈ K−1. Those elements are defined from A∼∼∼
as follows:

K−1 K0 K2 K4 K6

β1s,1r = a
∼
1s,1r : ε

∼
α1s,1r = a

∼
1s,1r : i

∼
(2) h

∼
1s,1r = a

∼
1s,1r : P

≈
(2,2)

α1r,1r = a
∼
1r,1r : i

∼
(2) h

∼
1r,1r = a

∼
1r,1r : P

≈
(2,2)

α1s,1s = a
∼
1s,1s : i

∼
(2) h

∼
1s,1s = a

∼
1s,1s : P

≈
(2,2)

h
∼
3,1r = tr14(a

≈
3,1r) H

≈
3,1r = a

≈
3,1r − Φ∼∼∼

{4,2} : h
∼
3,1r

h
∼
3,1s = tr14(a

≈
3,1s) H

≈
3,1s = a

≈
3,1s − Φ∼∼∼

{4,2} : h
∼
3,1s

α3,3 = A∼∼∼
3,3

(6)
· P∼∼∼

(3,3) H∼∼∼
3,3 = A∼∼∼

3,3 − α3,3

2
P∼∼∼

(3,3)

in which the intermediate quantities are defined in Proposition 5.8.

Remark 5.10. Following Remarks 5.3 and 5.5, the formula for strain-gradient elasticity expressed within
type I formulation is directly obtained by substituting P∼∼∼

](3,3), P∼∼∼
](3,1r), and Φ

≈
] r{3,1} for P∼∼∼

(3,3), P∼∼∼
(3,1r) and

Φ
≈
r{3,1} in the given formula.

5.3. Link with symmetry classes. As demonstrated in [7, 9], the space Ela6 is divided into the 8 following
symmetry classes:

I(Ela6) = {[Z2], [D2], [Z4], [D4], [Z6], [D6], [SO(2)], [O(2)]}
These symmetry classes can be linked as shown in the following diagram:

[D2] //

""

[D6]

##
[D4] // O(2)

[Z2]

OO

//

""

[Z6]

##

OO

[Z4]

OO

// SO(2)

OO

For the high-symmetry classes [Z6],[D6],[SO(2)],[O(2)] the harmonic decomposition reduces to
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• Symmetry class [Z6]:

A∼∼∼
= H∼∼∼

3,3 +
α3,3

2
P∼∼∼

(3,3) +
2

3
α1s,1sP∼∼∼

(3,1s) +
3

4
α1r,1rP∼∼∼

(3,1r) + α1s,1r
(

Φ
≈
s{3,1}.Φ

≈
r{1,3} + Φ

≈
r{3,1}.Φ

≈
s{1,3}

)
+ β1s,1r

(
Φ
≈
s{3,1}. ε

∼
.Φ
≈
r{1,3} − Φ

≈
r{3,1}. ε

∼
.Φ
≈
s{1,3}

)
;

• Symmetry class [D6]:

A∼∼∼
= H∼∼∼

3,3 +
α3,3

2
P∼∼∼

(3,3) +
2

3
α1s,1sP∼∼∼

(3,1s) +
3

4
α1r,1rP∼∼∼

(3,1r) + α1s,1r
(

Φ
≈
s{3,1}.Φ

≈
r{1,3} + Φ

≈
r{3,1}.Φ

≈
s{1,3}

)
;

• Symmetry class [SO(2)]:

A∼∼∼
=

α3,3

2
P∼∼∼

(3,3) +
2

3
α1s,1sP∼∼∼

(3,1s) +
3

4
α1r,1rP∼∼∼

(3,1r) + α1s,1r
(

Φ
≈
s{3,1}.Φ

≈
r{1,3} + Φ

≈
r{3,1}.Φ

≈
s{1,3}

)
+ β1s,1r

(
Φ
≈
s{3,1}. ε

∼
.Φ
≈
r{1,3} − Φ

≈
r{3,1}. ε

∼
.Φ
≈
s{1,3}

)
;

• Symmetry class [O(2)]:

A∼∼∼
= α3,3

2 P∼∼∼
(3,3) + 2

3α
1s,1sP∼∼∼

(3,1s) + 3
4α

1r,1rP∼∼∼
(3,1r) + α1s,1r

(
Φ
≈
s{3,1}.Φ

≈
r{1,3} + Φ

≈
r{3,1}.Φ

≈
s{1,3}

)
.

In order to provide the harmonic decomposition for the other cases without ambiguity, additional tools, not
discussed in this paper, are needed. We therefore defer this point to a future contribution.

5.4. Decomposition of Ela5. In this last subsection, the Clebsch-Gordan Harmonic Decomposition of M
u
∈

Ela5 is provided. Since Ela5 ' L(T(ij)k,T(ij)), two different state tensor spaces are involved for constructing
the decomposition.

5.4.1. Clebsch-Gordan Decomposition.

Proposition 5.11. The tensor M
u
∈ Ela5 admits the uniquely defined Intermediate Block Decomposition

associated to the family of projectors (P∼∼∼
(3,3), P∼∼∼

(3,1s), P∼∼∼
(3,1r),P

≈
(2,2),P

≈
(2,0)):

M
u

= M
u

2,3+
4

3
m
'

2,1s.Φ
≈
s{1,3}+

3

2
m
'

2,1r.Φ
≈
r{1,3}+2Φ

∼
{2,0}⊗m

'
0,3+

8

3

(
Φ
∼
{2,0} ⊗ µ0,1s

)
.Φ
≈
s{1,3}+3

(
Φ
∼
{2,0} ⊗ µ0,1r

)
.Φ
≈
r{1,3}

in which M
u

2,3 ∈ K2 ⊗K3, (m
'

2,1s,m
'

2,1r) ∈ (K2 ⊗K1)2, m
'

0,3 ∈ K3, (µ0,1s, µ0,1r) ∈ (K1)2, and Φ
≈
s{3,1},Φ

≈
r{3,1}

and Φ
∼
{0,2} are defined, respectively, in Propositions 5.1 and 4.2. Those elements are defined from M

u
as

follows:

T1 T3 T5

µ0,1s := Φ
∼
{0,2} : M

u
... Φ
≈
s{3,1} m

'
2,1s := P

≈
(2,2) : M

u
... Φ
≈
s{3,1} M

u
2,3 := P

≈
(2,2) : M

u
... P∼∼∼

(3,3)

µ0,1r := Φ
∼
{0,2} : M

u
... Φ
≈
r{3,1} m

'
2,1r := P

≈
(2,2) : M

u
... Φ
≈
r{3,1}

m
'

0,3 := Φ
∼
{0,2} : M

u
... P∼∼∼

(3,3)

Proof. The proof follows the steps detailed in the proof of Proposition 4.3, only the main points will be
summed up here. The constitutive law can be expressed in matrix notation as follows:

(
d
∼
?

s
∼
?

)
=

M
u

2,3 M
u

2,1s M
u

2,1r

M
u

0,3 M
u

0,1s M
u

0,1r


 H
'

V
'
s

V
'
r
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with 

M
u

2,3 := P
≈

(2,2) : M
u
... P∼∼∼

(3,3),

M
u

2,1s := 4
3m
'

2,1s.Φ
≈
s{1,3},

M
u

2,1r := 3
2m
'

2,1r.Φ
≈
r{1,3},

M
u

0,3 := 2Φ
∼
{2,0} ⊗m

'
0,3,

M
u

0,1s := 8
3

(
Φ
∼
{2,0} ⊗ µ0,1s

)
.Φ
≈
s{1,3},

M
u

0,1r := 3
(

Φ
∼
{2,0} ⊗ µ0,1r

)
.Φ
≈
r{1,3},

in which



m
'

2,1s := P
≈

(2,2) : M
u
... Φ
≈
s{3,1},

m
'

2,1r := P
≈

(2,2) : M
u
... Φ
≈
r{3,1},

m
'

0,3 := Φ
∼
{0,2} : M

u
... P∼∼∼

(3,3),

µ0,1s := Φ
∼
{0,2} : M

u
... Φ
≈
s{3,1},

µ0,1r := Φ
∼
{0,2} : M

u
... Φ
≈
r{3,1}.

In matrix form, we have(
d
∼
?

s
∼
?

)
=

 M
u

2,3 4
3m
'

2,1s.Φ
≈
s{1,3} 3

2m
'

2,1r.Φ
≈
r{1,3}

2Φ
∼
{2,0} ⊗m

'
0,3 8

3

(
Φ
∼
{2,0} ⊗ µ0,1s

)
.Φ
≈
s{1,3} 3

(
Φ
∼
{2,0} ⊗ µ0,1r

)
.Φ
≈
r{1,3}


 H
'

V
'
s

V
'
r

 .

By construction, it can directly be checked that

M
u

2,3 ∈ K2 ⊗K3, (m
'

2,1s,m
'

2,1r) ∈ K2 ⊗K1, m
'

0,3 ∈ K0 ⊗K3, and(µ0,1s, µ0,1r) ∈ K0 ⊗K1.

�

5.4.2. Harmonic Decomposition. In the Intermediate Block Decomposition of M
u

the only non-harmonic ten-

sors are M
u

2,3 ∈ K2 ⊗ K3 and (m
'

2,1s,m
'

2,1r) which belong to K2 ⊗ K1. Their harmonic decompositions are

provided in Appendix B, the associated results are the following:
• Tensors m

'
2,1 ∈ K2 ⊗K1 admit the uniquely defined harmonic decomposition

m
'

2,1 = H
'

+ Φ
≈
{3,1}. v, where H

'
∈ K3, v ∈ K1, and (Φ

≈
{3,1}. v)ijk =

1

2
(viδjk + vjδik − vkδij).

Conversely,
v = tr13 m

'
2,1 and H

'
= m
'

2,1 − Φ
≈
{3,1}. v.

• Tensors M
u

2,3 ∈ K2 ⊗K3 admit the uniquely defined harmonic decomposition

M
u

2,3 = H
u

+ Φ∼∼∼
{5,1}. v, where H

u
∈ K5, v ∈ K1

and

4(Φ∼∼∼
{5,1}. v)ijklm = vi(δjkδlm − δjlδkm − δjmδkl)− vjδimδkl

+ vk(−2δijδlm + δilδjm + 2δimδjl) + vlδikδjm + vmδijδkl

Conversely,

v = tr12

(
tr13 M

u
2,3

)
and H

'
= M

u
2,3 − Φ∼∼∼

{5,1}. v.

Using these results we obtain:

Proposition 5.12 (Clebsch-Gordan Harmonic Decomposition of M
u
∈ Ela5). The tensor M

u
∈ Ela5

admits the uniquely defined Clebsch-Gordan Harmonic Decomposition associated to the family of projectors
(P∼∼∼

(3,3), P∼∼∼
(3,1s), P∼∼∼

(3,1s),P
≈

(2,2),P
≈

(2,0)):

M
u

= H
u

2,3 +
4

3
H
'

2,1s.Φ
≈
s{1,3} +

3

2
H
'

2,1r.Φ
≈
r{1,3} + 2Φ

∼
{2,0} ⊗H

'
0,3 + Φ∼∼∼

{5,1}. v2,3

+
4

3
(Φ
≈
{3,1}. v2,1s).Φ

≈
s{1,3} +

3

2
(Φ
≈
{3,1}. v2,1r).Φ

≈
r{1,3} +

8

3

(
Φ
∼
{2,0} ⊗ µ0,1s

)
.Φ
≈
s{1,3}

+ 3
(

Φ
∼
{2,0} ⊗ µ0,1r

)
.Φ
≈
r{1,3}
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in which H
u

2,3 ∈ K5, (H
'

2,1s,H
'

2,1r,H
'

0,3) ∈ (K3)3, (v2,3, v2,1s, v2,1r, v0,1s, v0,1r) ∈ (K1)5. Those elements are

defined from M
u

as follows:

K1 K3 K5

v0,1r = µ0,1r

v0,1s = µ0,1s

v2,1r = m
'

2,1r : i
∼

(2) H
'

2,1r = m
'

2,1r − Φ
≈
{3,1}. v2,1r

v2,1s = m
'

2,1s : i
∼

(2) H
'

2,1s = m
'

2,1s − Φ
≈
{3,1}. v2,1s

H
'

0,3 = m
'

0,3

v2,3 = tr12(tr13(M
u

2,3)) H
u

2,3 = M
u

2,3 − Φ∼∼∼
{5,1}. v2,3

in which the intermediate quantities are defined in Proposition 5.11 and Φ
≈
s{3,1},Φ

≈
r{3,1} and Φ

∼
{0,2} are defined,

respectively, in Propositions 5.1 and 4.2.

Remark 5.13. Following Remarks 5.3 and 5.5, the formula for strain-gradient elasticity expressed within
type I formulation is directly obtained by substituting P∼∼∼

](3,3), P∼∼∼
](3,1r), and Φ

≈
] r{3,1} for P∼∼∼

(3,3), P∼∼∼
(3,1r) and

Φ
≈
r{3,1} in the given formula.

5.5. Link with symmetry classes. As demonstrated in [8, 9], the space Ela5 is divided into the 6 following
symmetry classes:

(5.8) I(Ela5) = {1, [Zπ2 ], [Z3], [D3], [D5], [O(2)]}

These symmetry classes can be linked as shown in the following diagram:

(5.9) [Zπ2 ] //

""

[D5]

##
[D3] // [O(2)]

[1]

OO

""
[Z3]

OO

For the high-symmetries classes [D5],[O(2)] the harmonic decomposition simplifies into
• Symmetry class [D5]:

M
u

= H
u

2,3;

• Symmetry class [O(2)]:
M
u

= 0
u
.

In order to provide the harmonic decomposition for the other cases without ambiguity, additional tools, not
discussed in this paper, are needed. We therefore defer this point to a future contribution.

Remark 5.14. As demonstrated in [8], the set of symmetry classes for the complete constitutive law, that is
of a triplet E :=

(
C
≈
,M
u
,A∼∼∼

)
∈ Sgrd, is not the union of the symmetry classes of each tensor space considered

separately. It can be shown, for example, that [Z5] is a symmetry class of the complete constitutive law,
although it is not a symmetry classes of any individual tensor in the triplet E . We therefore refer interested
readers to the reference [8] to see how to correctly combine the different results for each of the 14 symmetry
classes of the 2D strain-gradient elasticity.



EXPLICIT HARMONIC STRUCTURE OF BIDIMENSIONAL LINEAR STRAIN-GRADIENT ELASTICITY 25

6. Conclusion

In this paper the harmonic decomposition of the constitutive tensors appearing in the 2D Mindlin’s strain-
gradient elasticity has been investigated. Since no method available in the literature was considered satisfac-
tory for the harmonic decomposition of higher-order tensors, a new harmonic decomposition, referred to here
as the Clebsch-Gordan Harmonic Decomposition, was proposed. The main results of the paper are two-fold:

• the explicit 2D Clebsh-Gordan harmonic decompositions of:
– the fifth-order coupling tensor of strain-gradient elasticity;
– the sixth-order elasticity tensor of strain-gradient elasticity.

• the algorithm for the explicit Clebsh-Gordan harmonic decomposition for bidimensional tensors.
The Clebsch-Gordan algorithm is two-step and based on the explicit construction of the Clebsch-Gordan
harmonic products. This approach, which shares some ideas with the one introduced by Zou in [82], allows
one to easily obtain orthogonal harmonic decompositions of higher-order tensors. Since the Clebsch-Gordan
construction generates a new harmonic decomposition from a known one, the procedure can be iterated to
obtain harmonic decompositions of arbitrary order tensors. The approach developed here in the 2D situation
can be extended without any problem to the harmonic decomposition of 3D tensors. The study of this
extension will be the object of a future contribution.

As we have already mentioned, the proposed method for decomposing tensors that we have introduced is
very general and its applicability is by no means restricted to strain-gradient elasticity. We believe that this
method will find interesting applications beyond the one considered in the present contribution.

Acknowledgements

We thank Marc Olive for the multiple scientific discussions throughout the redaction of the manuscript.
The first and the second authors acknowledge the support of the French Agence Nationale de la Recherche
(ANR), under grant ANR-17-CE08-0039 (project ArchiMatHOS).

Appendix A. Proofs of Theorem 3.1 and Proposition 3.2

This appendix is devoted to the formulation and the proofs of Lemmas required to demonstrate Theorem
3.1 and Proposition 3.2. The main results of this appendix are Proposition A.4 and Lemmas A.6 and A.4.
The other Propositions are intermediate results necessary to demonstrate them.

Proposition A.1. If n and k are of the same parity, Φ{n,k} is an non-null isotropic tensor of order k + n,
i.e.

Φ{n,k} =
∑
i

λii
(n+k)
i ,

otherwise Φ{n,k} is the null tensor.

Proof. Φ{n,k} is an O(2)-equivariant linear map between tensor spaces of order n and k with n ≥ k, conse-
quently:

∀v ∈ Kk, ∀g ∈ O(2), g
(n)
? (Φ{n,k}

(k)
· v) = Φ{n,k}

(k)
· (g

(k)
? v).

Using the change of variables v = gT
(k)
· v?, we have

∀v? ∈ Kk, ∀g ∈ O(2), g
(n)
? (Φ{n,k}

(k)
· (gT

(k)
? v?)) = Φ{n,k}

(k)
· v?.

Moreover,

g
(n)
? (Φ{n,k}

(k)
· (gT

(k)
? v?)) = gi1j1 . . . ginjnΦj1...jnk1...kkg

T
k1l1 . . . g

T
kklk

v?l1...lk

= gi1j1 . . . ginjng
T
k1l1 . . . g

T
kklk

Φj1...jnk1...kkv
?
l1...lk

= gi1j1 . . . ginjngl1k1 . . . glkkkΦj1...jnk1...kkv
?
l1...lk

= (g
(n+k)
? Φ{n,k})

(k)
· v?.

Then

∀v? ∈ Kk, ∀g ∈ O(2), (g
(n+k)
? Φ{n,k} − Φ{n,k})

(k)
· v? = 0
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which implies that

∀g ∈ O(2), g
(n+k)
? Φ{n,k} = Φ{n,k}.

Since the only isotropic tensor of odd order is the null tensor, Φ{n,k} is null if n and k are of different parity.
If n and k are of the same parity, then Φ{n,k} is an isotropic tensor of order n+ k, and thus can be expressed
as a linear combination of elements of I(n+k), i.e.

Φ{n,k} =
∑
i

λii
(n+k)
i .

�

Proposition A.2. Consider Φ{n,k} ∈ I(n+k) and v ∈ Kk. The image V ∈ H(n,k) of v by Φ{n,k} has the
following form:

V = Φ{n,k}
(k)
· v =

∑
j

λjςj ∗ (i
(n−k)
1 ⊗ v), with ςj ∈ Sn.

Proof. Since Φ{n,k} =
∑
i λii

(n+k)
i , V has the following expression

V = Φ{n,k}
(k)
· v =

∑
i

λii
(n+k)
i

(k)
· v.

Since v ∈ Kk, v is totally symmetric and traceless, as such any term i
(n+k)
i

(k)
· v which implies contraction

within v disappears. The non-zero terms are, up to index permutation, those of the form i
(n−k)
1 ⊗ v, which

gives the announced result. �

Proposition A.3. Let V ∈ H(n,k) be the image of v ∈ Kk \ {0} by Φ{n,k} ∈ I(n+k). There exists γ > 0
independent of v such that

‖V‖2 = γ‖v‖2.

Proof. As
V =

∑
j

λjςj ∗ (i
(n−k)
1 ⊗ v) with ςj ∈ Sn,

we remark that V is null if and only if v is null. So let us assume that v ∈ Kk \ {0}. Since ‖V‖2 and ‖v‖2
are strictly positive, there exists γ > 0 such ‖V‖2 = γ‖v‖2. Let us show that γ is independent of v. We
consider the function ρ : Kk \ {0} → R+ defined by

ρ(v) :=
‖Φ{n,k}

(k)
· v‖2

‖v‖2

in which the norms are the Frobenius norms associated with the dot product corresponding to the tensor

order, i.e.
(k)
· for kth-order tensors. Since Kk is irreducible and its elements transform as vectors, any element

of Kk can be obtained from a non-null reference one, v1, up to a scaling factor and up to a rotation. We can
then write

v = λg
(k)
? v1, with λ ∈ R∗, g ∈ O(2),

obviously the scaling and the rotation transformations commute. As a consequence, γ is independent of v if
the function ρ is constant on Kk \ {0}. Let us show that the function ρ is constant on Kk \ {0}.

• We observe that

∀(λ,v) 6= (0,0), ρ(λv) =
‖Φ{n,k}

(k)
· λv‖2

‖λv‖2
=
‖Φ{n,k}

(k)
· v‖2

‖v‖2
= ρ(v).

So ρ is an homogeneous function of degree 0, meaning that ρ(v) is independent of the norm of v.
• ρ is an isotropic function, i.e. ρ(g ? v) = ρ(v) for v 6= 0 and ∀g ∈ O(2). Firstly, Φ{n,k} is O(2)-

equivariant, hence

v′ = g
(k)
? v⇒ V′ = g

(n)
? V;
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secondly, norms are isotropic functions, as such

∀g ∈ O(2), ρ(g
(k)
? v) =

‖Φ{n,k}
(k)
· (g

(k)
? v)‖2

‖g
(k)
? v‖2

=
‖g

(n)
? V‖2

‖g
(k)
? v‖2

=
‖V‖2

‖v‖2
= ρ(v).

This result means that ρ(v) is independent of the orientation of v.
Since the scaling and the rotation transformations commute, and since the function is constant for both
actions considered separately, we have

ρ(v) = ρ(λg
(k)
? v1) = ρ(v1) =: γ, ∀v ∈ Kk \ {0}.

Hence the constant γ is independent of the considered vector v ∈ Kk. �

The following proposition gives a method to compute the parameter γ, it corresponds to Proposition 3.2
of Section 3.

Proposition A.4. The constant γ defined in Proposition A.3 can be also calculated as

γ =
1

2
tr M

in which M is the matrix of the linear map η : Kk → Kk defined by

η(v) =
(

Φ{k,n} ◦ Φ{n,k}
)
.v.

Proof. Let v ∈ Kk \ {0} and V := Φ{n,k}
(k)
· v. From Proposition A.3, there exists γ > 0 such that

‖V‖2 = γ‖v‖2. Let us consider

M(k,k) = Φ{k,n}
(n)
· Φ{n,k}

which can be considered as a symmetric second-order tensor on Kk. By introducing IK
k

the second-order
identity tensor on Kk, the relation ‖V‖2 = γ‖v‖2 can be expressed as:

v.M(k,k).v = γv. IK
k

.v.

Differentiating with respect to v we obtain(
M(k,k) − γIK

k
)
.v = 0.

By considering a specific basis for Kk, the former relation can be reformulated in terms of matrix,

([M]− γ[I]) . [v] = 0.

Since v 6= 0 the previous relation shows that γ is an eigenvalue of [M]. This result can be refined by noticing
the following points:

• ∀k > 0, dim
(
Kk
)

= 2, as such [M] has at most 2 different eigenvalues ;
• Since by construction M(k,k) is an isotropic tensor, [M] is proportional to [I]. A a result, γ is a double

eigenvalue.
As a consequence,

γ =
1

2
tr[M].

�

The next result is fundamental to demonstrate Theorem 3.1.

Lemma A.5. The tensor Φ{n,k} is invertible, and its inverse
(
Φ{n,k}

)−1
has the following expression:(

Φ{n,k}
)−1

=
1

γ
Φ{k,n}

in which Φ{k,n} denotes the transpose of Φ{n,k} as defined by Equation (3.6).
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Proof. Let v ∈ Kk and V = Φ{n,k}
(k)
· v, we have

‖V‖2 = 〈Φ{n,k}
(k)
· v,Φ{n,k}

(k)
· v〉H(n,k) = 〈v,Φ{k,n}

(n)
· Φ{n,k}

(k)
· v〉Kk .

From Lemma A.3 we have:
‖V‖2 = γ‖v‖2,

then
〈v,Φ{k,n}

(n)
· Φ{n,k}

(k)
· v〉Kk = 〈v, γIK

k (k)
· v〉Kk

which is equivalent to

〈v, (Φ{k,n}
(n)
· Φ{n,k} − γIK

k

).v〉Kk = 0.

Since this true for all v ∈ Kk, we deduce that

Φ{k,n}
(n)
· Φ{n,k} = γIK

k

and then (
Φ{n,k}

)−1

=
1

γ
Φ{k,n}.

�

Finally, the next result will be used in Appendix B to directly characterize some harmonic embeddings.

Lemma A.6. Consider Tn a space of nth-order tensors and let H(n,k) be a subspace of Tn isomorphic to a
harmonic space Kk with k ≤ n. Then the projector P(n,k) from Tn onto H(n,k) belongs to Ls(Tn,Tn).

Proof. By definition, P(n,k) is a linear map from Tn to Tn. We can therefore consider it as a tensor of order
2n. It remains to verify the major symmetry, i.e. that P(n,k) =

(
P(n,k)

)T
. Since

P(n,k) =
1

γ
Φ{n,k}

(k)
·
(

Φ{n,k}
)T

,

the major symmetry is verified. �

Appendix B. Clebsch-Gordan harmonic embeddings

This appendix is devoted to the demonstrations of the fundamental explicit harmonic decompositions
associated with the embeddings Kp+q ⊕ K|p−q| ↪→ Kp ⊗ Kq used in the main part of the article. Since the
embedding of Kp+q into Kp⊗Kq is trivial, the problem reduces to the determination of the unique embedding
of K|p−q| into Kp⊗Kq. Knowing the algebraic characterisation of Kp⊗Kq, this question can be reformulated
in terms of linear algebra.

We have the following result:

Theorem B.1. For n ≥ 1, let P(n,n) be the tensor associated to the projector from Tn onto Kn and consider
Tn,n an element of Ls(Kn,Kn) ' Kn ⊗s Kn. The tensor Tn,n can be parametrized as follows:

Tn,n = K +
α

2
P(n,n), (K, α) ∈ K2n ×K0,

in such a way that Tn,n
(2n)
· P(n,n) = α.

Proof. First, by using the Clebsch-Gordan formula, it is known that Ls(Kn,Kn) ' K2n ⊕ K0. As a conse-
quence Tn,n ∈ Ls(Kn,Kn) can be written as

Tn,n = K + αΦ{2n,0}

with K ∈ K2n, α ∈ K0 and Φ{2n,0} is an isotropic tensor of order 2n element of Ls(Tn,Tn). As a direct
consequence of Lemma A.6, it can be observed that P(n,n) is also an isotropic tensor of order 2n element of
Ls(Tn,Tn). Since dim

(
H(n,0)

)
= 1,

Φ{2n,0} = λP(n,n).

The scaling factor λ is determined so that Tn,n
(2n)
· P(n,n) = α. We have

Tn,n (2n)
· P(n,n) = αλP(n,n) (2n)

· P(n,n).
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Since P(n,n) = IK
n

, (P(n,n)
(2n)
· P(n,n)) = dim(Kn) = 2. Then Tn,n

(2n)
· P(n,n) = 2αλ and we deduce that

λ = 1
2 . �

Corollary B.2 (Decomposition of K3 ⊗s K3). Elements A∼∼∼
3,3 of K3 ⊗s K3 can be decomposed as follows:

A∼∼∼
3,3 = H∼∼∼

+
α3,3

2
P∼∼∼

(3,3), where α3,3 = A∼∼∼
3,3 (6)
· P∼∼∼

(3,3)

with P∼∼∼
(3,3) defined in Proposition 5.4.

Lemma B.3 (Decomposition of K3⊗K1 ). There exists an O(2)-equivariant isomorphism between K3⊗K1

and K4 ⊕K2 such that for any T
≈

3,1 ∈ K3 ⊗K1,

T
≈

3,1 = H
≈

+ Φ∼∼∼
{4,2} : h

∼
,

where (K
≈
, h
∼

) ∈ K4 ×K2 with h
∼

= tr14 T
≈

3,1 and Φ∼∼∼
{4,2} is such that

(Φ∼∼∼
{4,2} : h

∼
)ijkl =

1

2
(hijδkl + hikδjl − hilδjk)

and
(Φ∼∼∼
{4,2})ijklmn =

1

2

(
δklP

(2,2)
ijmn + δjlP

(2,2)
ikmn − δjkP

(2,2)
ilmn

)
.

Above, P
≈

(2,2) is the standard deviatoric projector defined in Equation (4.5). Moreover, the inverse of Φ∼∼∼
{4,2}

is given by

(Π∼∼∼
{2,4})ijklmn = Φ∼∼∼

{2,4}

klmnij

=
1

2

(
δmnP

(2,2)
klij + δlnP

(2,2)
kmij − δlmP

(2,2)
knij

)
.

Proof. From the Clebsch-Gordan formula in 2D, it is known that

T
≈

3,1 = H
≈

+ Φ∼∼∼
{4,2} : h

∼
, with H

≈
∈ K4 and h

∼
∈ K2.

It can be checked that K4 ⊂ K3⊗K1 and the question is the embedding of K2 into K3⊗K1. Up to a scaling
factor, there is a unique way to do so. The embedding can be determined by solving a linear system. A

general embedding of K2 into
4
⊗R2 is given by:

(Φ∼∼∼
{4,2} : h

∼
)ijkl = a1hijδkl + a2hikδjl + a3hilδjk + a4hjkδil + a5hjlδik + a6hklδij .

It can be checked that, in R2, for a generic h
∼
∈ K2, the family of tensors {hijδkl, hikδjl, hilδjk, hjkδil, hjlδik, hklδij}

is not free. For instance, {
hklδij = hilδjk + hjkδil − hijδkl
hjlδik = hilδjk + hjkδil − hikδjl.

However, the same family restricted to its four first elements is free. As a consequence, we will consider the
following free parametrization:

(Φ∼∼∼
{4,2} : h

∼
)ijkl = b1hijδkl + b2hikδjl + b3hilδjk + b4hjkδil.

For Φ∼∼∼
{4,2} : h

∼
to belong to K3 ⊗K1 the following conditions have to be satisfied:

(1) complete symmetry with respect to (ijk):

ς(123) ? (Φ∼∼∼
{4,2} : h

∼
)− (Φ∼∼∼

{4,2} : h
∼

) = 0
≈
, with ς(123) ∈ S3;

(2) traceless with respect to (ijk):

i
∼

(2) : (Φ∼∼∼
{4,2} : h

∼
) = 0

∼
.
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As a consequence, Φ∼∼∼
{4,2} : h

∼
∈ K3 ⊗K1 has the following form

(Φ∼∼∼
{4,2} : h

∼
)ijkl = b1(hijδkl + hikδjl − hilδjk).

The value of b1 is determined by the closure condition:

tr14

(
Φ∼∼∼
{4,2} : h

∼

)
= h
∼

which implies that b1 = 1
2 . So, at the end:

(B.1) (Φ∼∼∼
{4,2} : h

∼
)ijkl =

1

2
(hijδkl + hikδjl − hilδjk).

To obtain Φ∼∼∼
{4,2}, observe that

h
∼

= I
≈
K2 .. h

∼
= P
≈

(2,2) .. h
∼
.

Inserting this relation into Equation (B.1), we obtain the expression of Φ(4,2). Since ‖Φ∼∼∼
{4,2} : h

∼
‖2 = ‖h

≈
‖2,

the application of Theorem 3.1 gives

Π∼∼∼
{2,4} =

(
Φ∼∼∼
{4,2}

)T
,

and a direct computation allows us to check that

Π∼∼∼
{2,4} ....

(
Φ∼∼∼
{4,2} : h

∼

)
= tr14

(
Φ∼∼∼
{4,2} : h

∼

)
= h
∼
.

The structure of the harmonic embedding is summed-up in the following diagram

(B.2) K3 ⊗K1 // H(4,2)

Π
≈

(2,4)

��
G2

P
≈

(2,2)

// K2

Φ
≈
{4,2}

OO

�

For the three next lemmas, the proofs follow the same lines and will not be detailed.

Lemma B.4 (Decomposition of K2⊗K3 ). There exists an O(2)-equivariant isomorphism between K2⊗K3

and K5 ⊕K1 such that for any T
u

2,3 ∈ K2 ⊗K3,

T
u

2,3 = H
u

+ Φ∼∼∼
{5,1}. v

where (H
u
, v) ∈ K5 ×K1, with v = tr12

(
tr13 T

u
2,3

)
and Φ∼∼∼

{5,1} is such that

(Φ∼∼∼
{5,1}. v)ijklm =

1

4
(vi(δjkδlm − δjlδkm − δjmδkl)− vjδimδkl

+ vk(−2δijδlm + δilδjm + 2δimδjl) + vlδikδjm + vmδijδkl) ,

Intrinsically ,

Φ∼∼∼
{5,1} =

1

4

(
i∼∼∼

(6)

1

− 2 i∼∼∼
(6)

3

+ i∼∼∼
(6)

5

+ i∼∼∼
(6)

8

− i∼∼∼
(6)

11

+ 2 i∼∼∼
(6)

12

+ i∼∼∼
(6)

13

− i∼∼∼
(6)

14

− i∼∼∼
(6)

15

)
.

The inverse of Φ∼∼∼
{5,1} is given by

(Π∼∼∼
{1,5})ijklmn = (Φ∼∼∼

{5,1})jklmni.



EXPLICIT HARMONIC STRUCTURE OF BIDIMENSIONAL LINEAR STRAIN-GRADIENT ELASTICITY 31

Lemma B.5 (Decomposition of K2⊗K1 ). There exists an O(2)-equivariant isomorphism between K2⊗K1

and K3 ⊕K1 such that
T
'

2,1 = H
'

+ Φ
≈
{3,1}. v,

with (K
'
, v) ∈ K3 × K1 with v = tr13 T

'
2,1. Here, the tensor Φ

≈
{3,1} coincides with the standard deviatoric

projector P
≈

(2,2) defined in Equation (4.5). The inverse of Φ
≈
{3,1} is given by

(Π
≈
{1,3})ijkl = (P

≈
(2,2))lijk.

Lemma B.6. There exists an O(2)-equivariant embedding of K−1 into G2 such that

T
∼

1,1 = βΦ
∼
{2,−1}

where β ∈ R, Φ
∼
{2,−1} = 1

2 ε∼
, with β = T

∼
1,1 : ε

∼
. Consequently, Π

∼
{−1,2} = ε

∼
and the projector P

≈
(2,−1) from G2

onto H(2,−1) has the following expression:

P
≈

(2,−1) =
1

2
ε
∼
⊗ ε
∼
.

Appendix C. Alternative decomposition of T(ij)k

Due to the multiplicity of K1 in the harmonic structure of T(ij)k, its explicit harmonic decomposition
is not uniquely defined [38]. As a consequence of the Clebsch-Gordan Harmonic Algorithm, considering
another explicit decomposition for the state tensor space will affect the explicit harmonic decomposition
of the associated constitutive tensors. In this appendix we propose another decomposition for the tensors
in T(ij)k which is used in strain-gradient elasticity [29] and in strain-gradient plasticity [67, 43]. In the
modified strain-gradient theory developed in [29], the strain-gradient tensor is reduced to the gradient of
the hydrostatic strain tensor. In contrast, in the incompressible strain-gradient plasticity theory [67, 43],
this contribution is constrained to be zero. In both theories, the constraint relates to a derivative of the
strain tensor. Consequently, we introduce here a decomposition of T(ij)k based on the derivation of the
harmonic decomposition of symmetric second-order tensors. This approach, which is related to Mindlin Type
II formulation, can be described as follows :

T
∼
∈ T(ij)

Hww

H

$$
T
∼
d ∈ K2

⊗∇

��

T
∼
h ∈ K0

⊗∇

��
(H
'
, vd) ∈ (K3 ×K1) vh ∈ K1

Associated to this decomposition we have the following result:

Theorem C.1 (Alternative Harmonic Decomposition of T(ij)k). There exists an O(2)-equivariant
isomorphism between T(ij)k and K3 ⊕K1 ⊕K1 such that for H

'
∈ K3 and (vd, vh) ∈ K1 ×K1,

(C.1) T
'

= H
'

+ Φ
≈
d{3,1}. vd + Φ

≈
h{3,1}. vh,

with
(

Φ
≈
d{3,1},Φ

≈
h{3,1}

)
the harmonic embeddings of the form:

Φ
≈
d{3,1} =

1

2

(
i
≈

(4)

2
+ i
≈

(4)

3
− i
≈

(4)

1

)
; Φ
≈
h{3,1} =

1

2
i
≈

(4)

1
,

in which ( i
≈

(4)

1
, i
≈

(4)

2
, i
≈

(4)

3
) are the fourth-order elementary isotropic tensors defined by Equation (1.1). Con-

versely, for any T
'
∈ T(ij)k, (H

'
, vd, vh) ∈ K3 ×K1 ×K1 are defined from T

'
as follows:
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K1 K3

vh = Π
≈
h{1,3} ... T

'
vd = Π

≈
d{1,3} ... T

'
H
'

= T
'
− Φ
≈
d{3,1}. vd − Φ

≈
h{3,1}. vh

with
(

Π
≈
d{1,3},Π

≈
h{1,3}

)
the harmonic projectors of the form:

Π
≈
d{1,3} =

1

2

(
i
≈

(4)

2
+ i
≈

(4)

1
− i
≈

(4)

3

)
; Π
≈
h{1,3} = i

≈
(4)

3
.

From the embedding operators involved in Theorem 3.1 a family of projectors can be deduced.

Proposition C.2. Let I∼∼∼
T(ij)k = 1

2

(
i∼∼∼

(6)

8

+ i∼∼∼
(6)

12

)
be the identity tensor on T(ij)k. The following tensors

P∼∼∼
(3,1h) := 2(Φ

≈
h{3,1}.Φ

≈
h{1,3}), P∼∼∼

(3,1d) := (Φ
≈
d{3,1}.Φ

≈
d{1,3}), P∼∼∼

(3,3) := I∼∼∼
T(ij)k − P∼∼∼

(3,1h) − P∼∼∼
(3,1d),

where Φ
≈
h{1,3} and Φ

≈
d{1,3} are the transposes of Φ

≈
h{3,1} and Φ

≈
d{3,1}, constitute a family of orthogonal projectors

on Hh(3,1), Hd(3,1) and K3, respectively.

In this Proposition, the spaces Hd(3,1) and Hh(3,1) are defined as follows. Hd(3,1) is the subspace of K2⊗K1

of tensors orthogonal to elements in K3:

(C.2) Hd(3,1) :=
{

T
'
∈ K2 ⊗K1 | ∀H

'
∈ K3,H

'
... T
'

= 0
}
, dim(Hd(3,1)) = 2.

Unlike the tensors belonging to K3, the elements of Hd(3,1) are traceless only with respect to their first two
indices. The space Hh(3,1) is defined as

(C.3) Hh(3,1) :=
{

T
'
∈ T(ij)k | ∀H' ∈ T(ij)k,H'

... T
'

= 0
}
, dim(Hh(3,1)) = 2.

It is the subspace of T(ij)k of tensors having none vanishing trace (12).

Proposition C.3. The tensor M
u
∈ Ela5 admits the uniquely defined Intermediate Block Decomposition

associated to the family of projectors (P∼∼∼
(3,3), P∼∼∼

(3,1d), P∼∼∼
(3,1h),P

≈
(2,2),P

≈
(2,0)):

M
u

= M
u

2,3+m
'

2,1d.Φ
≈
d{1,3}+2m

'
2,1h.Φ

≈
h{1,3}+2Φ

∼
{2,0}⊗m

'
0,3+2

(
Φ
∼
{2,0} ⊗ µ0,1d

)
.Φ
≈
d{1,3}+4

(
Φ
∼
{2,0} ⊗ µ0,1h

)
.Φ
≈
h{1,3}

in which M
u

2,3 ∈ K2⊗K3, (m
'

2,1d,m
'

2,1h) ∈ (K2⊗K1)2, m
'

0,3 ∈ K3, (µ0,1d, µ0,1h) ∈ (K1)2, and Φ
≈
d{3,1},Φ

≈
h{3,1}

and Φ
∼
{0,2} are defined, respectively, in Propositions 5.1 and 4.2. Those elements are defined from M

u
as

follows:
T1 T3 T5

µ0,1d := Φ
∼
{0,2} : M

u
... Φ
≈
d{3,1} m

'
2,1d := P

≈
(2,2) : M

u
... Φ
≈
d{3,1} M

u
2,3 := P

≈
(2,2) : M

u
... P∼∼∼

(3,3)

µ0,1h := Φ
∼
{0,2} : M

u
... Φ
≈
h{3,1} m

'
2,1h := P

≈
(2,2) : M

u
... Φ
≈
h{3,1}

m
'

0,3 := Φ
∼
{0,2} : M

u
... P∼∼∼

(3,3)

Proposition C.4 (Clebsch-Gordan Harmonic Decomposition of M
u
∈ Ela5). The tensor M

u
∈ Ela5

admits the uniquely defined Clebsch-Gordan Harmonic Decomposition associated to the family of projectors
(P∼∼∼

(3,3), P∼∼∼
(3,1d), P∼∼∼

(3,1d),P
≈

(2,2),P
≈

(2,0)):

M
u

= H
u

2,3 + H
'

2,1d.Φ
≈
d{1,3} + 2H

'
2,1h.Φ

≈
h{1,3} + 2Φ

∼
{2,0} ⊗H

'
0,3 + Φ∼∼∼

{5,1}. v2,3

+ (Φ
≈
{3,1}. v2,1d).Φ

≈
d{1,3} + 2(Φ

≈
{3,1}. v2,1h).Φ

≈
h{1,3} + 2

(
Φ
∼
{2,0} ⊗ µ0,1d

)
.Φ
≈
d{1,3}

+ 4
(

Φ
∼
{2,0} ⊗ µ0,1h

)
.Φ
≈
h{1,3}
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in which H
u

2,3 ∈ K5, (H
'

2,1d,H
'

2,1h,H
'

0,3) ∈ (K3)3, (v2,3, v2,1d, v2,1h, v0,1d, v0,1h) ∈ (K1)5. Those elements are

defined from M
u

as follows:

K1 K3 K5

v0,1h = µ0,1h

v0,1d = µ0,1d

v2,1h = m
'

2,1h : i
∼

(2) H
'

2,1h = m
'

2,1h − Φ
≈
{3,1}. v2,1h

v2,1d = m
'

2,1d : i
∼

(2) H
'

2,1d = m
'

2,1d − Φ
≈
{3,1}. v2,1d

H
'

0,3 = m
'

0,3

v2,3 = tr12(tr13(M
u

2,3)) H
u

2,3 = M
u

2,3 − Φ∼∼∼
{5,1}. v2,3

in which the intermediate quantities are defined in Proposition 5.11 and Φ
≈
d{3,1},Φ

≈
h{3,1} and Φ

∼
{0,2} are defined,

respectively, in Propositions 5.1 and 4.2.

Proposition C.5. The tensor A∼∼∼
∈ Ela6 admits the uniquely defined Intermediate Block Decomposition

associated to the family of projectors (P∼∼∼
(3,3), P∼∼∼

(3,1d), P∼∼∼
(3,1h)):

A∼∼∼
= A∼∼∼

3,3 + Φ
≈
d{3,1}. a

∼
1d,1d.Φ

≈
d{1,3} + 4Φ

≈
h{3,1}. a

∼
1h,1h.Φ

≈
h{1,3}

+
(

a
≈

3,1d.Φ
≈
d{1,3} + Φ

≈
d{3,1}. a

≈
1d,3
)

+ 2
(

a
≈

3,1h.Φ
≈
h{1,3} + Φ

≈
h{3,1}. a

≈
1h,3
)

+ 2
(

Φ
≈
d{3,1}. a

∼
1d,1h.Φ

≈
h{1,3} + Φ

≈
h{3,1}. a

∼
1h,1d.Φ

≈
d{1,3}

)

in which A∼∼∼
3,3 ∈ K3 ⊗s K3, (a

≈
3,1d, a

≈
3,1h) ∈ (K3 ⊗K1)2, (a

∼
1d,1d, a

∼
1h,1h) ∈ (K1 ⊗s K1)2 and a

∼
1d,1h ∈ K1 ⊗K1

and Φ
≈
d{3,1},Φ

≈
h{3,1} are defined in Proposition C.1. Those elements are defined from A∼∼∼

as follows:

T2 T4 T6

a
∼

1d,1d := Φ
≈
d{1,3} ... A∼∼∼

... Φ
≈
d{3,1} a

≈
3,1d := P∼∼∼

(3,3) ... A∼∼∼
... Φ
≈
d{3,1} A∼∼∼

3,3 := P∼∼∼
(3,3) ... A∼∼∼

... P∼∼∼
(3,3)

a
∼

1d,1h := Φ
≈
d{1,3} ... A∼∼∼

... Φ
≈
h{3,1} a

≈
3,1h := P∼∼∼

(3,3) ... A∼∼∼
... Φ
≈
h{3,1}

a
∼

1h,1h := Φ
≈
h{1,3} ... A∼∼∼

... Φ
≈
h{3,1}

Proposition C.6 (Clebsch-Gordan Harmonic Decomposition of A∼∼∼
∈ Ela6). The tensor A∼∼∼

∈ Ela6

admits the uniquely defined Clebsch-Gordan Harmonic Decomposition associated to the family of projectors
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(P∼∼∼
(3,3), P∼∼∼

(3,1d), P∼∼∼
(3,1h)):

A∼∼∼
= H∼∼∼

3,3 +
(

H
≈

3,1d.Φ
≈
d{1,3} + Φ

≈
d{3,1}.H

≈
3,1d
)

+ 2
(

H
≈

3,1r.Φ
≈
h{1,3} + Φ

≈
h{3,1}.H

≈
3,1r
)

+ Φ
≈
d{3,1}. h

∼
1d,1d.Φ

≈
d{1,3} + 4Φ

≈
h{3,1}. h

∼
1r,1r.Φ

≈
h{1,3}

+

((
Φ∼∼∼
{4,2} : h

∼
3,1d

)
.Φ
≈
d{1,3} + Φ

≈
d{3,1}.

(
Φ∼∼∼
{4,2} : h

∼
3,1d

)T3,1
)

+ 2

((
Φ∼∼∼
{4,2} : h

∼
3,1r

)
.Φ
≈
h{1,3} + Φ

≈
h{3,1}.

(
Φ∼∼∼
{4,2} : h

∼
3,1r

)T3,1
)

+ 2
(

Φ
≈
d{3,1}. h

∼
1d,1r.Φ

≈
h{1,3} + Φ

≈
h{3,1}. h

∼
1r,1d.Φ

≈
d{1,3}

)
+

α3,3

2
P∼∼∼

(3,3) +
1

2
α1d,1dP∼∼∼

(3,1d) + α1r,1rP∼∼∼
(3,1r) + α1d,1r

(
Φ
≈
d{3,1}.Φ

≈
h{1,3} + Φ

≈
h{3,1}.Φ

≈
d{1,3}

)
+ β1d,1r

(
Φ
≈
d{3,1}. ε

∼
.Φ
≈
h{1,3} − Φ

≈
h{3,1}. ε

∼
.Φ
≈
d{1,3}

)
,

in which H∼∼∼
3,3 ∈ K6, (H

≈
3,1d,H

≈
3,1r) ∈ (K4)2, (h

∼
3,1d, h

∼
3,1r, h

∼
1d,1r, h

∼
1d,1dh

∼
1r,1r) ∈ (K2)5, (α3,3, α1d,1d, α1r,1r, α1r,1d) ∈

(K0)4 and β1r,1d ∈ K−1. Those elements are defined from A∼∼∼
as follows:

K−1 K0 K2 K4 K6

β1d,1h = a
∼
1d,1h : ε

∼
α1d,1h = a

∼
1d,1h : i

∼
(2) h

∼
1d,1h = a

∼
1d,1h : P

≈
(2,2)

α1h,1h = a
∼
1h,1h : i

∼
(2) h

∼
1h,1h = a

∼
1h,1h : P

≈
(2,2)

α1d,1d = a
∼
1d,1d : i

∼
(2) h

∼
1d,1d = a

∼
1d,1d : P

≈
(2,2)

h
∼
3,1h = tr14(a

≈
3,1h) H

≈
3,1h = a

≈
3,1h − Φ∼∼∼

{4,2} : h
∼
3,1h

h
∼
3,1d = tr14(a

≈
3,1d) H

≈
3,1d = a

≈
3,1d − Φ∼∼∼

{4,2} : h
∼
3,1d

α3,3 = A∼∼∼
3,3

(6)
· P∼∼∼

(3,3) H∼∼∼
3,3 = A∼∼∼

3,3 − α3,3

2
P∼∼∼

(3,3)

in which the intermediate quantities are defined in Proposition C.5.
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