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EXISTENCE AND NON-EXISTENCE FOR

THE COLLISION-INDUCED BREAKAGE EQUATION

ANKIK KUMAR GIRI AND PHILIPPE LAURENÇOT

Abstract. A mathematical model for collision-induced breakage is considered. Existence of weak
solutions to the continuous nonlinear collision-induced breakage equation is shown for a large class of
unbounded collision kernels and daughter distribution functions, assuming the collision kernel K to
be given by K(x, y) = xαyβ + xβyα with α ≤ β ≤ 1. When α + β ∈ [1, 2], it is shown that there
exists at least one weak mass-conserving solution for all times. In contrast, when α + β ∈ [0, 1) and
α ≥ 0, global mass-conserving weak solutions do not exist, though such solutions are constructed on a
finite time interval depending on the initial condition. The question of uniqueness is also considered.
Finally, for α < 0 and a specific daughter distribution function, the non-existence of mass-conserving
solutions is also established.

1. Introduction

The collision-induced breakage equation, also referred to as the nonlinear fragmentation equation,
describes the dynamics of a large number of particles breaking apart as a result of binary collisions
and arises in the modeling of cloud drops formation [19,22] and planet formation [4,21]. Specifically,
denoting the size distribution function of particles of size x ∈ (0,∞) at time t ≥ 0 by f = f(t, x) ≥ 0,
the evolution of f is governed by the nonlinear nonlocal equation

∂tf(t, x) = Bf(t, x) , (t, x) ∈ (0,∞)2 , (1.1a)

f(0, x) = f in(x) ≥ 0 , x ∈ (0,∞) , (1.1b)

where

Bf(x) :=
1

2

∫ ∞

x

∫ y

0

b(x, y − z, z)K(y − z, z)f(y − z)f(z) dzdy

−

∫ ∞

0

K(x, y)f(x)f(y) dy ,

(1.1c)

for x ∈ (0,∞). In (1.1c), collisions are monitored by the collision kernel K, while the outcome
of collisional fragmentation is specified by the daughter distribution function b. In fact, K(x, y) =
K(y, x) ≥ 0 measures the likeliness of pairwise collisions between particles with respective sizes
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x ∈ (0,∞) and y ∈ (0,∞), while b(z, x, y) provides the fraction of particles of size z ∈ (0, x + y)
produced after the collision between particles with respective sizes x ∈ (0,∞) and y ∈ (0,∞).
Equation (1.1) features a gain term accounting for the formation of particles of size x resulting from
the collision between particles with respective sizes y − z and z with y > x and z ∈ (0, y) and a
loss term describing the disappearance of particles of size x as they collide with other particles with
arbitrary size. Since there is neither creation nor loss of matter during breakup, we assume that, for
(x, y) ∈ (0,∞)2,

∫ x+y

0

zb(z, x, y) dz = x+ y and b(z, x, y) = 0 for z > x+ y . (1.2)

A (formal) consequence of (1.2) on the dynamics of (1.1) is that solutions to (1.1) are expected to
satisfy the mass conservation

∫ ∞

0

xf(t, x) dx =

∫ ∞

0

xf in(x) dx , t ≥ 0 , (1.3)

at least when the right hand side of (1.3) is finite. Another physical property embedded in (1.2) is
that the collision of two particles with respective sizes x ∈ (0,∞) and y ∈ (0,∞) does not produce
fragments with a size exceeding x+y. Still, it is worth pointing out here that, in general, mass transfer
is allowed during collision-induced breakage, in the sense that the collision between two particles with
respective sizes x and y may produce a particle of size bigger than max{x, y}, after transfer of matter
from the smallest particle to the largest one (for instance, {x}+{y} −→ {x/2}+{y+x/2}). However,
mass transfer is excluded if there is a non-negative function b̄ such that, for (x, y) ∈ (0,∞)2,

b(z, x, y) = b̄(z, x, y)1(0,x)(z) + b̄(z, y, x)1(0,y)(z) , z ∈ (0,∞) , (1.4a)
∫ x

0

zb̄(z, x, y) dz = x and b̄(z, x, y) = 0 for z > x , (1.4b)

see [6, 7]. Clearly, (1.4) implies (1.2). A typical example is given by

b̄ν(z, x, y) := (ν + 2)zν1(0,x)(z)x
−ν−1 , (x, y, z) ∈ (0,∞)3 , ν ∈ (−2, 0] , (1.5)

see [9].
Unlike its linear counterpart, the linear or spontaneous fragmentation equation, which has received

considerable attention since the pioneering works of Filippov [11], Kapur [15], and McGrady &
Ziff [20, 28], see [2, 3] and the references therein, fewer works are devoted to the collision-induced
breakage equation (1.1) and are found in the physics literature, mostly dealing with the scaling
behaviour and shattering transition [6,7,9,16–18,26]. The purpose of this work is then to investigate
the basic issues of existence, uniqueness, and non-existence of weak solutions to (1.1), as well as
that of mass conservation for these solutions. In fact, we shall show that the existence of mass-
conserving weak solutions to (1.1) and their lifetime strongly depend on the growth of the collision
kernel K for large and small sizes. Roughly speaking, mass-conserving weak solutions exist globally
when K grows at least linearly for large sizes, Theorem 1.4. Sublinear growth of K for large sizes
impedes global existence but local existence of mass-conserving weak solutions can still be shown,
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see Theorems 1.4 and 1.5. Finally, unboundedness of K for small sizes prevents the existence of
non-zero mass-conserving weak solutions, even on short time intervals, see Theorem 1.8. Such a
behaviour is reported in [9] for a particular choice of (K, b), which allows one to map (1.1) to a linear
fragmentation equation with a different time scale and deduce the dynamics of the former from that
of the latter, which is already well-documented, as already mentioned. We here extend the validity
of these results to a broader class of collision kernels K and daughter distribution functions b and
provide analytical proofs, without having recourse to a transformation to another equation.
Let us now describe more precisely the collision kernels and daughter distribution functions to be

dealt with in the sequel, as well as the functional analytic framework and the notion of weak solutions
to (1.1) needed for our analysis. First, besides the conservation of matter (1.2), we shall assume that
the number of particles resulting from the collisional breakage of two particles is bounded whatever
the sizes of the incoming particles; that is, there is β0 > 2 such that

∫ x+y

0

b(z, x, y) dz ≤ β0 , (x, y) ∈ (0,∞)2 . (1.6)

Remark 1.1. When b satisfies (1.4) and (1.6), the assumed lower bound β0 > 2 is actually a
consequence of (1.4b). Indeed, for (x, y) ∈ (0,∞)2,

β0 ≥

∫ x+y

0

b(z, x, y) dz =

∫ x

0

b̄(z, x, y) dz +

∫ y

0

b̄(z, y, x) dz

>
1

x

∫ x

0

zb̄(z, x, y) dz +
1

y

∫ y

0

zb̄(z, y, x) dz = 2 .

We next turn to the functional setting and the notion of weak solution to (1.1). In light of the
expected mass conservation (1.3), natural function spaces are the weighted L1-space L1((0,∞), xdx)
or L1((0,∞), (1 + x)dx). In the latter, besides the finiteness of the total mass, we require the total
number of particles in the system, which corresponds to the L1-norm, to be finite. In fact, as for
the classical coagulation-fragmentation equation, we shall use a scale of weighted L1-spaces which
we introduce now.

Notation. Given a non-negative measurable function V on (0,∞), we set XV := L1((0,∞), V (x)dx)
and

‖h‖XV
:=

∫ ∞

0

|h(x)|V (x) dx , MV (h) :=

∫ ∞

0

h(x)V (x) dx , h ∈ XV .

We also denote the positive cone of XV by X+
V , while XV,w stands for the space XV endowed with

its weak topology. When V (x) = Vm(x) := xm, x ∈ (0,∞), for some m ∈ R, we set Xm := XVm and

Mm(h) := MVm(h) =

∫ ∞

0

xmh(x) dx , h ∈ Xm .

Note that X0 = L1(0,∞).
We may now state the definition of weak solution to (1.1) to be considered throughout the paper.
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Definition 1.2. Let T ∈ (0,∞] and consider a daughter distribution b satisfying (1.2) and (1.6).
Given f in ∈ X0 ∩X+

1 , a weak solution to (1.1) on [0, T ) is a non-negative function

f ∈ C([0, T ), X0,w) ∩ L∞((0, T ), X+
1 ) (1.7a)

such that
(s, x, y) 7−→ K(x, y)f(s, x)f(s, y) ∈ L1((0, t)× (0,∞)2) (1.7b)

and
∫ ∞

0

φ(x)(f(t, x)− f in(x)) dx =
1

2

∫ t

0

∫ ∞

0

∫ ∞

0

ζφ(x, y)K(x, y)f(s, x)f(s, y) dydxds (1.7c)

for all t ∈ (0, T ) and φ ∈ L∞(0,∞), where

ζφ(x, y) :=

∫ x+y

0

φ(z)b(z, x, y) dz − φ(x)− φ(y) , (x, y) ∈ (0,∞)2 .

Moreover, a weak solution f to (1.1) on [0, T ) is mass-conserving on [0, T ) if

M1(f(t)) = M1(f
in) , t ∈ [0, T ) . (1.8)

Observe that (1.6) and the boundedness of φ ensure that ζφ ∈ L∞((0,∞)2), so that the integral
on the right hand side of (1.7c) is finite due to (1.7b). We shall derive additional properties of weak
solutions in the sense of Definition 1.2 in Section 2.

Remark 1.3. Let f be a weak solution to (1.1) on [0, T ) for some T ∈ (0,∞] and consider φ ∈
L∞(0,∞). Since ζφ ∈ L∞((0,∞)2) by (1.6), it readily follows from (1.7b) and (1.7c) that

t 7→

∫ ∞

0

φ(x)f(t, x) dx ∈ W 1,1
loc (0, T )

with

d

dt

∫ ∞

0

φ(x)f(t, x) dx =
1

2

∫ ∞

0

∫ ∞

0

ζφ(x, y)K(x, y)f(t, x)f(t, y) dydx for a.e. t ∈ (0, T ) .

We shall mainly use the above alternative formulation of (1.7c) in the sequel.

We are left with specifying the class of collision kernels to be dealt with herein. We focus our
attention on the following two-parameters family of explicit collision kernels K: There are

α ≤ β ≤ 1 (1.9a)

such that
K(x, y) := xαyβ + xβyα , (x, y) ∈ (0,∞)2 . (1.9b)

It is however likely that the analysis performed below equally applies to collision kernels being
bounded from above and/or from below by multiples of the kernel defined by (1.9). As already
noticed in the literature [7,9,16], the case α = β is peculiar, as equation (1.1) can be transformed to
a linear fragmentation equation with a different scale. However, such a simplifying transformation
does not seem to be available in general, and we thus use a different appraoch to study (1.1).
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We begin with the existence of mass-conserving weak solutions and prove the following result,
which matches the outcome of [9] for the particular case α = β.

Theorem 1.4 (Existence). Assume that K is given by (1.9) and that b satisfies (1.2), (1.4), and
(1.6), as well as

∫ x

0

b̄(z, x, y)p dz ≤
Bp

2
x1−p , (x, y) ∈ (0,∞)2 , (1.10)

for some p ∈ (1, 2) and Bp > 0.
Let f in ∈ X0 ∩X+

1 be an initial condition with ̺ := M1(f
in) > 0 and set λ := α + β.

(a) If λ ∈ [1, 2], then there is at least one mass-conserving weak solution f to (1.1) on [0,∞).
(b) If λ ∈ [0, 1) and α ≥ 0, then there is at least one mass-conserving weak solution f to (1.1)

on [0, T0(f
in)), where

T0(f
in) :=

M0(f
in)λ−1

(1− λ)(β0 − 2)̺λ
∈ (0,∞) . (1.11)

(c) Furthermore, if f in ∈ Xm for some m > 1, then the solution constructed above satisfies
f ∈ L∞((0, t), Xm) with Mm(f(t)) ≤ Mm(f

in) for all t > 0 in case (a) and all t ∈ (0, T0(f
in))

in case (b).

Theorem 1.4 is restricted to daughter distribution functions b satisfying (1.4) besides (1.2), so that
mass transfer during collisions is excluded. The general case seems to be more involved and will
be investigated separately. In particular, the time monotonicity of superlinear moments stated in
Theorem 1.4 is no longer valid when mass transfer is allowed. The proof of Theorem 1.4 relies on
the L1-weak compactness approach introduced in the pioneering work [23] dealing with the existence
of weak solutions to the coagulation-fragmentation equation. The specific form of the collision-
induced breakage equation (1.1) requires however to start from a different approximation, while
special attention has to be paid to the small size behaviour of the approximating sequence. We next
show that Theorem 1.4 (b) cannot be improved, in the sense that mass-conserving solutions cannot
be extended to all times in that case.

Theorem 1.5 (Finite time existence). Assume that K is given by (1.9) with λ = α+ β ∈ [0, 1) and
α ≥ 0. Assume also that b satisfies (1.2), (1.4), and (1.6) and that there is γλ > 1 such that

∫ x

0

zλb̄(z, x, y) dz ≥ γλx
λ , (x, y) ∈ (0,∞)2 . (1.12)

Let f in ∈ X0 ∩X+
1 be an initial condition with ̺ := M1(f

in) > 0 and consider T > 0 such that there
is a weak solution f to (1.1) on [0, T ). Then

T ≤
1

4(γλ − 1)Mλ(f in)
.
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The next step towards the well-posedness of (1.1) in a suitable framework is the uniqueness issue,
for which we establish the following result. Not surprisingly, its proof follows the lines of the unique-
ness results obtained for the coagulation-fragmentation equation, see [2,10,13,24], and the references
therein.

Proposition 1.6 (Uniqueness). Assume that K is given by (1.9) with α ≥ 0 and that b satisfies
(1.2) and (1.6). Consider an initial condition f in ∈ X0 ∩X+

1 and T > 0. There is at most one weak
solution f to (1.1) on [0, T ) such that

M1+β(f) ∈ L1(0, t) for each t ∈ (0, T ) . (1.13)

Gathering the outcome of Theorem 1.4 and Proposition 1.6 provides the global well-posedness of
(1.1) when 0 ≤ α ≤ β ≤ 1 and λ ≥ 1 and its local well-posedness when 0 ≤ α ≤ β ≤ 1 and λ ∈ [0, 1)
in a suitable functional setting, as reported below.

Corollary 1.7 (Well-posedness). Assume that K is given by (1.9) with α ≥ 0 and that b satisfies
(1.2), (1.4), (1.6), and (1.10). Given f in ∈ X0 ∩ X+

1+β, there is a unique mass-conserving weak

solution f to (1.1) on [0,∞) when λ ≥ 1 and on [0, T0(f
in)) when λ ∈ [0, 1) which is locally bounded

in X1+β.

We finally show that, in contrast to Smoluchowski’s coagulation equation, negative exponents in
the collision kernel K are not compatible with the existence of mass-conserving weak solutions to
(1.1), even locally in time. This striking feature is observed in [9] in the particular case α = β < 0.
We provide here a rigorous proof which borrows arguments from the study of the occurrence of
instantaneous gelation in Smoluchowski’s coagulation equation [2, 5, 25].

Theorem 1.8 (Non-existence). Assume that K is given by (1.9) and that there is ν ∈ (−1, 0] such
that

b(z, x, y) = (ν + 2)zν1(0,x)(z)x
−ν−1 + (ν + 2)zν1(0,y)(z)y

−ν−1 , (z, x, y) ∈ (0,∞)3 . (1.14)

Consider an initial condition f in ∈ X0∩X
+
1 with ̺ := M1(f

in) > 0 and assume further that f in ∈ Xm0

for some m0 > 1. If α < 0, then there is no mass-conserving weak solution to (1.1).

Remark 1.9. Observe that, when ν ∈ (−1, 0], the daughter distribution b given by (1.14) satisfies
(1.2), (1.4) (with b̄ = b̄ν defined in (1.5)), and (1.6) (with β0 = 2(ν +2)/(ν +1)). Moreover, still for
ν ∈ (−1, 0], b̄ = b̄ν satisfies (1.10) with p ∈ (1, 2) ∩ (1, 1/|ν|) and Bp = 2(ν + 2)p/(1 + νp), as well
as (1.12) with γλ = (ν + 2)/(ν + λ+1) for λ ∈ [0, 1). Therefore, Theorems 1.4 and 1.5 apply to this
particular choice of daughter distribution function.

We now describe the content of this paper. The next section is devoted to the derivation of addi-
tional properties of weak solutions to (1.1) in the sense of Definition 1.2, including strong continuity
with respect to time (Proposition 2.1), a criterion for mass conservation (Proposition 2.2), and some
tail control induced by the assumption (1.4) on b (Lemma 2.3). In Section 3, we establish the well-
posedness of (1.1) under the sole assumptions (1.2) and (1.6) on b, provided the collision kernel is
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bounded from above by k0xy/(x+ y). This assumption implies that B is a Lipschitz continuous map
on X1 and on X0∩X1 and the well-posedness of (1.1) in that case is proved with Banach’s fixed point
theorem. Section 4 is devoted to the proof of Theorem 1.4 which relies on a compactness approach.
Estimates for large and small sizes are first derived to exclude escape of matter as x → ∞ or x → 0
and are supplemented with a uniform integrability estimate which prevents concentration at a finite
size. Thanks to Dunford-Pettis’ theorem, these estimates guarantee the weak compactness of the
approximating sequence with respect to the size variable. The compactness with respect to time is
next obtained as a consequence of a time equicontinuity estimate. We are then left with passing to
the limit as the approximating parameter converges to zero to complete the proof. The uniqueness
and finite time existence issues are next discussed in Sections 5 and 6, respectively. We end up the
paper with the proof of the non-existence result in Section 7. As in [2, 5, 25], the main step is to
show that, if f is a mass-conserving weak solution to (1.1) on [0, T ) and α < 0, then Mm(f(t)) must
be finite for all t ∈ [0, T ) and m ∈ (−∞, 1). This implies in particular that, for such a solution to
exist, the initial condition f in should necessarily belong to Xm for any m ∈ (−∞, 1). But additional
information is actually provided by this step which leads to T = 0, thereby excluding the existence
of mass-conserving weak solutions, even for short times.

2. Basic properties

Let us first recall that the regularity properties of weak solutions listed in Definition 1.2 guarantee
that this definition is meaningful. Indeed, if φ ∈ L∞(0,∞) and b satisfies (1.2) and (1.6), then

|ζφ(x, y)| ≤

∫ x+y

0

|φ(z)|b(z, x, y) dz + |φ(x)|+ |φ(y)| ≤ (β0 + 2)‖φ‖L∞(0,∞) (2.1)

for (x, y) ∈ (0,∞)2. This estimate, along with (1.7a) and (1.7b), ensures that all the terms involved
in (1.7c) are well-defined.

2.1. Strong continuity. We first show that the time continuity of weak solutions to (1.1) is actually
with respect to the norm-topology of X0.

Proposition 2.1. Let T ∈ (0,∞], f in ∈ X0∩X+
1 , and consider a weak solution f to (1.1) on [0, T ).

Then f ∈ C([0, T ), X0).

Proof. Let φ ∈ L∞(0,∞). It readily follows from (1.7c) and (2.1) that, for 0 ≤ t1 < t2 < T ,
∣

∣

∣

∣

∫ ∞

0

φ(x)(f(t2, x)− f(t1, x)) dx

∣

∣

∣

∣

≤ (β0 + 2)‖φ‖L∞(0,∞)

∫ t2

t1

∫ ∞

0

∫ ∞

0

K(x, y)f(s, x)f(s, y) dydxds .

Hence, since L∞(0,∞) is the dual space of L1(0,∞),
∫ ∞

0

|f(t2, x)− f(t1, x)| dx ≤ (β0 + 2)

∫ t2

t1

∫ ∞

0

∫ ∞

0

K(x, y)f(s, x)f(s, y) dydxds ,
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and the claimed continuity of f readily follows from (1.7b). �

2.2. Mass conservation. We next provide a criterion for a weak solution to be mass-conserving.

Proposition 2.2. Let T ∈ (0,∞], f in ∈ X0 ∩X+
1 , and consider a weak solution f to (1.1) on [0, T )

such that

s 7−→

∫ ∞

0

∫ ∞

0

(x+ y)K(x, y)f(s, x)f(s, y) dydx ∈ L1(0, t) (2.2)

for all t ∈ (0, T ). Then f is mass-conserving on [0, T ).

Proof. For A > 0 and x ∈ (0,∞), we set φA(x) := x1(0,A)(x), and observe that, by (1.2):

• if (x, y) ∈ (0, A)2 with x+ y ∈ (0, A), then ζφA
(x, y) = 0;

• if (x, y) ∈ (0, A)2 with x+ y > A, then

ζφA
(x, y) =

∫ A

0

zb(z, x, y) dz − x− y = −

∫ x+y

A

zb(z, x, y) dz ∈ (−(x+ y), 0) ;

• if (x, y) ∈ (0, A)× (A,∞), then

ζφA
(x, y) = y −

∫ x+y

A

zb(z, x, y) dz ∈ (−x, y) ;

• if (x, y) ∈ (A,∞)× (0, A), then

ζφA
(x, y) = x−

∫ x+y

A

zb(z, x, y) dz ∈ (−y, x) ;

• if (x, y) ∈ (A,∞)2, then

ζφA
(x, y) = x+ y −

∫ x+y

A

zb(z, x, y) dz ∈ (0, x+ y) .

Overall, we have shown that

−(x+ y) ≤ ζφA
(x, y) ≤ (x+ y) , (x, y) ∈ (0,∞)2 ,

which gives, together with (1.7c),
∫ ∞

0

φA(x)f(t, x) dx ≤

∫ ∞

0

φA(x)f
in(x) dx+ I(t) ≤ M1(f

in) + I(t) , t ∈ [0, T ) ,

with

I(t) :=
1

2

∫ t

0

∫ ∞

0

∫ ∞

0

(x+ y)K(x, y)f(s, x)f(s, y) dydxds .

Since the right hand side of the above inequality is finite by (2.2) and does not depend on A, we may
let A → ∞ and deduce from Fatou’s lemma that M1(f(t)) < ∞ with M1(f(t)) ≤ M1(f

in) + I(t) for
all t ∈ [0, T ). Next, since

lim
A→∞

ζφA
(x, y) = 0 , (x, y) ∈ (0,∞)2 ,
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and

|ζφA
(x, y)|K(x, y)f(s, x)f(s, y) ≤ (x+ y)K(x, y)f(s, x)f(s, y)

for (s, x, y) ∈ (0, t) × (0,∞)2, we infer from (2.2) and Lebesgue’s dominated convergence theorem
that

lim
A→∞

∫ t

0

∫ ∞

0

∫ ∞

0

ζφA
(x, y)K(x, y)f(s, x)f(s, y) dydxds = 0 .

Consequently, recalling (1.7c) and the property f(t) ∈ X1 for t ∈ [0, T ), we conclude that

M1(f(t)) = lim
A→∞

∫ ∞

0

φA(x)f(t, x) dx = lim
A→∞

∫ ∞

0

φA(x)f
in(x) dx = M1(f

in) ,

and the proof is complete. �

2.3. Tail control. We next report the time monotonicity of the cumulative distribution function
when b satisfies (1.4), already observed in [9]. Such a property obviously plays an important role in
the control of the behaviour for large sizes and the proof of mass conservation.

Lemma 2.3 ( [9]). Let T ∈ (0,∞], f in ∈ X0 ∩X+
1 , and consider a mass-conserving weak solution f

to (1.1) on [0, T ). If b is of the form (1.4), then
∫ ∞

x

yf(t, y) dy ≤

∫ ∞

x

yf in(y) dy , (t, x) ∈ [0, T )× (0,∞) .

Proof. As in the proof of Proposition 2.2, we set φA(x) := x1(0,A)(x) for A > 0 and x ∈ (0,∞).
Owing to (1.4):

• if (x, y) ∈ (0, A)2, then

ζφA
(x, y) =

∫ x

0

zb̄(z, x, y) dz +

∫ y

0

zb̄(z, y, x) dz − x− y = 0 ;

• if (x, y) ∈ (0, A)× (A,∞), then

ζφA
(x, y) =

∫ x

0

zb̄(z, x, y) dz +

∫ A

0

zb̄(z, y, x) dz − x =

∫ A

0

zb̄(z, y, x) dz ≥ 0 ;

• if (x, y) ∈ (A,∞)× (0, A), then

ζφA
(x, y) =

∫ A

0

zb̄(z, x, y) dz +

∫ y

0

zb̄(z, y, x) dz − y =

∫ A

0

zb̄(z, x, y) dz ≥ 0 ;

• if (x, y) ∈ (A,∞)2, then

ζφA
(x, y) =

∫ A

0

zb̄(z, x, y) dz +

∫ A

0

zb̄(z, y, x) dz ≥ 0 .
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Consequently, ζφA
(x, y) ≥ 0 for all (x, y) ∈ (0,∞)2 and, since both K and f are non-negative by

(1.9) and Definition 1.2, we infer from (1.7c) that
∫ A

0

xf(t, x) dx ≥

∫ A

0

xf in(x) dx , t ∈ [0, T ) .

Combining the above inequality with the conservation of mass completes the proof. �

A similar monotonicity with respect to time actually holds true for superlinear moments.

Lemma 2.4. Let T ∈ (0,∞], f in ∈ X0 ∩ X+
1 , and consider a mass-conserving weak solution f

to (1.1) on [0, T ). If b is of the form (1.4) and f in ∈ Xm for some m > 1, then f(t) ∈ Xm and
Mm(f(t)) ≤ Mm(f

in) for all t ∈ (0, T ).

Proof. Let A > 0 and set φ(x) = (xm −Am−1x) 1(0,A)(x) for x ∈ (0,∞). By (1.4),

• if (x, y) ∈ (0, A)2, then

ζφ(x, y) =

∫ x

0

(

zm − Am−1z
)

b̄(z, x, y) dz +

∫ y

0

(

zm − Am−1z
)

b̄(z, y, x) dz

− xm + Am−1x− ym + Am−1y

≤
(

xm−1 − Am−1
)

∫ x

0

zb̄(z, x, y) dz +
(

ym−1 −Am−1
)

∫ y

0

zb̄(z, y, x) dz

− xm + Am−1x− ym + Am−1y

= 0 ;

• if (x, y) ∈ (0, A)× (A,∞), then

ζφ(x, y) =

∫ x

0

(

zm −Am−1z
)

b̄(z, x, y) dz +

∫ A

0

(

zm −Am−1z
)

b̄(z, y, x) dz

− xm + Am−1x

≤
(

xm−1 − Am−1
)

∫ x

0

zb̄(z, x, y) dz − xm + Am−1x

= 0 ;

• if (x, y) ∈ (A,∞)× (0, A), then

ζφ(x, y) =

∫ A

0

(

zm − Am−1z
)

b̄(z, x, y) dz +

∫ y

0

(

zm − Am−1z
)

b̄(z, y, x) dz

− ym + Am−1y

≤
(

ym−1 − Am−1
)

∫ y

0

zb̄(z, y, x) dz − ym + Am−1y

= 0 ;
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• if (x, y) ∈ (A,∞)2, then

ζφ(x, y) =

∫ A

0

(

zm − Am−1z
)

b̄(z, x, y) dz +

∫ A

0

(

zm − Am−1z
)

b̄(z, y, x) dz

≤ 0 .

Consequently, taking into account that φ belongs to L∞(0,∞), it follows from (1.7c) that

∫ A

0

(

xm − Am−1x
)

[f(t, x)− f in(x)] dx ≤ 0 , t ∈ (0, T ) .

Combining the above inequality with the mass-conserving property of f leads us to
∫ ∞

0

min{xm, Am−1x}f(t, x) dx ≤

∫ ∞

0

min{xm, Am−1x}f in(x) dx ≤ Mm(f
in) , t ∈ (0, T ) .

In particular, for all A > 0,
∫ A

0

xmf(t, x) dx ≤ Mm(f
in) , t ∈ (0, T ) .

Letting A → ∞ in the previous inequality readily entails the claimed result. �

3. Well-posedness by a fixed-point approach

The starting point of the compactness method to be designed in Section 4 is the well-posedness of
(1.1) in X0 ∩X+

1 for a suitable class of collision kernels which we describe now.

Proposition 3.1. Consider f in ∈ X0∩X+
1 and assume that b satisfies (1.2) and (1.6) and that there

is k0 > 0 such that

K(x, y) ≤ k0
xy

x+ y
, (x, y) ∈ (0,∞)2 . (3.1)

Then (1.1) has a unique strong solution f ∈ C1([0,∞), X0 ∩X+
1 ) which satisfies

d

dt

∫ ∞

0

φ(x)f(t, x) dx =
1

2

∫ ∞

0

∫ ∞

0

ζφ(x, y)K(x, y)f(t, x)f(t, y) dydx (3.2a)

for all φ ∈ L∞(0,∞) and t ≥ 0 and

M1(f(t)) = M1(f
in) , t ≥ 0 . (3.2b)

In particular, it is also a mass-conserving weak solution to (1.1) on [0,∞) and, for t ≥ 0,

d

dt
M0(f(t)) =

1

2

∫ ∞

0

∫ ∞

0

[
∫ x+y

0

b(z, x, y) dz − 2

]

K(x, y)f(t, x)f(t, y) dydx . (3.2c)
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The proof of Proposition 3.1 relies on Banach’s fixed-point theorem and requires suitable Lipschitz
properties of the nonlinear fragmentation operator B defined in (1.1c). To proceed further, we split
B = G −D, with gain term

Gf(x) :=
1

2

∫ ∞

x

∫ y

0

b(x, y − z, z)K(y − z, z)f(y − z)f(z) dzdy , x ∈ (0,∞) ,

and loss term

Df(x) :=

∫ ∞

0

K(x, y)f(x)f(y) dy , x ∈ (0,∞) .

We begin with a useful identity involving G.

Lemma 3.2. Assume that b and K satisfy (1.2), (1.6), and (3.1), respectively. If φ ∈ L∞(0,∞) and
f ∈ X0 ∩X+

1 , then φG(f) belongs to X0 and
∫ ∞

0

φ(x)Gf(x) dx =
1

2

∫ ∞

0

∫ ∞

0

∫ x+y

0

φ(z)b(z, x, y)K(x, y)f(x)f(y) dzdydx . (3.3)

Proof. We first infer from (1.6) and (3.1) that
∫ ∞

0

∫ ∞

0

∫ x+y

0

|φ(z)|b(z, x, y)K(x, y)f(x)f(y) dzdydx

≤ ‖φ‖L∞(0,∞)

∫ ∞

0

∫ ∞

0

∫ x+y

0

b(z, x, y)K(x, y)f(x)f(y) dzdydx

≤ β0k0‖φ‖L∞(0,∞)

∫ ∞

0

∫ ∞

0

xy

x+ y
f(x)f(y) dydx

≤ β0k0‖φ‖L∞(0,∞)

∫ ∞

0

∫ ∞

0

xf(x)f(y) dydx

= β0k0‖φ‖L∞(0,∞)‖f‖X0
‖f‖X1

,

so that

(x, y, z) 7−→ φ(z)b(z, x, y)1(0,x+y)(z)K(x, y)f(x)f(y) ∈ L1((0,∞)3) .

It then follows from Fubini’s theorem that

1

2

∫ ∞

0

∫ ∞

0

∫ y+z

0

φ(x)b(x, y, z)K(y, z)f(y)f(z) dxdydz

=
1

2

∫ ∞

0

∫ ∞

z

∫ y∗

0

φ(x)b(x, y∗ − z, z)K(y∗ − z, z)f(y∗ − z)f(z) dxdy∗dz

=
1

2

∫ ∞

0

∫ y

0

∫ y

0

φ(x)b(x, y − z, z)K(y − z, z)f(y − z)f(z) dxdzdy

=
1

2

∫ ∞

0

∫ ∞

x

∫ y

0

φ(x)b(x, y − z, z)K(y − z, z)f(y − z)f(z) dzdydx
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=

∫ ∞

0

φ(x)Gf(x) dx ,

which proves (3.3). �

We next report Lipschitz properties of G and D.

Lemma 3.3. Assume that b and K satisfy (1.2), (1.6), and (3.1), respectively. Then G and D are
locally Lipschitz continuous on X0 ∩X1.

Proof. Let (f, g) ∈ (X0 ∩ X1)
2. As in the proof of Lemma 3.2, it follows from (1.2), (3.1), and

Fubini-Tonelli’s theorem that

‖Gf − Gg‖X1

≤
1

2

∫ ∞

0

∫ ∞

x

∫ y

0

xb(x, y − z, z)K(y − z, z)|f(y − z)f(z)− g(y − z)g(z)| dzdydx

=
1

2

∫ ∞

0

∫ ∞

0

∫ y+z

0

xb(x, y, z)K(y, z)|f(y)f(z)− g(y)g(z)| dxdzdy

≤
1

2

∫ ∞

0

∫ ∞

0

(y + z)K(y, z) (|f(y)||(f − g)(z)|+ |g(z)||(f − g)(y)|) dzdy

≤
k0
2

∫ ∞

0

∫ ∞

0

yz (|f(y)||(f − g)(z)|+ |g(z)||(f − g)(y)|) dzdy

=
k0
2
(‖f‖X1

+ ‖g‖X1
) ‖f − g‖X1

.

Similarly, by (3.1) and the symmetry of K,

‖Df −Dg‖X1
≤

∫ ∞

0

∫ ∞

0

yK(y, z)|f(y)f(z)− g(y)g(z)| dzdy

=
1

2

∫ ∞

0

∫ ∞

0

(y + z)K(y, z)|f(y)f(z)− g(y)g(z)| dzdy

≤
k0
2

∫ ∞

0

∫ ∞

0

yz|f(y)f(z)− g(y)g(z)| dzdy

≤
k0
2
(‖f‖X1

+ ‖g‖X1
) ‖f − g‖X1

.

Consequently, G and D are locally Lipschitz continuous on X1.
We next deduce from (1.6), (3.1), and Fubini-Tonelli’s theorem that

‖Gf − Gg‖X0

≤
1

2

∫ ∞

0

∫ ∞

0

∫ y+z

0

b(x, y, z)K(y, z)|f(y)f(z)− g(y)g(z)| dxdzdy

≤
β0

2

∫ ∞

0

∫ ∞

0

K(y, z) (|f(y)||(f − g)(z)|+ |g(z)||(f − g)(y)|) dzdy
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≤
k0β0

2

∫ ∞

0

∫ ∞

0

(y|f(y)||(f − g)(z)|+ z|g(z)||(f − g)(y)|) dzdy

=
k0β0

2
(‖f‖X1

+ ‖g‖X1
) ‖f − g‖X0

.

Similarly, by (3.1),

‖Df −Dg‖X0
≤

∫ ∞

0

∫ ∞

0

K(y, z) (|f(y)||f(z)− g(z)|+ |g(z)||f(y)− g(y)|) dzdy

≤ k0

∫ ∞

0

∫ ∞

0

(y|f(y)||f(z)− g(z)|+ z|g(z)||f(y)− g(y)|) dzdy

= k0 (‖f‖X1
+ ‖g‖X1

) ‖f − g‖X0
.

We have thus proved that G and D are locally Lipschitz continuous on X0. �

We are now in a position to prove Proposition 3.1.

Proof of Proposition 3.1. Let f in ∈ X0 ∩X+
1 and consider the initial value problem

∂tf = [Gf ]+ −Df , t > 0 , (3.4a)

f(0) = f in , (3.4b)

where [·]+ denotes the positive part. Since both G and D are locally Lipschitz continuous on X0∩X1

by Lemma 3.3 and taking the positive part is a contraction on R, we infer from the Picard-Lindelöf
theorem, see, e.g., [1, Theorems 7.6 & 9.2], that there is a unique solution f ∈ C1([0, Tmax), X0∩X1)
to (3.4) defined on a maximal existence interval [0, Tmax) with Tmax ∈ (0,∞]. Moreover, since G and
D map bounded sets of X0 ∩X1 into bounded sets of X0 ∩X1, the following alternative holds true:
either Tmax = ∞, or

Tmax < ∞ and lim
t→Tmax

(‖f(t)‖X0
+ ‖f(t)‖X1

) = ∞ . (3.5)

see, e.g., [1, Remark 7.10 (b)].
It first follows from (3.4a) that, for t ∈ (0, Tmax),

∂t[−f ]+(t, x) = −sign+(−f(t, x))
(

[Gf(t, x)]+ −Df(t, x)
)

≤ −

(
∫ ∞

0

K(x, y)f(t, y) dy

)

[−f ]+(t, x) .

Therefore, thanks to (3.1),

d

dt
‖[−f ]+(t)‖X1

≤

∫ ∞

0

∫ ∞

0

xK(x, y)|f(t, y)|[−f ]+(t, x) dydx

≤ k0

∫ ∞

0

∫ ∞

0

x

x+ y
xy|f(t, y)|[−f ]+(t, x) dydx

≤ k0‖f(t)‖X1
‖[−f ]+(t)‖X1

.
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Hence,

‖[−f ]+(t)‖X1
≤ ‖[−f in]+‖X1

exp

{

k0

∫ t

0

‖f(s)‖X1
ds

}

= 0 , t ∈ [0, Tmax) ;

that is, f(t) ∈ X+
1 for all t ∈ [0, Tmax). This non-negativity property entails that [Gf ]+ = Gf and it

follows from (3.4) that f ∈ C1([0, Tmax), X0 ∩X1) solves

∂tf = Gf −Df = Bf , t > 0 , (3.6a)

f(0) = f in . (3.6b)

Since
∫ ∞

0

∫ ∞

0

K(x, y)f(s, x)f(s, y) dydx ≤ k0‖f(s)‖X0
‖f(s)‖X1

≤ k0 sup
s∈[0,t]

{‖f(s)‖X0
‖f(s)‖X1

}

for s ∈ (0, t) and t ∈ (0, Tmax), it readily follows from (3.3) and (3.6) that f satisfies (3.2a) and is
a weak solution to (1.1) on [0, Tmax). In addition, we infer from (3.1) that, for t ∈ (0, Tmax) and
s ∈ (0, t),

∫ ∞

0

∫ ∞

0

(x+ y)K(x, y)f(s, x)f(s, y) dydx ≤ k0‖f(s)‖
2
X1

≤ k0 sup
s∈[0,t]

{‖f(s)‖2X1
} ,

so that, according to Proposition 2.2, f is a mass-conserving weak solution to (1.1) on [0, Tmax).
Therefore,

‖f(t)‖X1
= M1(f(t)) = M1(f

in) = ‖f in‖X1
, t ∈ [0, Tmax) . (3.7)

Also, for t ∈ [0, Tmax), we deduce from (3.2a) with φ ≡ 1 that

d

dt
M0(f(t)) =

1

2

∫ ∞

0

∫ ∞

0

[
∫ x+y

0

b(z, x, y) dz − 2

]

K(x, y)f(t, x)f(t, y) dydx .

Owing to (1.6), (3.1), and (3.7), we further obtain

d

dt
M0(f(t)) ≤

β0

2

∫ ∞

0

∫ ∞

0

K(x, y)f(t, x)f(t, y) dydx

≤
k0β0

2

∫ ∞

0

∫ ∞

0

xy

x+ y
f(t, x)f(t, y) dydx

≤
k0β0

2
M1(f(t))M0(f(t)) =

k0β0

2
M1(f

in)M0(f(t)) .

Consequently,

‖f(t)‖X0
= M0(f(t)) ≤ M0(f

in)ek0β0t/2 , t ∈ [0, Tmax) ,

which, together with (3.7), rules out (3.5) and implies Tmax = ∞. �
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4. Existence by a compactness approach

In this section, we assume that the daughter distribution function b satisfies (1.2), (1.4), (1.6), and
(1.10), while K is given by (1.9) with

α ≥ 0 . (4.1)

Also, let f in ∈ X0 ∩X+
1 with ̺ := M1(f

in) > 0. Since f in ∈ X0, a variant of the de la Vallée Poussin
theorem, see [2, Theorem 7.1.6], ensures that there is a function Φ ∈ C1([0,∞)) endowed with the
following properties: Φ is convex, Φ(0) = Φ′(0) = 0, Φ′ is concave and positive on (0,∞),

I :=

∫ ∞

0

Φ(f in(x)) dx < ∞ , (4.2)

lim
r→∞

Φ′(r) = lim
r→∞

Φ(r)

r
= ∞ , (4.3)

and, for all µ ∈ (1, 2],

lim
r→∞

Φ′(r)

rµ−1
= lim

r→∞

Φ(r)

rµ
= 0 . (4.4)

Another variant of the de la Vallée-Poussin theorem, recalled in Lemma A.1, and the integrability of
f in guarantee that there is a non-negative convex and non-increasing function Φ0 ∈ C1((0,∞)) such
that

MΦ0
(f in) =

∫ ∞

0

Φ0(x)f
in(x) dx < ∞ (4.5)

and

lim
x→0

Φ0(x) = ∞ , lim
x→0

x(p−1)/2pΦ0(x) = 0 , x 7→ x(p−1)/2pΦ0(x) is non-decreasing , (4.6)

the parameter p ∈ (1, 2) being defined in (1.10).
We now introduce a suitably designed approximation of (1.1), to which we may apply the analysis

performed in the previous section. Specifically, let n ≥ 1 be an integer and define

Kn(x, y) := K(x, y)1(1/n,n)(x)1(1/n,n)(y) , (x, y) ∈ (0,∞)2 , (4.7)

and

f in
n := f in1(0,2n) . (4.8)

It follows from (1.9) and (4.1) that xy/(x+ y) ≥ 2/n and K(x, y) ≤ 2nλ for (x, y) ∈ (1/n, n)2. Thus,

Kn(x, y) ≤ n1+λ xy

x+ y
, (x, y) ∈ (0,∞)2 .

Since f in
n ∈ X0 ∩ X+

1 , we infer from Proposition 3.1 that there is a unique strong solution fn ∈
C1([0,∞), X0 ∩X+

1 ) to

∂tfn(t, x) = Bnfn(t, x) , (t, x) ∈ (0,∞)2 , (4.9a)

fn(0, x) = f in
n (x) ≥ 0 , x ∈ (0,∞) , (4.9b)
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where Bn is defined by (1.1c) with Kn instead of K. It also satisfies (3.2a) with Kn instead of K, as
well as

M1(fn(t)) = M1(f
in
n ) ≤ ̺ , t ≥ 0 . (4.10)

We also infer from (1.4) and Lemma 2.3 that
∫ ∞

x

yfn(t, y) dy ≤

∫ ∞

x

yf in
n (y) dy ≤

∫ ∞

x

yf in(y) dy , t ≥ 0 . (4.11)

In particular, the choice x = 2n and (4.8) imply that
∫ ∞

2n

yfn(t, y) dy ≤

∫ ∞

2n

yf in
n (y) dy = 0 , t ≥ 0 .

Hence, owing to the non-negativity of fn,

fn(t, x) = 0 a.e. in (2n,∞) for t ≥ 0 . (4.12)

In the same vein, moments of order higher than one are non-expansive with respect to time, provided
they are initially finite.

Lemma 4.1 (Higher moments). Let m > 1 and assume that f in ∈ Xm. Then

Mm(fn(t)) ≤ Mm(f
in
n ) ≤ Mm(f

in) , t ≥ 0 .

Proof. Let n ≥ 1. Since f in
n belongs to Xm with Mm(f

in
n ) ≤ Mm(f

in) and fn is a mass-conserving
weak solution to (4.9), Lemma 4.1 is a straightforward consquence of Lemma 2.4. �

We next study the behaviour of fn for small sizes.

Lemma 4.2 (Small size behaviour). Recall that λ = α + β.

(a) If λ ∈ [1, 2], then

M0(fn(t)) ≤ e̺(β0−2)t
(

̺+M0(f
in)

)

, t ≥ 0 . (4.13)

(b) If λ ∈ [0, 1), then

M0(fn(t)) ≤
(

M0(f
in)λ−1 − (1− λ)(β0 − 2)̺λt

)−1/(1−λ)
, t ∈

[

0, T0(f
in)

)

, (4.14)

recalling that T0(f
in) is defined in (1.11).

Proof. Let t ≥ 0. By (1.6) and (3.2c),

d

dt
M0(fn(t)) =

1

2

∫ ∞

0

∫ ∞

0

[
∫ x+y

0

b(z, x, y) dz − 2

]

Kn(x, y)fn(t, x)fn(t, y) dydx

≤
β0 − 2

2

∫ ∞

0

∫ ∞

0

K(x, y)fn(t, x)fn(t, y) dydx . (4.15)

(a) We first claim that

K(x, y) ≤ xyλ−1 + xλ−1y , (x, y) ∈ (0,∞)2 . (4.16)
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Indeed, (4.16) is obvious if λ = 2 as α = β = 1 in that case. If λ ∈ [1, 2), then it follows from Young’s
inequality that, for (x, y) ∈ (0,∞)2,

xαyβ + xβyα = (xy)λ−1
(

x1−βy1−α + x1−αy1−β
)

≤ (xy)λ−1
(

x2−λ + y2−λ
)

,

which completes the proof of (4.16).
Combining (4.15) and (4.16) gives, for t ≥ 0,

d

dt
M0(fn(t)) ≤

β0 − 2

2

∫ ∞

0

∫ ∞

0

(xλ−1y + xyλ−1)fn(t, x)fn(t, y) dydx

≤ (β0 − 2)M1(fn(t))Mλ−1(fn(t)) .

Since λ ∈ [1, 2], one has xλ−1 ≤ 1 + x for x > 0 and, using (4.10), we end up with

d

dt
M0(fn(t)) ≤ ̺(β0 − 2) [M0(fn(t)) +M1(fn(t))] ≤ ̺(β0 − 2) [M0(fn(t)) + ̺] , t ≥ 0 .

Integrating with respect to time leads us to

M0(fn(t)) ≤ e̺(β0−2)t
(

̺+M0(f
in
n )

)

≤ e̺(β0−2)t
(

̺+M0(f
in)

)

, t ≥ 0 .

We have thus proved (4.13).

(b) Since 0 ≤ α ≤ β ≤ 1 by (1.9) and (4.1), it follows from (4.10), (4.15), and Hölder’s inequality
that

d

dt
M0(fn(t)) ≤ (β0 − 2)Mα(fn(t))Mβ(fn(t)) ≤ (β0 − 2)M1(fn(t))

λM0(fn(t))
2−λ

≤ (β0 − 2)̺λM0(fn(t))
2−λ .

Hence, after integration with respect to time,

M0(fn(t)) ≤
(

M0(f
in
n )λ−1 − (1− λ)(β0 − 2)̺λt

)−1/(1−λ)
, t ∈

[

0,
M0(f

in
n )λ−1

(1− λ)(β0 − 2)̺λ

)

.

Since λ ∈ [0, 1) and M0(f
in
n )λ−1 ≥ M0(f

in)λ−1, the above inequality entails (4.14). �

We next take advantage of (4.5) to derive a refined estimate for small sizes from Lemma 4.2.

Lemma 4.3 (Small size behaviour revisited). Let T > 0 and µ0 > 0 be such that

M0(fn(t)) ≤ µ0 , t ∈ [0, T ] . (4.17)

There is C1(T ) > 0 depending only on K, b, f in, µ0, and T (but not on n ≥ 1) such that

MΦ0
(fn(t)) ≤ C1(T ) , t ∈ [0, T ] ,

the function Φ0 being defined in (4.5).
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Proof. Let (x, y) ∈ (0,∞)2. Owing to (1.4) and the non-negativity of Φ0,

ζΦ0
(x, y) ≤

∫ x

0

Φ0(z)b̄(z, x, y) dz +

∫ y

0

Φ0(z)b̄(z, y, x) dz .

It now follows from (1.10), (4.6), and Hölder’s inequality that
∫ x

0

Φ0(z)b̄(z, x, y) dz ≤ x(p−1)/2pΦ0(x)

∫ x

0

z−(p−1)/2pb̄(z, x, y) dz

≤ x(p−1)/2pΦ0(x)

(
∫ x

0

z−1/2 dz

)(p−1)/p (∫ x

0

b̄(z, x, y)p dz

)1/p

≤ 2(p−1)/p

(

Bp

2

)1/p

Φ0(x) ≤ B1/p
p Φ0(x) .

Since the same estimate is valid when x and y are exchanged, we conclude that

ζΦ0
(x, y) ≤ B1/p

p [Φ0(x) + Φ0(y)] , (x, y) ∈ (0,∞)2 .

Now, let t ∈ [0, T ]. We infer from (4.7), (4.9a), the symmetry of K, and the above inequality that

d

dt
MΦ0

(fn(t)) ≤ B1/p
p

∫ ∞

0

∫ ∞

0

Φ0(x)K(x, y)fn(t, x)fn(t, y) dydx .

Since
K(x, y) ≤ 2(1 + x)(1 + y) , (x, y) ∈ (0,∞)2 , (4.18)

by (1.9) and (4.1) and
∫ ∞

0

Φ0(x)(1 + x)fn(t, x) dx ≤ 2

∫ 1

0

Φ0(x)fn(t, x) dx+ Φ0(1)

∫ ∞

1

(1 + x)fn(t, x) dx

≤ 2MΦ0
(fn(t)) + 2Φ0(1)M1(fn(t)) ,

thanks to the monotonicity of Φ0, we further deduce from (4.10) and (4.17) that

d

dt
MΦ0

(fn(t)) ≤ 2B1/p
p

∫ ∞

0

∫ ∞

0

Φ0(x)(1 + x)(1 + y)fn(t, x)fn(t, y) dydx

≤ 2B1/p
p [M0(fn(t)) +M1(fn(t))]

∫ ∞

0

Φ0(x)(1 + x)fn(t, x) dx

≤ 4B1/p
p (µ0 + ̺) [MΦ0

(fn(t)) + ̺Φ0(1)] .

Integrating with respect to time gives

MΦ0
(fn(t)) ≤ e4B

1/p
p (µ0+̺)t

[

MΦ0
(f in

n ) + ̺Φ0(1)
]

− ̺Φ0(1) , t ∈ [0, T ] ,

which completes the proof due to MΦ0
(f in

n ) ≤ MΦ0
(f in) < ∞, this last inequality being a consequence

of (4.5) and (4.8). �

We now turn to uniform integrability.
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Lemma 4.4 (Uniform integrability). Let T > 0 and µ0 > 0 such that (4.17) holds true. There is
C2(T ) > 0 depending only on K, b, f in, µ0, and T (but not on n ≥ 1) such that

Ln(t) :=

∫ ∞

0

min{x, 1}Φ(fn(t, x)) dx ≤ C2(T ) , t ∈ [0, T ] , (4.19)

recalling that Φ is defined in (4.2).

Proof. Let t ∈ [0, T ] and set v(x) := min{x, 1} for x ≥ 0. It follows from (4.9a), the non-negativity
of both fn and Φ′, and Fubini’s theorem that

d

dt
Ln(t) ≤

∫ ∞

0

v(x)Φ′(fn(t, x))Bnfn(t, x) dx

≤
1

2

∫ ∞

0

∫ ∞

0

∫ y+z

0

v(x)Φ′(fn(t, x))b(x, y, z)K(y, z)fn(t, y)fn(t, z) dxdzdy .

Since Φ is convex and satisfies rΦ′(r) ≤ 2Φ(r) for r ≥ 0 by [2, Proposition 7.1.9 (a)], we obtain

Φ′(fn(t, x))b(x, y, z) ≤ Φ(fn(t, x)) + Φ(b(x, y, z)) , x ∈ (0, y + z) , (y, z) ∈ (0,∞)2 ,

see [2, Proposition 7.1.9 (b)], and we deduce from the above inequalities that

d

dt
Ln(t) ≤

1

2

∫ ∞

0

∫ ∞

0

∫ y+z

0

v(x)Φ(fn(t, x))K(y, z)fn(t, y)fn(t, z) dxdzdy

+
1

2

∫ ∞

0

∫ ∞

0

∫ y+z

0

v(x)Φ(b(x, y, z))K(y, z)fn(t, y)fn(t, z) dxdzdy .

Introducing

κp := sup
r≥0

{

Φ(r)

rp

}

∈ (0,∞) ,

which is finite according to (4.4), we now infer from (1.4), (1.10), and the inequality v(x)x1−p ≤ 1,
x ∈ (0,∞), that

∫ y+z

0

v(x)Φ(b(x, y, z)) dx ≤ κp

∫ y+z

0

v(x)b(x, y, z)p dx ≤ κp

∫ y+z

0

xp−1b(x, y, z)p dx

≤ κp

(
∫ y

0

xp−1b̄(x, y, z)p dx+

∫ z

0

xp−1b̄(x, z, y)p dx

)

≤ κp

(

yp−1

∫ y

0

b̄(x, y, z)p dx+ zp−1

∫ z

0

b̄(x, z, y)p dx

)

≤ κpBp .

Consequently,
d

dt
Ln(t) ≤

Ln(t) + κpBp

2

∫ ∞

0

∫ ∞

0

K(y, z)fn(t, y)fn(t, z) dzdy . (4.20)
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We next infer from (1.9), (4.10), (4.17), and (4.18), that
∫ ∞

0

∫ ∞

0

K(y, z)fn(t, y)fn(t, z) dzdy ≤ 2

∫ ∞

0

∫ ∞

0

(1 + y)(1 + z)fn(t, y)fn(t, z) dzdy

≤ 2 [M0(fn(t)) +M1(fn(t))]
2

≤ 2(µ0 + ̺)2 .

Combining the above inequality with (4.20) gives

d

dt
Ln(t) ≤ (µ0 + ̺)2[Ln(t) + κpBp] .

Hence, after integration with respect to time,

Ln(t) ≤ [Ln(0) + κpBp]e
(µ0+̺)2t − κpBp , t ∈ [0, T ]

from which (4.19) readily follows, since Ln(0) ≤ I by (4.2), (4.8), and the monotonicity of Φ. �

The last step is the derivation of a time equicontinuity estimate.

Lemma 4.5 (Time equicontinuity). Let T > 0 and µ0 > 0 such that (4.17) holds true. There is
C3 > 0 depending only on K, b, f in, and µ0 (but not on n ≥ 1) such that

‖fn(t2)− fn(t1)‖X0
≤ C3|t2 − t1| , (t1, t2) ∈ [0, T ]2 .

Proof. Let t ∈ [0, T ]. On the one hand, it follows from Lemma 3.2, (1.6), (1.9), (4.10), (4.17), and
(4.18) that

1

2

∫ ∞

0

∫ ∞

x

∫ y

0

b(x, y − z, z)Kn(y − z, z)fn(t, y − z)fn(t, z) dzdydx

=
1

2

∫ ∞

0

∫ ∞

0

∫ x+y

0

b(z, x, y)Kn(x, y)fn(t, x)fn(t, y) dzdydx

≤
β0

2

∫ ∞

0

∫ ∞

0

K(x, y)fn(t, x)fn(t, y) dydx

≤ β0

∫ ∞

0

∫ ∞

0

(1 + x)(1 + y)fn(t, x)fn(t, y) dydx

≤ β0(µ0 + ̺)2 .

On the other hand, by (1.9), (4.10), (4.17), and (4.18),
∫ ∞

0

∫ ∞

0

Kn(x, y)fn(t, x)fn(t, y) dydx ≤

∫ ∞

0

∫ ∞

0

K(x, y)fn(t, x)fn(t, y) dydx

≤ 2(µ0 + ̺)2 .

Gathering the previous estimates and using (4.9a) give

‖∂tfn(t)‖X0
= ‖Bnfn(t)‖X0

≤ (β0 + 2)(µ0 + ̺)2 , t ∈ [0, T ] ,

from which Lemma 4.5 readily follows. �
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We are now in a position to prove Theorem 1.4 and begin with the case λ = α + β ∈ [1, 2].

Proof of Theorem 1.4 (a)&(c). We set v(x) = min{x, 1} for x ≥ 0. Since X0 ∩ X1 ⊂ Xv, we infer
from (4.3), (4.10), (4.13), Lemma 4.4, and the Dunford-Pettis theorem that, for each T > 0, there is
a relatively sequentially weakly compact subset K(T ) of Xv such that fn(t) ∈ K(T ) for all t ∈ [0, T ]
and n ≥ 1. Owing to the time equicontinuity established in Lemma 4.5, a variant of the Arzelà-
Ascoli theorem, see [27, Theorem A.3.1], ensures that (fn)n≥1 is relatively compact in C([0, T ], Xv,w).
Using a diagonal process, we deduce that there are f ∈ C([0,∞), Xv,w) and a subsequence (fnj

)j≥1

of (fn)n≥1 such that

lim
j→∞

sup
t∈[0,T ]

∣

∣

∣

∣

∫ ∞

0

v(x)(fnj
− f)(t, x)φ(x) dx

∣

∣

∣

∣

= 0 (4.21)

for all φ ∈ L∞(0,∞) and T > 0. A first consequence of (4.21) is that the validity of both (4.11) and
Lemma 4.3 extends to f . Indeed, for T > 0, t ∈ [0, T ], x > 0, and R > x, we infer from (4.11) and
(4.21) that

∫ R

x

yf(t, y) dy = lim
j→∞

∫ R

x

yfnj
(t, y) dy ≤

∫ ∞

x

yf in(y) dy .

We then let R → ∞ to conclude that
∫ ∞

x

yf(t, y) dy ≤

∫ ∞

x

yf in(y) dy , t > 0 . (4.22)

In the same vein, for T > 0, t ∈ [0, T ], and δ ∈ (0, 1), it follows from (4.13), the monotonicity of Φ0,
and Lemma 4.3 that

∫ ∞

δ

Φ0(x)f(t, x) dx = lim
j→∞

∫ ∞

δ

Φ0(x)fnj
(t, x) dx ≤ C1(T ) ,

and we let δ → 0 to conclude that

MΦ0
(f(t)) ≤ C1(T ) , t ∈ [0, T ] . (4.23)

We now extend (4.21) to the weak topology of X0 ∩X1; that is,

lim
j→∞

sup
t∈[0,T ]

∣

∣

∣

∣

∫ ∞

0

(1 + x)(fnj
− f)(t, x)φ(x) dx

∣

∣

∣

∣

= 0 (4.24)

for all φ ∈ L∞(0,∞) and T > 0. Indeed, let T > 0, t ∈ [0, T ], φ ∈ L∞(0,∞), and R > 1. Then
∣

∣

∣

∣

∫ ∞

0

(1 + x)(fnj
− f)(t, x)φ(x) dx

∣

∣

∣

∣

≤ 2‖φ‖L∞(0,∞)

∫ 1/R

0

(fnj
+ f)(t, x) dx

+

∣

∣

∣

∣

∫ R

1/R

(1 + x)(fnj
− f)(t, x)φ(x) dx

∣

∣

∣

∣

+ 2‖φ‖L∞(0,∞)

∫ ∞

R

x(fnj
+ f)(t, x) dx .

(4.25)
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First, by (4.23), the monotonicity of Φ0, and Lemma 4.3,
∫ 1/R

0

(fnj
+ f)(t, x) dx ≤

1

Φ0(1/R)

∫ 1/R

0

Φ0(x)(fnj
+ f)(t, x) dx

≤
1

Φ0(1/R)

[

MΦ0
(fnj

(t)) +MΦ0
(f(t))

]

≤
2

Φ0(1/R)
C1(T ) . (4.26)

Next, thanks to (4.11) and (4.22),
∫ ∞

R

x(fnj
+ f)(t, x) dx ≤ 2

∫ ∞

R

xf in(x) dx . (4.27)

Gathering (4.25), (4.26), and (4.27) leads us to
∣

∣

∣

∣

∫ ∞

0

(1 + x)(fnj
− f)(t, x)φ(x) dx

∣

∣

∣

∣

≤

[

4

Φ0(1/R)
C1(T ) + 4

∫ ∞

R

xf in(x) dx

]

‖φ‖L∞(0,∞)

+

∣

∣

∣

∣

∫ R

1/R

(1 + x)(fnj
− f)(t, x)φ(x) dx

∣

∣

∣

∣

.

Since
∣

∣

∣

∣

1 + x

v(x)
1(1/R,R)(x)φ(x)

∣

∣

∣

∣

≤ R(1 +R)‖φ‖L∞(0,∞) ,

we may take the limit j → ∞ in the above inequality and deduce from (4.21) that

lim sup
j→∞

sup
t∈[0,T ]

∣

∣

∣

∣

∫ ∞

0

(1 + x)(fnj
− f)(t, x)φ(x) dx

∣

∣

∣

∣

≤

[

4

Φ0(1/R)
C1(T ) + 4

∫ ∞

R

xf in(x) dx

]

‖φ‖L∞(0,∞) .

Since f in ∈ X1, it follows from (4.6) that the right hand side of the above inequality vanishes in the
limit R → ∞, which completes the proof of (4.24).
In particular, (4.24) implies that f ∈ C([0,∞), X0,w) and also allows us to pass to the limit in

(4.10) and conclude that

M1(f(t)) = lim
j→∞

M1(fnj
(t)) = lim

j→∞
M1(f

in
nj
) = M1(f

in) , t ≥ 0 . (4.28)

Consequently, f satisfies (1.7), the integrability property (1.7b) being a straightforward consequence
of (1.7a), (1.9), and (4.1). We are left with checking (1.7c). To this end, consider φ ∈ L∞(0,∞) and
t > 0. On the one hand, it readily follows from (4.8) and (4.24) that

lim
j→∞

∫ ∞

0

φ(x)(fnj
(t, x)− f in

nj
(x)) dx =

∫ ∞

0

φ(x)(f(t, x)− f in(x)) dx . (4.29)
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On the other hand,

lim
j→∞

ζφ(x, y)Knj
(x, y)

(1 + x)(1 + y)
=

ζφ(x, y)K(x, y)

(1 + x)(1 + y)
, (x, y) ∈ (0,∞)2 , (4.30)

while (2.1) and (4.18) entail that
∣

∣

∣

∣

ζφ(x, y)Knj
(x, y)

(1 + x)(1 + y)

∣

∣

∣

∣

≤ 2(β0 + 2)‖φ‖L∞(0,∞) . (4.31)

Since (4.24) implies that
[

(s, x, y) 7→ fnj
(s, x)fnj

(s, y)
]

⇀ [(s, x, y) 7→ f(s, x)f(s, y)] (4.32)

in L1((0, t)× (0,∞)2), (1 + x)(1 + y)dydxds), we infer from (4.30), (4.31), (4.32), and [12, Proposi-
tion 2.61] that

lim
j→∞

∫ t

0

∫ ∞

0

∫ ∞

0

ζφ(x, y)Knj
(x, y)fnj

(s, x)fnj
(s, y) dydxds

=

∫ t

0

∫ ∞

0

∫ ∞

0

ζφ(x, y)K(x, y)f(s, x)f(s, y) dydxds .

(4.33)

Since fnj
satisfies (1.7c) with Knj

instead of K, this property, together with (4.29) and (4.33), ensures
that f satisfies (1.7c). We have thus established that f is a weak solution to (1.1) on [0,∞), which
is also mass-conserving by (4.28).
Finally, if f in ∈ Xm for some m > 1, the assertion (c) of Theorem 1.4 follows from Lemma 4.1 and

(4.24), arguing as in the proof of (4.22). �

Proof of Theorem 1.4 (b)&(c). The proof of Theorem 1.4 (b)&(c) is exactly the same as that of
Theorem 1.4 (a)&(c), except that one has to restrict the range of T and t to (0, T0(f

in)) due to
Lemma 4.2 (b). �

5. Uniqueness

The collision-induced breakage equation being a quadratic nonlinear integral equation, it is not
surprising that uniqueness of weak solutions can be shown as for Smoluchowski’s coagulation equa-
tion, see [2, 10, 13, 24] and the references therein. The proof given below is somewhat formal, as an
additional truncation argument is needed to justify that the unbounded weight function w defined
below may indeed be used in (1.7c). We refer to, e.g., [13, 24] for the complete argument.

Proof. Set w(x) := max{xα, x}, x ∈ (0,∞) and, for i = 1, 2, let fi be a weak solution to (1.1) on
[0, Ti) satisfying (1.13); that is, M1+β(fi) ∈ L1(0, T ) for any T ∈ (0, Ti). Introducing g := f1 + f2,
h := f1 − f2, and σ := sign(h), we infer from Remark 1.3 and the symmetry of K that, for t ∈
(0,min{T1, T2}),

d

dt

∫ ∞

0

w(x)|h(t, x)| dx =
1

2

∫ ∞

0

∫ ∞

0

ζwσ(t)(x, y)K(x, y)g(t, x)h(t, y) dydx . (5.1)
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We next define

P (t, x, y) := ζwσ(t)(x, y)K(x, y)σ(t, y) , (t, x, y) ∈ (0,min{T1, T2})× (0,∞)2 ,

and note that

P (t, x, y) = K(x, y)

[
∫ x+y

0

w(z)σ(t, z)σ(t, y)b(z, x, y) dz − w(x)σ(t, x)σ(t, y)− w(y)

]

≤ K(x, y)

[
∫ x+y

0

w(z)b(z, x, y) dz + w(x)− w(y)

]

.

Since 0 ≤ α ≤ β ≤ 1 and β0 > 2, we infer from (1.2), (1.6), and (1.9) that:

• if (x, y) ∈ (0, 1)2, then any z ∈ (0, x+ y) lies also in (0, 2), so that w(z) ≤ 21−α(x + y)α ≤ 2
and

P (t, x, y) ≤ (2β0 + 1)
(

xαyβ + xβyα
)

≤ 6β0y
α = 6β0w(y) ;

• if (x, y) ∈ (0, 1)× (1,∞), then

P (t, x, y) = K(x, y)

(
∫ 1

0

zαb(z, x, y) dz +

∫ x+y

1

zb(z, x, y) dz + xα − y

)

≤ (β0 + x+ xα)
(

xαyβ + xβyα
)

≤ 2(β0 + 2)y ≤ 6β0w(y) ;

• if (x, y) ∈ (1,∞)× (0, 1), then

P (t, x, y) = K(x, y)

(
∫ 1

0

zαb(z, x, y) dz +

∫ x+y

1

zb(z, x, y) dz + x− yα
)

≤ (β0 + 2x+ y − yα)
(

xαyβ + xβyα
)

≤ 2(β0 + 2)x1+βyα

≤ 6β0x
1+βw(y) ;

• if (x, y) ∈ (1,∞)2, then

P (t, x, y) = K(x, y)

(
∫ 1

0

zαb(z, x, y) dz +

∫ x+y

1

zb(z, x, y) dz + x− y

)

≤ (β0 + 2x)
(

xαyβ + xβyα
)

≤ 2(β0 + 2)x1+βy

≤ 6β0x
1+βw(y) .

Inserting these bounds in (5.1) and using the identity σ2h = h = σ|h|, we obtain

d

dt

∫ ∞

0

w(x)|h(t, x)| dx ≤
1

2

∫ ∞

0

∫ ∞

0

P (t, x, y)g(t, x)|h(t, y)| dydx

≤ 3β0

∫ ∞

0

∫ ∞

0

(1 + x1+β)w(y)g(t, x)|h(t, y)| dydx

= 3β0 (M0(g(t)) +M1+β(g(t)))

∫ ∞

0

w(x)|h(t, x)| dx .
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After integration with respect to time, we find, for t ∈ (0,min{T1, T2}),
∫ ∞

0

w(x)|h(t, x)| dx ≤

(
∫ ∞

0

w(x)|h(0, x)| dx

)

exp

(

3β0

∫ t

0

(M0(g(s)) +M1+β(g(s))) ds

)

.

Since M0(g) ∈ L1(0, t) by Definition 1.2 and M1+β(g) ∈ L1(0, t) by (1.13), the right hand side of the
above inequality is finite and actually vanishes, due to h(0) = f1(0)−f2(0) = 0. Consequently, h(t) =
0 for t ∈ (0,min{T1, T2}) and f1 and f2 coincide on their common time interval of existence. �

6. Finite time existence

Proof of Theorem 1.5. Let t ∈ [0, T ) and A > 1. We take φ(x) = xλ1(0,A)(x), x ∈ (0,∞), in (1.7c).
Owing to (1.4) and (1.12),

• if (x, y) ∈ (0, A)2, then

ζφ(x, y) =

∫ x

0

zλb̄(z, x, y) dz +

∫ y

0

zλb̄(z, y, x) dz − xλ − yλ ≥ (γλ − 1)(xλ + yλ) ;

• if (x, y) ∈ (0, A)× (A,∞), then

ζφ(x, y) =

∫ x

0

zλb̄(z, x, y) dz +

∫ A

0

zλb̄(z, y, x) dz − xλ ≥ (γλ − 1)xλ ≥ 0 ;

• if (x, y) ∈ (A,∞)× (0, A), then

ζφ(x, y) =

∫ A

0

zλb̄(z, x, y) dz +

∫ y

0

zλb̄(z, y, x) dz − yλ ≥ (γλ − 1)yλ ≥ 0 ;

• if (x, y) ∈ (A,∞)2, then

ζφ(x, y) =

∫ A

0

zλb̄(z, x, y) dz +

∫ A

0

zλb̄(z, y, x) dz ≥ 0 ,

so that, by (1.7c),
∫ A

0

xλf(t, x) dx ≥

∫ A

0

xλf in(x) dx

+ (γλ − 1)

∫ t

0

∫ A

0

∫ A

0

(xλ + yλ)K(x, y)f(s, x)f(s, y) dydxds .

Since λ ∈ [0, 1) and both f(t) and f in belong to X0 ∩X1 ⊂ Xλ, we may take the limit A → ∞ in
the above estimate and use Fatou’s lemma to conclude that

Mλ(f(t)) ≥ Mλ(f
in) + (γλ − 1)

∫ t

0

∫ ∞

0

∫ ∞

0

(xλ + yλ)K(x, y)f(s, x)f(s, y) dydxds .

Thanks to Young’s inequality,

xλ + yλ ≥ 2(xy)λ/2 , K(x, y) ≥ 2(xy)λ/2 , (x, y) ∈ (0,∞)2 ,
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and we infer from the above two inequalities that

Mλ(f(t)) ≥ Λ(t) := Mλ(f
in) + 4(γλ − 1)

∫ t

0

Mλ(f(s))
2 ds , t ∈ [0, T ) . (6.1)

Hence,
dΛ

dt
(t) ≥ 4(γλ − 1)Λ(t)2 , t ∈ [0, T ) ,

from which we deduce that
1

Mλ(f in)
=

1

Λ(0)
≥

1

Λ(0)
−

1

Λ(t)
≥ 4(γλ − 1)t , t ∈ [0, T ) .

Letting t → T implies that T ≤ 1/[4(γλ − 1)Mλ(f
in)] < ∞. �

7. Non-existence

Let f be a mass-conserving weak solution to (1.1) on [0, T∗) for some T∗ ∈ (0,∞], with initial
condition f in ∈ X0 ∩X+

1 satisfying f in ∈ Xm0
for some m0 > 1 and ̺ := M1(f

in) > 0. Then

M1(f(t)) = ̺ = M1(f
in) , t ∈ [0, T∗) . (7.1)

Also, since f in ∈ Xm0
with m0 > 1 and b satisfies (1.4), Lemma 2.4 guarantees that

Mm0
(f(t)) ≤ Mm0

(f in) , t ∈ [0, T∗) . (7.2)

The first step of the proof of Theorem 1.8 is strongly inspired by the proof of the occurrence of
instantaneous gelation for Smoluchowski’s coagulation equation, see [5, 25] and [2, Theorem 9.2.2].
We actually establish that the mass-conserving feature (7.1) of f implies that all sublinear moments
are finite for all t ∈ [0, T∗), including moments of negative order. Thus, the very existence of such a
solution requires at least that Mm(f

in) < ∞ for all m < 0; that is, f in shall vanish rapidly for small
sizes.

Lemma 7.1. Let m ∈ (−∞, 1). For any T ∈ (0, T∗),

sup
t∈[0,T ]

Mm(f(t)) < ∞ .

In particular, f in ∈ Xm.

Proof. Fix T1 ∈ (T, T∗). For l ∈ N, l ≥ 1, and t ∈ [0, T1], we define

Jl(t) :=

∫ ∞

1/l

xf(t, x) dx , Il(t) :=

∫ 1/l

0

xf(t, x) dx , (7.3)

and note that (7.1) entails that

Il(t) + Jl(t) = ̺ = M1(f
in) , t ∈ [0, T1] . (7.4)

Since
Jl(t) ≤ Jl+1(t) , l ≥ 1 , and lim

l→∞
Jl(t) = ̺ for t ∈ [0, T1] ,
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Dini’s theorem implies that (Jl)l≥1 converges uniformly to the constant function ̺ in [0, T1]. Conse-
quently, there is l0 ≥ 1 such that

̺

2
≤ Jl(t) , t ∈ [0, T1] , l ≥ l0 . (7.5)

Next, let l ∈ N, l ≥ l0. As φl : x 7→ x1(0,1/l)(x) belongs to L∞(0,∞), we infer from Remark 1.3
and (7.4) that both Il and Jl belong to W 1,1(0, T1) and satisfy, for almost every t ∈ (0, T1),

−
d

dt
Jl(t) =

d

dt
Il(t) =

1

2

∫ ∞

0

∫ ∞

0

ζφl
(x, y)K(x, y)f(t, x)f(t, y) dydx .

Owing to (1.4),

• if (x, y) ∈ (0, 1/l)2, then ζφl
(x, y) = 0;

• if (x, y) ∈ (0, 1/l)× (1/l,∞), then

ζφl
(x, y) =

∫ 1/l

0

zb̄(z, y, x) dz = y −

∫ y

1/l

zb̄(z, y, x) dz ≥ 0 ;

• if (x, y) ∈ (1/l,∞)× (0, 1/l), then

ζφl
(x, y) =

∫ 1/l

0

zb̄(z, x, y) dz = x−

∫ x

1/l

zb̄(z, x, y) dz ≥ 0 ;

• if (x, y) ∈ (1/l,∞)2, then

ζφl
(x, y) =

∫ 1/l

0

zb̄(z, x, y) dz +

∫ 1/l

0

zb̄(z, y, x) dz

= x−

∫ x

1/l

zb̄(z, x, y) dz + y −

∫ y

1/l

zb̄(z, y, x) dz ≥ 0 .

Consequently, by (1.9) and (1.14),

−
d

dt
Jl(t) ≥

1

2

∫ 1/l

0

∫ ∞

1/l

[

y −

∫ y

1/l

zb̄(z, y, x) dz

]

K(x, y)f(t, x)f(t, y) dydx

=
1

2lν+2

∫ 1/l

0

∫ ∞

1/l

y−ν−1K(x, y)f(t, x)f(t, y) dydx

≥
1

2lν+2

∫ 1/l

0

∫ ∞

1/l

xβyα−ν−1f(t, x)f(t, y) dydx

≥
1

2lν+2

∫ 1/l

0

∫ ∞

1/l

xyλ−ν−2f(t, x)f(t, y) dydx .

Hence,
d

dt
Jl(t) ≤ −

Il(t)

2lν+2

∫ ∞

1/l

yλ−ν−2f(t, y) dy . (7.6)
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Since λ− ν − 2 < 0 and l ≥ l0, it follows from Hölder’s inequality, (7.2), and (7.5) that

̺

2
≤ Jl(t) =

∫ ∞

1/l

yf(t, y) dy

≤

(
∫ ∞

1/l

yλ−ν−2f(t, y) dy

)(m0−1)/(m0+ν+2−λ) (∫ ∞

1/l

ym0f(t, y) dy

)(3+ν−λ)/(m0+ν+2−λ)

≤ Mm0
(f in)(3+ν−λ)/(m0+ν+2−λ)

(
∫ ∞

1/l

yλ−ν−2f(t, y) dy

)(m0−1)/(m0+ν+2−λ)

.

Hence,
∫ ∞

1/l

yλ−ν−2f(t, y) dy ≥ 2δ1 :=
(̺

2

)(m0+ν+2−λ)/(m0−1)

Mm0
(f in)(λ−ν−3)/(m0−1) > 0 . (7.7)

Combining (7.6) and (7.7), we end up with

d

dt
Jl(t) ≤ −

δ1
lν+2

Il(t) , t ∈ (0, T1) .

After integration with respect to time, we deduce from (7.4) that, for 0 ≤ t ≤ τ ≤ T1,

Il(t)− Il(τ) = Jl(τ)− Jl(t) ≤ −
δ1
lν+2

∫ τ

t

Il(s) ds .

Hence,

Il(t) +
δ1
lν+2

∫ τ

t

Il(s) ds ≤ Il(τ) , 0 ≤ t ≤ τ ≤ T1 . (7.8)

Now, for τ ∈ [t, T1], we set

Ql(τ) := Il(t) +
δ1
lν+2

∫ τ

t

Il(s) ds

and deduce from (7.8) that Ql satisfies the differential inequality

dQl

dτ
(τ) =

δ1
lν+2

Il(τ) ≥
δ1
lν+2

Ql(τ) , τ ∈ (t, T1) .

Equivalently,
d

dτ

(

e−δ1τl−ν−2

Ql(τ)
)

≥ 0 , t ∈ (t, T1) ,

so that, after integration with respect to τ over (t, T1),

e−δ1T1l−ν−2

Ql(T1) ≥ e−δ1tl−ν−2

Ql(t) = e−δ1tl−ν−2

Il(t) .

Since Ql(T1) ≤ Il(T1) ≤ ̺ by (7.4) and (7.8), we conclude that

Il(t) ≤ ̺e−δ1(T1−t)l−ν−2

, t ∈ [0, T1] . (7.9)
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Consider now m < 1 and L ≥ 2. For t ∈ [0, T ], we infer from (7.4) and (7.9) that

∫ ∞

1/L

xmf(t, x) dx =

∫ ∞

1

xmf(t, x) dx+
L−1
∑

l=1

∫ 1/l

1/(l+1)

xmf(t, x) dx

≤

∫ ∞

1

xf(t, x) dx+
L−1
∑

l=1

(l + 1)1−m

∫ 1/l

1/(l+1)

xf(t, x) dx

≤ ̺+

L−1
∑

l=1

(l + 1)1−mIl(t)

≤ ̺+ ̺

L−1
∑

l=1

(l + 1)1−me−δ1(T1−t)l−ν−2

≤ ̺+ ̺
L−1
∑

l=1

(l + 1)1−me−δ1(T1−T )l−ν−2

.

Since ν + 2 > 0 and T1 > T , the series on the right hand side of the above inequality is convergent
and we may take the limit L → ∞ to conclude that

Mm(f(t)) ≤ ̺+ ̺

∞
∑

l=1

(l + 1)1−me−δ1(T1−T )l−ν−2

, t ∈ [0, T ] ,

and complete the proof of Lemma 7.1. �

We are now in a position to prove Theorem 1.8 and here deviate from the analysis performed
in [2, 5, 25]. Indeed, due to the limited integrability properties of the daughter distribution function
b, we cannot compute the time evolution of moments with arbitrary negative order but it turns out
that evaluating moments of order m ∈ (−ν − 1, 0) provides the needed information.

Proof of Theorem 1.8. Let m ∈ (−ν−1, 0). For ε ∈ (0, 1) and x ∈ (0,∞), we set φm,ε(x) := (x+ε)m

and note that the non-positivity of ν entails that

ζφm,ε(x, y) =
ν + 2

xν+1

∫ x

0

zν(z + ε)m dz +
ν + 2

yν+1

∫ y

0

zν(z + ε)m dz − (x+ ε)m − (y + ε)m

≥
ν + 2

xν+1

∫ x

0

(z + ε)m+ν dz +
ν + 2

yν+1

∫ y

0

(z + ε)m+ν dz − (x+ ε)m − (y + ε)m

=
ν + 2

m+ ν + 1

(x+ ε)m+ν+1

xν+1
− (x+ ε)m +

ν + 2

m+ ν + 1

(y + ε)m+ν+1

yν+1
− (y + ε)m

≥
1−m

m+ ν + 1

(x+ ε)m+ν+1

xν+1
+

1−m

m+ ν + 1

(y + ε)m+ν+1

yν+1
≥ 0 .
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Since φm,ε ∈ L∞(0,∞), we infer from (1.7c), the symmetry of K, and the above inequality that, for
t ∈ (0, T∗),

∫ ∞

0

(x+ ε)mf(t, x) dx ≥

∫ ∞

0

(x+ ε)mf in(x) dx

+
1−m

m+ ν + 1

∫ t

0

∫ ∞

0

∫ ∞

0

(x+ ε)m+ν+1

xν+1
K(x, y)f(s, x)f(s, y) dydxds .

Since both f(t) and f in belong to Xm by Lemma 7.1, we may let ε → 0 in the above inequality and
use Fatou’s lemma and the specific choice (1.9) of K to obtain that

Mm(f(t)) ≥ Mm(f
in) +

1−m

m+ ν + 1

∫ t

0

Mm+α(f(s))Mβ(f(s)) ds , t ∈ [0, T∗) . (7.10)

Next, since β ≤ 1 < m0 and m + α < m < 1, it follows from (7.1), (7.2), and Hölder’s inequality
that, for s ∈ [0, T∗),

̺ = M1(f(s)) ≤ Mm0
(f(s))(1−β)/(m0−β)Mβ(f(s))

(m0−1)/(m0−β)

≤ Mm0
(f in)(1−β)/(m0−β)Mβ(f(s))

(m0−1)/(m0−β)

and

Mm(f(s)) ≤ M1(f(s))
−α/(1−α−m)Mm+α(f(s))

(1−m)/(1−α−m)

= ̺−α/(1−α−m)Mm+α(f(s))
(1−m)/(1−α−m) .

Consequently,

Mm+α(f(s))Mβ(f(s)) ≥ δ2̺
α/(1−m)Mm(f(s))

(1−α−m)/(1−m) , s ∈ [0, T∗) , (7.11)

with
δ2 := ̺(m0−β)/(m0−1)Mm0

(f in)(β−1)/(m0−1) > 0 .

Combining (7.10) and (7.11) leads us to the integral inequality

Mm(f(t)) ≥ Nm(t) := Mm(f
in) +

(1−m)δ2
m+ ν + 1

̺α/(1−m)

∫ t

0

Mm(f(s))
(1−α−m)/(1−m) ds (7.12)

for t ∈ [0, T∗). It readily follows from (7.12) that Nm satisfies the following differential inequality

dNm

dt
(t) ≥

(1−m)δ2
m+ ν + 1

̺α/(1−m)Nm(t)
(1−α−m)/(1−m) , t ∈ [0, T∗) .

After integration, we obtain

Nm(t)
α/(1−m) ≤ Nm(0)

α/(1−m) +
αδ2

m+ ν + 1
̺α/(1−m)t , t ∈ [0, T∗) .

Since α < 0, we deduce from (7.12) and the above inequality that

Mm(f(t))
α/(1−m) ≤ Nm(t)

α/(1−m) ≤ Mm(f
in)α/(1−m) +

αδ2
m+ ν + 1

̺α/(1−m)t , t ∈ [0, T∗) .
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Owing to the non-negativity of Mm(f(t))
α/(1−m), we further obtain

t ≤
m+ ν + 1

|α|δ2
̺−α/(1−m)Mm(f

in)α/(1−m) , t ∈ [0, T∗) .

Letting t → T∗ in the previous inequality implies that

T∗ ≤
m+ ν + 1

|α|δ2
̺−α/(1−m)Mm(f

in)α/(1−m) .

Since f in ∈ X−ν−1 by Lemma 7.1, the right hand side of the above inequality converges to zero as
m → −ν − 1, from which we deduce that T∗ = 0, thereby completing the non-existence proof. �
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Appendix A. Improved integrability for small sizes

We recall in this section an improved integrability property of integrable functions near zero, which
is established in [14] and can be viewed as a variant of the de la Vallée-Poussin theorem [8].

Lemma A.1. Consider h ∈ X0 and θ ∈ (0, 1). There is a non-negative convex and non-increasing
function Φ0 ∈ C1((0,∞)) depending on h and θ such that

∫ ∞

0

Φ0(x)|h(x)| dx < ∞ , (A.1)

and
lim
x→0

Φ0(x) = ∞ , lim
x→0

xθΦ0(x) = 0 , x 7→ xθΦ0(x) is non-decreasing . (A.2)
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