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Summary

- Somatosensory inputs associated with facial skin deformation enhance speech intelligibility in noise, when the somatosensory stimulation is compatible with the articulatory nature of the corresponding speech sound.
- The orofacial somatosensory system may intervene in the process of speech detection in noisy environments.

Introduction

Speech perception is an interactive process with multiple modalities and some perceptuo(multisensory)-motor connections (Schwartz et al., 2012).

Methods

- Participants : 22 native French speakers.
- Speech materials.
  - /pa/ for Exp. 1 and /py/ for Exp. 2.
- Speech detection test.
  - Task : to identify which noise period includes the target speech sound?
  - 1st noise ? or 2nd noise ?

Note: two onsets of target speech sound were applied to avoid the participant’s anticipation.

- Speech stimulus was embedded in background noises (80 dB of SPL) with 8 SNR levels.
  - -8 dB to -15 dB for target /pa/.
  - -10 dB to -17 dB for target /py/.
- Two experimental conditions were alternated every 8 trials.
- SKIN: with somatosensory stimulation.
- CTL: auditory-alone.

Data analysis.
- Mean probability of correct response rate across all SNR conditions.

Results

- Correct response rate.

  - Target /pa/ vs. /py/.

  - Mean probability for /pa/ was significantly higher than for /py/.

Discussion

- Speech intelligibility in noise was increased in SKIN compared to CTL.
  - ≈ 3% increased for speech target /pa/.
  - Somatosensory effect is consistent with audio-visual speech processing.

- A relationship between somatosensory stimulation & articulatory gesture in auditory stimulation.
  - Speech intelligibility increased only when the speech target was /pa/.
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Somatosensory effect may appear when the somatosensory stimulation is matched with articulatory gesture in speech sound (Ogane et al., 2019, 2020).