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Abstract 
 

The mechanisms governing the formation of Schottky barriers at graphene/hydrogen-

passivated silicon interfaces where the graphene plays the role of a two-dimensional (2D) 

metal electrode have been investigated by means of x-ray photoemission spectroscopy and 

density functional theory (DFT) calculations. To control the graphene work function without 

altering neither the structure nor the band dispersion of graphene we used a method that 

consists in depositing small amounts of gold forming clusters on the graphene/hydrogen-

passivated silicon system under ultra-high vacuum environment. We observe from 

experimental measurements that the Fermi level is mainly free from pinning at the 

graphene/hydrogen-silicon interface whereas for a semi-infinite metal on silicon the Fermi 

level is almost fully pinned. This alleviation of the Fermi level pinning observed with the 

graphene layer is explained by DFT calculations showing that the graphene and the 

semiconductor are decoupled and that the metal-induced gap states (MIGS) density at the 

silicon midgap at the interface is very low (< 5 × 1010states/eV/cm2). The important 

conclusion that stems from the DFT results analysis is that the low MIGS density at the 

semiconductor midgap is related to the 2D nature of the graphene layer. More precisely, the 

MIGS density is low owing to the lack of propagating states perpendicular to the graphene 

layer. This finding brings precious information to understand the mechanisms that govern the 
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formation and the electronic properties of Schottky barriers at 2D-metal/3D-semiconductor 

interfaces. 
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I. INTRODUCTION 

Graphene (Gr), a monolayer of carbon atoms arranged in a two-dimensional (2D) 

honeycomb lattice is a semimetal with linearly dispersing states at low carrier energies  [1]. It 

stimulated tremendous research interest primarily owing to its high optical transparency  [2,3] 

and ultra-high charge carriers mobility  [4] and appears as a promising material for future 

applications in electronics, optoelectronics, and photovoltaics  [5–10]. More specifically, 

graphene has attracted intensive attention during the last years due to its remarkable physical 

properties and its compatibility with silicon technology. Different kind of devices based on 

graphene-silicon Schottky barriers were developed as Schottky junction solar cells  [5,11,12], 

graphene diode sensors  [13,14] or photodetectors  [13,15–17]. A graphene-silicon barristor 

was also proposed by Yang et al.  [18] with a gate-controlled Schottky barrier. Its mode of 

operation takes advantage of the fact that the Fermi level within the graphene can be adjusted 

with a gate-voltage and that the Fermi level is unpinned at the graphene/silicon interface. 

The key issue of the mode of operation of graphene-silicon-based devices lies in the 

control of the Schottky barrier height (SBH), the density of interface sates or the doping level 

in graphene. Here, the SBH is defined as the difference between the semiconductor 

conduction band edge and the Fermi level at the interface. Despite the large number of studies 

on the graphene/silicon system  [19–22] the mechanisms governing the Schottky barrier 

formation and the degree of interface Fermi level pinning in this system are not well 

understood. In metal/silicon systems the SBH is well explained using the metal-induced gap 

states (MIGS) model  [23] combined with the charge neutrality level concept  [24,25]. MIGS, 

whose density in the semiconductor midgap is above 1014states/eV/cm2  [26], are responsible 

for the Fermi level pinning at the metal/silicon interface. The Fermi level pinning was found 

to be close to the charge neutrality level of silicon which is ~0.4 eV above the valence band 

maximum (VBM) of silicon  [24,27]. In contrast, the role played by the MIGS is much less 
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clear when replacing the metal with a graphene layer. More specifically the Fermi level was 

found unpinned at the graphene/passivated-silicon interface  [18,28–30] indicating that the 

MIGS and the interface defect states density must be low (typically below 1012states/eV/cm2). 

We expect that, with non-passivated silicon surfaces, Gr/silicon SBH is controlled by 

interface defect states. The question arising now is, why is the MIGS density so weak in the 

Gr/silicon system? In order to answer this question, we have combined theoretical and 

experimental approaches to study the SBH variations at the Gr/hydrogen-passivated silicon 

interface (noted as Gr/H-Si in the following) induced by the graphene work function changes. 

The silicon surfaces were passivated with hydrogen atoms forming Si-H bonds  [31–33] 

allowing to suppress the electrically active states density related to the surface silicon 

dangling bonds. In the experiments conducted with the barristor  [18] the graphene chemical 

potential was controlled by adjusting the gate-voltage using a gate-insulator-graphene 

structure requiring to form an insulator/graphene interface. Here we have explored another 

method to continuously shift the chemical potential of graphene. By depositing small amounts 

(~1014atoms/cm2) of gold forming clusters on the Gr/H-Si system under ultra-high vacuum 

(UHV) environment we were able to manipulate the graphene work function as this was done 

in Ref. 34 without altering neither the structure nor the band dispersion of graphene. 

From the density functional theory (DFT) calculations we find that the electronic 

properties of the free-standing graphene are not altered by the adsorption of gold adatoms, 

only the graphene chemical potential is modified leading to a holes-doped graphene layer. In 

addition, we observe that the Fermi level position movement away from the Dirac point 

induced by the Au adatoms adsorption on one side of graphene is accompanied by a similar 

change of the work function on the free-side of graphene. Using the core-level x-ray 

photoemission spectroscopy (XPS) it was then possible to follow the evolution of the Gr/H-Si 

SBH as a function of the graphene work function and to observe the absence of Fermi level 
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pinning at the Gr/H-Si (001) interface. Our DFT theoretical works performed at 0 K and for 

an undoped semiconductor show that this behavior is explained by the fact that the graphene 

layer and the semiconductor are decoupled and that the MIGS density at the silicon midgap at 

the interface is low (< 5 × 1010states/eV/cm2). A very important conclusion that stems from 

our work is that the MIGS density at the semiconductor midgap is low owing to the two-

dimensional nature of the graphene layer. This can be easily understood if we consider that 

the electronic band structure of graphene is well defined in the plane whereas this two-

dimensional system does not have propagating states in the direction perpendicular to the 

layer. 

II. EXPERIMENTAL DETAILS 

Single layer graphene grown by chemical vapor deposition on copper was purchased 

from Graphenea©. A 200 nm polymethyl methacrylate (PMMA) layer was spin-coated on the 

graphene/Cu foil samples. After copper etching in a FeCl3 solution during 1-2 hours, the 

samples were rinsed several times in deionized water (resistivity of ~18 MΩ.cm) and HCl 

(12%) bathes. Double-side polished n-type Si(001) substrates (doped with phosphorus) with a 

doping concentration of 7 × 1014/cm3 (determined by Hall effect measurements) were 

degreased in acetone and isopropyl alcohol followed by 30 minutes of UV-ozone cleaning 

leading to the formation of an approximately 1 nm-thick SiO2 layer. The floating PMMA-

coated graphene membranes were then transferred onto the hydrophilic SiO2 surfaces and air 

dried. PMMA was removed in acetone bath followed by isopropyl alcohol rinse and N2 blow 

dry. Samples were then dipped in HF (2%) for 1 min to remove the SiO2 layer and rinsed with 

deionized water for 30 s to passivate the silicon surface with hydrogen. The Gr/H-Si(001) 

samples were then annealed at 300°C during 3 h below 10-7 Pa to eliminate the PMMA 

residues. Finally, the samples were dipped in HF (2%) a second time followed by a deionized 

water rinse just before their introduction in our UHV multichamber system (with a base 



6 
 

pressure below 10−8 Pa). Au was sequentially deposited onto Gr/H-Si(001) samples in a UHV 

interconnected chamber from an effusion cell at a rate of 0.4 Å/min, below 5 × 10−8 Pa and on 

substrates maintained at room temperature. Photoemission measurements were carried out 

using x-ray photoelectron spectroscopy with Mg Kα as source and the spectra were recorded 

at normal emission. The kinetic energy of the emitted electrons was measured by employing a 

hemispherical analyzer (Omicron EA125) with a five-channel detection system, an energy 

resolution better than 0.9 eV, and an angular resolution of ∼1°. The Au 4f7/2 peak position 

from a thick gold sample, assumed to be 84.00 eV binding energy (BE)  [35], was taken as a 

reference in order to position the Fermi level. The Si 2p and C 1s core-levels were monitored 

as a function of gold thickness. In our experiments, the binding energy was measured with 

respect to the Fermi level of the sample. 

III. COMPUTATIONAL DETAILS 

In the present work, DFT calculations were performed with the GPAW code  [36,37] 

on various systems, namely, gold adatoms on free-standing graphene, graphene and gold layer 

on H-Si(111) surface and metal adatoms on Gr/H-Si(111) structure. For the sake of simplicity 

we only considered in our computations unreconstructed H-Si(111) surfaces whose the sixfold 

symmetry is the same as that of the hexagonal lattice of graphene. We expect that a study on 

Si(001) surfaces leads to same conclusions as those drawn here. This is justified because 

Schottky barriers are primarily insensitive to crystallographic orientation of semiconductor 

surfaces  [27]. DFT calculations were carried out in the generalized gradient approximation 

(GGA) using the Perdew-Burke-Ernzerhof (PBE) exchange-correlation functional  [38] on a 

Monkhorst−Pack k-point grid  [39] and a plane wave basis kinetic energy cutoff of 400 eV. 

All structures were relaxed until the maximum force acting on each atom was less than 0.05 

eV/Å. The vacuum region between adjacent slabs was set to ∼20 Å and dipole correction was 

applied in order to calculate the work functions. The charges of the different atoms have been 
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obtained through a Bader analysis  [40]. The calculation for free-standing graphene with or 

without Au adatoms were performed using 12 × 12 × 1 k-point meshes with a graphene slab 

modeled with a 3 × 3 × 1 supercell which contained 18 carbon atoms. The DFT-optimized 

graphene lattice parameter ( Gra ) is 2.46 Å identical to the experimental value. The Si(111)-

based slabs (the slabs will be shown later in the paper) were modeled with 12 atomic layers 

and an in-plane unit cell parameter set to 3.87 Å, derived from the predicted lattice parameter 

of bulk Si (5.47 Å). They were passivated with a hydrogen monolayer on both sides (unless 

specified otherwise). In order to minimize the lattice mismatch, Gr/H-Si(111) slabs were 

modeled with a single carbon layer with 3 × 3 × 1 and 2 × 2 × 1 supercells for graphene layer 

and Si, respectively. The calculations and Brillouin zone sampling integration was performed 

using 2 × 2 × 1 Monkhorst-Pack meshes for the DFT-optimization and 12 × 12 × 1 for the 

density of states calculation. With metal adatoms on Gr/H-Si(111) the computational 

parameters were taken identical to those used for Gr/silicon contacts. In our calculations the 

adsorption of adatoms such as Au, Cu and Ag were considered in order to change the doping 

(nature and concentration) of graphene. Finally, the Au/H-Si(111) slabs were modeled with 

four Au(111) atomic layers. We chose 4 × 4 × 1 and 3 × 3 × 1 supercells for Au(111) and 

Si(111), respectively, to lessen the lattice mismatch. The calculations and Brillouin zone 

integration was performed using 2 × 2 × 1 Monkhorst-Pack meshes for the DFT-optimization 

and 6 × 6 × 1 for the density of states and work function calculations. 

IV. RESULTS AND DISCUSSION 

A. Photoemission results 

Figure 1(a) presents Si 2p core-level spectra (normalized to their own maximum value 

and vertically shifted for clarity) taken at normal emission for different Au thicknesses 

deposited onto Gr/H-Si(001) at room temperature. The spectra were decomposed after 

background subtraction with a least-square procedure using a Lorentzian convoluted with a 
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Gaussian to represent each spin-orbit component of the Si 2p core-level. In the fitting 

procedure the spin-orbit splitting of the Si 2p core-level was fixed at 0.60 eV and the 

branching ratio was taken to be the statistical value of 2. The spectra whose the line shape 

does not change upon metal deposition are dominated by the Si 2p3/2 and Si 2p1/2 core-level 

contributions which appear as a single feature in the photoemission spectrum. As the Au 

thickness increases we observe a small variation in the Si core-level binding energy (~0.1 eV) 

that is caused by an upward band bending change in Si. We have to include an additional 

component located ∼1.0 eV higher than the binding energy of the main component for every 

Au thicknesses to improve the fits. This component (labelled Si1+) is related to silicon atoms 

in an oxidation state +1 suggesting that some silicon atoms are involved in a Si2O phase at the 

silicon surface  [41]. From the quantitative analysis of photoemission intensities we find that 

these Si2O patches occupy less than 10% of the silicon surface. A similar amount of oxides 

was observed for hydrogen-passivated Si(001) surfaces  [29]. 

From our XPS experiments we can obtain the position of the silicon conduction band 

edge at the Gr/H-Si interface relative to the position of the Fermi level that allows to 

determine the value of the SBH and the band bending in silicon. These results are derived 

from the Si 2p3/2 core-level binding energy of the main component using a silicon bandgap of 

1.121 eV  [42], an energy separation of 98.74 eV between the VBM and the Si 2p3/2 core-level 

 [43] and a doping concentration of 7 × 1014/cm3 (the Fermi level in bulk is 0.28 ± 0.01 eV 

below the conduction band minimum (CBM)). The binding energy of the Si 2p3/2 core-level 

obtained from our fitting procedure for the bare Gr/H-Si(001) surface is 99.62 ± 0.03 eV. It is 

important to note that for photoelectrons emitted from light elements with a high kinetic 

energy (typically higher than 0.5 keV), the recoil effect causes an apparent and significant 

increase of the binding energy of the core-level  [44]. The recoil energy is estimated to be 22 

meV for the Mg Kα excited Si 2p core-level (the kinetic energy of photoelectrons is ~1.15 
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keV). Taking into account this effect in our data analysis we obtain a SBH value of 0.26 ± 

0.04 eV. Thus, within the limits of experimental uncertainties this indicates that the 

semiconductor is very close to the flat band situation for the bare Gr/H-Si(001) structure. 

Figure 1(b) gives the evolution of the SBH ( ) as a function of the Au thickness. It can be 

seen that the SBH increases as a function of the Au thickness up to 0.36 ± 0.04 eV for a gold 

thickness of 1.0 Å. These results show that the SBH can be continuously modified by a simple 

metal adsorption on the graphene surface.  

Figure 2(a) shows the Mg Kα excited C 1s core-level photoemission spectra 

(normalized to their own maximum value and vertically shifted for clarity) at normal emission 

for several Au thicknesses and for Gr/H-Si(001) before gold deposition. The kinetic energy of 

photoelectrons is ~0.96 keV. The experimental spectra were decomposed after background 

subtraction with a least-square procedure using a Lorentzian convoluted with a Gaussian to 

represent each component of the C 1s core-level. Before gold deposition, the spectrum is 

dominated by a component located at 284.60 ± 0.03 eV related to carbon atoms with sp2 

hybridization that are connected in a honeycomb lattice structure. To obtain satisfactory fits 

we had to include an additional component located at ∼0.50 eV higher binding energy than 

the main component corresponding to a sp3 hybridized carbon  [45]. Contribution from 

PMMA related peaks (C1, C2, C3 and C4) in the binding energy range 1.3–4.8 eV higher than 

the main component  [46,47] have to be introduced as well showing that PMMA residues 

were not completely removed through our cleaning procedure. These components contribute 

only to ~10% of the total intensity of the C 1s core-level spectrum. The C 1s binding energy 

of the sp2 component for a free-standing and undoped graphene layer (where the Fermi level 

is assumed to coincide with the Dirac point) was found to be 284.85 eV  [48] with an 

excitation source of 380 eV. The binding energy correction related to the recoil effect for a 

kinetic energy of ~0.96 keV is estimated to be 44 meV. Taking into account this effect in our 
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data analysis we estimate the Fermi level position in graphene for the Gr/H-Si(001) sample to 

be ~0.29 ± 0.04 eV below the Dirac point showing that the graphene is p-doped. 

The line shape of the C 1s core-level spectra does not change with increasing the gold 

thickness, only a slight rigid shift of a fraction of eV is detected [Fig. 2(b)]. It was predicted 

from first-principles DFT calculations  [49–51] and experimentally shown using high-

resolution angle-resolved photoemission  [52] that contacting graphene with a gold layer does 

not modify the band dispersion of graphene but induces a p-doping of graphene. We propose 

therefore that the variation of the C 1s core-level binding energy is primarily induced by the 

shift of the Fermi level relative to the Dirac point over the entire sequence of metal 

deposition. This point will be considered in detail in the following section using DFT 

calculation. It can be noted that the deposition of small amounts of gold on graphene layers at 

room temperature leads to the formation of gold clusters on graphene surfaces as 

demonstrated by atomic force microscopy  [53,54] and scanning tunneling microscopy  [55]. 

We can therefore expect that the graphene doping changes induced by the metal deposition is 

caused by electron transfer from the graphene sheet to the gold clusters. 

Figure 3 shows the evolution of the Si 2p3/2 core-level binding energy as a function of 

the C 1s core-level binding energy for various Au thicknesses. The experimental points are 

aligned on a straight line of slope ~0.9. We will see in the following section that this slope 

characterizes the degree of Fermi level pinning at the metal/semiconductor interface. When 

the Fermi level is not pinned at the interface the slope is equal to unity corresponding to the 

Schottky-Mott limit. This happens when the density of interface states in the semiconductor 

bandgap at the interface is low (typically below 1012states/cm2). In contrast, when the Fermi 

level is strongly pinned the slope is close to zero corresponding to a situation where the 

interface states density is higher than 1014states/cm2. In this case the SBH value is 

independent of the metal work function. Thus we can conclude from our data that at the Gr/H-
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Si(001) interface, the Fermi level is mainly free from pinning and that it is possible to control 

the SBH by a metal adsorption on a graphene surface. This behavior is very similar to the 

observed one with a three-terminal-based device in which the SBH is also tuned but using a 

gate-voltage control  [18]. This demonstrates that the density of interface states at the 

Gr/hydrogen-passivated silicon interface is low. In the following section we will explain this 

peculiarity using DFT calculations. 

B. DFT results 

We performed first-principles DFT calculations on adsorbed gold atoms on a graphene 

surface to deeper understand the impact of such adsorption on the electronic properties of the 

underlying carbon layer. In particular, we are interested in the doping changes and work 

function modifications of the graphene sheet induced by metal adsorption. Three different 

sites for the Au adsorption on graphene surfaces were considered: top, hollow and bridge sites 

[Fig. 4]. The adsorption energy is defined as follows: 

 ads Gr Au Gr,Au= + −E E E E , (1) 

where GrE  is the total energy of an isolated graphene constituted by 3 × 3 graphene unit cells 

(18 C atoms), AuE  is the energy of an isolated gold atom and Gr,AuE  is the energy of the 

system where an Au adatom is adsorbed per supercell on the graphene surface. A positive 

value for adsE  means a favorable adsorption. The adsorption geometry is obtained from the 

positions of atoms after relaxation. The equilibrium distance ( M Grd − ) between the Au adatom 

and graphene sheet is defined as the difference in z coordinate (z direction is perpendicular to 

graphene) of the adatom and the average of the z coordinate of the C atoms in the graphene 

layer. The charge transferred ( AuQ ) from the graphene to the Au atom was obtained through a 

Bader analysis  [40]. A negative charge transfer means a transfer of electrons from the 

graphene sheet to Au atoms. The values obtained from our calculations for the adsorption 
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energy, the structural geometry and the charge transferred for the three configurations are 

reported in Table I. Our data are close to previous theoretical results  [56–59] and show that 

Au has small adsorption energy which depends little on the adsorption sites. Due to their high 

electronegativity gold atoms are negatively charged after adsorption on graphene. The charge 

transfer during the adsorption phase of gold atoms can therefore induce a p-doping of the 

graphene as this was observed experimentally  [60,61] and theoretically  [57,58,62–65]. 

Figure 5 shows the calculated projected density of states (PDOS) on atomic orbital of 

carbon atoms for relaxed structures with Au atoms on the top, bridge and hollow sites of 

graphene and for an isolated graphene. The PDOS’s were computed with 12 × 12 × 1 k-point 

meshes and a Gaussian smearing of 0.2 eV. The energy is relative to the position of the Fermi 

level ( FE ). As expected for a free-standing and undoped (pristine) graphene the Fermi level 

coincides with the Dirac crossing point where the PDOS is close to zero. The shape of the 

PDOS’s calculated for Au adsorbed on the bridge and hollow sites are very similar to that of 

pristine graphene. However, after the Au adsorption the PDOS’s are shifted by 0.43 eV 

toward higher energies. The Fermi level is then 0.43 eV below the Dirac crossing point 

confirming that the graphene is p-doped for Au adsorption on bridge or hollow sites.  

The PDOS of graphene is slightly changed when Au atoms are adsorbed on top sites. 

Au adsorption causes a global shift of 0.17 eV toward higher energies of the PDOS and the 

appearance of two prominent peaks in the PDOS at -1.4 and 0.0 eV. As discussed in Refs. 58 

and 66 the structure at -1.4 (0.0) eV results from the overlap of the 5d (6s) orbitals of the gold 

atom and the orbitals of the nearest carbon atoms. The presence of the Au adatoms moreover 

leads to partially empty the graphene valence band. This indicates that the graphene layer 

must also be p-doped as deduced from the sign of the charge transfer (as obtained through 

Bader analysis) between the graphene and the Au adatoms. 
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To summarize, our theoretical results demonstrate that the adsorption of gold atoms on 

graphene causes a p-doping of the graphene sheet while preserving its electronic structure. 

The same conclusion was drawn from theoretical works for graphene sheets contacted with an 

Au substrate  [49,67] or Au clusters  [58,68]. 

Let us now discuss the work function ( GrΦ ) values of graphene with and without 

adsorbed Au atoms. The graphene sheet lies in the xy-plane and z is perpendicular to it. In Fig. 

6 is shown the xy-planar averaged electrostatic potential along the z direction for the relaxed 

structure of Au atoms on the top site of graphene and for pristine graphene. GrΦ  is the 

difference between the position of the vacuum level and the Fermi level ( FE ). The vacuum 

level is obtained from the averaged electrostatic potential far enough away from the graphene 

in regions where the potential remains constant over several angstroms. The vertical dashed 

line indicates the position of the graphene layer and the single vertical arrow gives the 

equilibrium position of the gold adatoms. For the pristine graphene the vacuum level energy is 

the same on both sides of the graphene layer. The value of GrΦ  deduced from the averaged 

electrostatic potential is 4.23 eV, a value close to that calculated by others groups using the 

PBE functional  [57,69–72]. 

With Au adatoms, the vacuum level position relative to FE  differs on both sides of the 

structure. The Au adsorption induces an increase of the work function of 0.17 eV on the free 

graphene surface side (left) and of 1.0 eV on the side on which sit the Au atoms (right). Such 

an increase of the work function on the right side was theoretically observed by Chan et al. 

 [57]. It can be ascribed to the appearance of a surface dipole moment perpendicular to the 

surface related to the charge transfer from graphene to Au adatoms and from the emptying of 

graphene valence states. However, because of the significant covalent character of the Au-C 

bonds  [57] the precise origin of the work function change on the right side of the system 

induced by the Au adsorption still remains unclear. 
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On the free graphene side (left side) we observe that the work function variation 

induced by Au adsorption is very close to the variation of the energy difference 

DF D FE E E= − , with DE  the Dirac point energy in the graphene band structure. In Fig. 7 is 

plotted the variation of the work function on the free graphene side ( GrΦ ) as a function of  

for Au in the three configurations considered in the present work. In the figure are also plotted 

the DFT results obtained for two Au adatoms occupying equivalent sites in the supercell and 

positioned to maximize the distance between them. The curve is linear with a slope of 0.96 

(close to 1.0) showing that the work function variation is primarily controlled by the Fermi 

level position changes. This result suggests that the carbon atoms reorganization induced by 

the adsorption of Au atoms plays a negligible role on the value of the work function on the 

free graphene side. 

The interesting point emerging from our analysis is that, the variation of the Fermi 

level position (relative to that of the Dirac point) induced by the Au adsorption gives directly 

the variation of the work function on the free graphene side following the relation: 

 GrΦ 1.0
F

d
dE

≈ − . (2) 

We have performed first-principles DFT calculations to investigate the electronic 

properties of Gr/H-Si(111) and Au/H-Si(111) interfaces. Comparing these two systems will 

allow us to better understand the role played by the MIGS at the Gr/H-Si(111) interface. The 

computational details are given in Sec. III of the present paper. In our experimental protocol 

the silicon substrates were passivated with hydrogen using HF etching after the graphene 

transfer. The surface dangling bonds of the silicon substrate are passivated with hydrogen 

atoms by forming Si-H bonds  [31–33] allowing to reduce the electrically active surface states 

density typically below 2 × 1010 states/eV/cm2  [29,73]. The Si(111) surface is fully covered 

with hydrogen atoms which are placed on the top position of surface silicon atoms on both 
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sides of the slab which includes 12 atomic plane of silicon [Fig. 8]. For the relaxed structure 

we find Si-H bond lengths of 1.51 Å close to the values theoretically obtained by other groups 

 [74–76]. In Fig. 8 the interplanar spacing between the different adjacent planes have been 

added. 

In Fig. 9(a) is shown the optimized graphene/H-Si(111) structure obtained by the DFT 

calculations. In our calculations the graphene lattice was 4.9% stretched to accommodate the 

lattice mismatch with the Si(111) surface lattice. The silicon in-plane lattice parameter was 

then fixed to 3.87 Å and the graphene lattice parameter after stretching was set to 2.58 Å. No 

wavy/buckled structures in the graphene sheet were formed during the optimizing process and 

an equilibrium distance of 3.11 Å between the graphene sheet and the hydrogen plane was 

calculated. Contacting graphene with H-Si(111) surfaces causes only little changes on the 

structure of the silicon slab and the graphene sheet as already found by Dang et al.  [77]. 

Considering the accuracy of our DFT calculations we observe that the distance between two 

successive Si planes within the slab and the Si-H bond lengths are negligibly changed. A very 

low electron transfer (below 2 × 1011 electrons/cm2 as obtained through Bader analysis) from 

the silicon-based structure to the graphene sheet occurs when contacting graphene with H-

Si(111). The electronic structure of graphene is preserved after contact as shown by the 

graphene PDOS’s plotted in Fig. 9(b). Indeed it can be seen that the shape of the PDOS of Gr 

on H-Si surface is very similar to that of the free-standing graphene calculated for graphene 

with the same lattice parameter of 2.58 Å. We have checked that this lattice expansion does 

not cause significant changes on the electronic properties of the free-standing graphene. We 

observe also in Fig. 9(b) that the Fermi level is 0.07 eV above the Dirac point that shows that 

the initially undoped graphene becomes n-doped when contacted with the H-Si(111) surface 

which is consistent with the sign of charge transfer between the graphene sheet and the Si-

based structure. The large distance between the graphene layer and the hydrogen-passivated 



16 
 

silicon surface as well as the absence of alteration of the electronic properties of the graphene 

layer by the semiconductor show that the graphene layer is decoupled from the semiconductor 

substrate. 

Let us now discuss our DFT calculation results for the Au/H-Si(111) interface. Similar 

DFT computations were conducted with Ag and Al/H-Si(111)  [76] and Al/H-Si(100)  [78] 

systems in order to specifically study the relation between the MIGS properties and the Fermi 

level pinning. Figure 10 shows the structural model used in the simulation after DFT 

optimization. We consider 4 × 4 × 1 and 3 × 3 × 1 supercells for Au(111) and Si(111), 

respectively. The Au lattice was then 1.2% stretched to accommodate the lattice mismatch 

with the Si(111) surface lattice. When the Au is contacted with the semiconductor structure 

the Si-H distance ( H-Sid ) slightly increases from 1.51 to 1.53 Å while the variations of the 

silicon interplanar distances along the z direction are less than 1.5%. A close inspection of the 

structure shows that the Au interface layer has a slight corrugation with a difference in height 

of ~0.2 Å between the lowest and highest atom in the Au interface layer. We obtained an 

equilibrium average distance in z coordinate between the position of the gold atoms in the 

interface plane and the hydrogen plane (first silicon layer) of 2.35 (3.88) Å.  

Figure 11(a) shows the layer-resolved projected density of states on silicon atomic 

orbitals (the atomic layer numbers are defined in Fig. 8) for the Au/H-Si(111) contact. The 

PDOS’s were computed with 6 × 6 × 1 k-point meshes and a Gaussian smearing of 0.2 eV. 

The silicon bandgap obtained in our calculation is ~0.7 eV. This value is much smaller than 

the experimental value of 1.2 eV  [79]. This underestimation of the bandgap is an inherent and 

a well-known error in the GGA or local density approximation (LDA) approach  [80,81], 

however, this fact has no impact on our conclusions. 

Our DFT calculations with bare H-Si(111) slabs do not show any states within the 

silicon bandgap demonstrating that the hydrogen passivation completely suppresses the 
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surface states in the silicon bandgap as this was found by Sajjad et al.  [76]. We observe in 

Fig. 11(a) that contacting Au with H-Si(111) causes the appearance of a non-null DOS in the 

semiconductor bandgap in the first layers below the Au/H-Si(111) interface. These gap states, 

so-called metal-induced gap states in semiconductor bandgap, are induced by free-electrons 

metal states that penetrate into the semiconductor within the first silicon layers below the 

interface with an exponential decay  [23]. In order to obtain the exponential decay length of 

the MIGS in the silicon we have plotted in Fig 11(b) in semilogarithmic scale the PDOS 

magnitude at the midgap (PDOSmidgap) as a function of the depth in silicon ( Sid ) relative to 

the first silicon layer. The curve is linear and the least-square fit of the data produces an 

exponential decay length ( MIGSλ ) of ~0.27 nm consistent with the values of literature 

 [24,26,82]. 

The MIGS model  [23] combined with the charge neutrality level concept  [24,25] 

provides a solid ground to predict the chemical trends of the Schottky barrier height in 

metal/semiconductor contacts  [83]. In order to analyze the degree of the Fermi level pinning 

at the metal/semiconductor interface it is convenient to introduce the semi-empirical 

parameter S  [84], called the slope parameter, which can be defined by the following relation: 

 
Φ

Bn

m

dS
d

φ= , (3) 

with Bnφ  the Schottky barrier height for an n-type semiconductor and Φm  the metal work 

function. In the Schottky-Mott limit, corresponding to the alignment of the metal and 

semiconductor vacuum levels, the slope parameter approaches its maximum value of 1. The 

Fermi level is then unpinned and there is negligible charge transfer between the metal and the 

semiconductor. This approach is valid for not-too-heavily doped semiconductors  [84]. When 

the Fermi level is strongly pinned, the Schottky barrier height is independent of the metal 

work function and the S parameter approaches 0 (Bardeen limit). 
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Cowley and Sze  [84] proposed in a phenomenological model, with a simple 

expression for the slope parameter. They considered an interfacial layer of thickness intδ  

between the metal and the semiconductor and a constant density of interface states whose 

properties only depend on the semiconductor properties. The slope parameter can be 

expressed as follows: 

 2
is int

int 0

1
δ1

ε ε

S
q D

=
+

, (4) 

with q the elementary charge, isD  the interface state density, intε  the relative dielectric 

constant of the interfacial layer and 0ε  the permittivity of vacuum. Louie et al.  [26,85] 

developed a more elaborated approach introducing the MIGS density at the semiconductor 

midgap ( MIGSD ) and proposed the following expression for the S parameter: 

 2
MIGS eff

0

1
δ1

ε

S
q D

=
+

, (5) 

with effδ  the effective distance between the negative charge placed in the wave function tail 

within the semiconductor and the positive charge left behind in the metal. The effective 

distance effδ  is the sum of MIGSλ  divided by the relative dielectric constant ( scε ) of the 

semiconductor at the interface plus the metal Thomas-Fermi screening length ( δm ) which is 

typically of 0.5 . More precisely scε  is the relative dielectric constant for screening potential 

fluctuations over a distance of the order of MIGSλ  (Louie et al.  [26,85] obtained scε 2= , a 

value that we will take in the calculation of S parameter). In the model, MIGS are assumed to 

have a constant density across the semiconductor bandgap. 

In the present work we have calculated the MIGSD  quantity by integrating the layer-by-

layer silicon PDOS over the whole slab. Let us start the discussion with the slope parameter 
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for an Au/Si(111) intimate contact without interface hydrogen. The DFT calculations and the 

structural optimization were performed with the same supercell as for the Au/H-Si(111) 

system. We have obtained from the DFT calculations a MIGS density of 2.4 × 1014/cm2/eV 

comparable with the data available in the literature  [24,26,82]. The slope parameter  

calculated using Eq. (5) is ~0.1 indicating that the Fermi level is strongly pinned at the 

interface approaching the limit of Bardeen. This result is in close agreement with 

experimental results  [27] from which a slope parameter of 0.1 was found. For the Au/H-

Si(111) contact we obtain a MIGS density of 3.7 × 1013/eV/cm2 giving a slope parameter of 

0.4. The intercalation of hydrogen layer therefore causes an alleviation of the Fermi level 

pinning. In our calculations we have taken into account the presence of hydrogen by 

introducing the hydrogen layer thickness δH  related to the hydrogen layer in the effective 

distance effδ . The quantity δH  was set to twice the covalent radius (~0.37  ) of hydrogen. 

Table II reports our results on the structural parameter of the interface, the MIGS 

characteristics, and the S parameter for the different considered structures. 

Let us now focus on the electronic properties of the Gr/H-Si(111) interface. It may be 

recalled that contacting graphene with H-Si(111) surface does not alter the electronic 

properties of the graphene, only a slight rigid shift in energy of the carbon PDOS is observed 

[Fig. 9(b)]. The Fig. 12(a) shows the layer-resolved silicon PDOS for the Gr/H-Si(111) 

contact. One can see that states are present in the semiconductor bandgap (in the energy range 

0-0.7 eV). The gap-states density is about 3 orders of magnitude lower than that observed for 

the Au/H-Si(111) contact. We estimate the MIGS density at the midgap of silicon around 4.3 

× 1010 states/eV/cm2. The exponential decay length of the MIGS is around 0.36 nm, slightly 

higher than that obtained with Au/H-Si(111) contact [Fig. 12(b)]. The curve shows 

oscillations in semilogaritmic representation that we are not able to interpret for now. 
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The MIGS density at the semiconductor midgap is considerably lower than the density 

of states in the graphene except in the energy range of ~ ± 10 meV around the Dirac crossing 

point  [86]. This means that, when a graphene sheet and a H-Si(111) surface are brought into 

contact, the charge transfer occurring between the two materials will cause a negligible Fermi 

level shift (in absolute value < 20 meV) in the graphene sheet (we assume that the 

semiconductor remains in depletion regime). Hence, we propose that the relation 

d / dΦBn mS = φ  which characterizes the degree of Fermi level pinning at metal/semiconductor 

interface remains valid for the Gr/H-Si(111) system, with Φm  the work function of graphene. 

We will see below that the work function of graphene that must be considered here can be 

directly related to the Fermi level position in graphene. 

The calculation of the  parameter for Gr/H-Si(111) using the Eq. (5) requires to know 

the screening length δm  in graphene that depends on the DOS at the Fermi level. It follows 

that δm  must change with the carrier concentration in graphene as discussed in Refs.  [87–89]. 

In particular, it was shown through theoretical works on the interlayer charge screening in few 

layers graphene structures that δm  typically ranges from 0.06 to 0.4 nm  [89] for carrier 

concentrations between 1016/cm2  and 1010/cm2. We have performed our calculations varying 

δm  within the range 0.06-0.4 nm and found a slope parameter of 1.0. This result shows that 

the Gr/H-Si(111) system yields an ideal Schottky-Mott behavior. 

In the present work we are interested in the Fermi level shift at the Gr/H-Si interface 

as a function of the graphene doping induced by the simple adsorption of Au on graphene. We 

have shown that the work function on the free graphene side (the side opposite to that on 

which the adatoms are deposited) is modified by the metal adsorption. In addition, we have 

demonstrated that the variation of the graphene Fermi level position relative to that of the 

Dirac point induced by the Au adsorption is directly related to the variation of the work 

function on the free graphene side through Eq. (2). As the graphene transfer on the 
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semiconductor surface does not significantly modify the doping or the electronic structure of 

the graphene sheet we propose that the slope parameter for the adsorbate/Gr/H-Si structures 

can be directly deduced from the following relation: 

 Bn

F

dS
dE

φ≈ − . (6) 

We have performed a complementary DFT-based study on the Schottky barrier height 

changes induced by the Cu and Ag adatoms adsorption on Gr/H-Si(111) structures in order to 

check that the slope parameter  is close to 1 for Gr/H-Si system. DFT calculations have been 

performed with metal adatoms located on top sites of graphene. We observe that the 

adsorption of gold adatoms causing a p-doping of the graphene sheet moves the Fermi level 

below the VBM at the Gr/H-Si interface (inversion regime). In this case the MIGS model 

discussed above is no longer valid. Our calculations show that the adsorption of Cu and Ag 

adatoms leads to n-doping of the graphene sheet and that the Fermi level lies in the silicon 

bandgap at the interface. The electronic and the structural properties of graphene/H-Si(111) 

are not significantly disturbed by the metal adsorption, only rigid energy shifts of PDOS’s are 

observed. In Fig. 13 is plotted the evolution of the Schottky barrier height variation BnΔφ  as a 

function of DF D FE E E= − . The variation is relative to the SBH value obtained on the bare 

Gr/H-Si(111) system. As expected the points are aligned on a straight line with a slope in 

absolute value (obtained by a linear curve fitting of the calculated data) of 0.92 ± 0.05 

confirming that the Gr/H-Si(111) system approaches the Schottky-Mott limit. 

The analysis of the DFT calculation results allows us to conclude that the slope 

parameter for the Gr/H-Si(111) can be approximated by Eq. (6). In fact, the variation of the 

Schottky barrier height ( BnΔφ  and the Fermi level energy shift ( FEΔ ) upon the metal 

deposition on graphene are experimentally accessible using x-ray photoemission 

spectroscopy. The BnΔφ  quantity corresponds to opposite of the Si 2p core-level binding 
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energy shift and the Fermi level position change in graphene is given by the C 1s core-level 

binding energy shift. Thus the experimental slope parameter can be obtained using the 

following relation: 

 ( ) ( ) Δ Si 2 / C 1≈ ΔB BS E p  E s , (7) 

with ( )Δ Si 2BE p   ( ( )C 1Δ BE s ) the binding energy shift of the Si 2p3/2 (C 1s) core-level upon 

metal deposition. From our experimental data we obtain S ~0.87 ± 0.07 that is close to the 

value deduced from our theoretical calculation. This confirms that the Gr/H-Si system obeys 

the Schottky-Mott rule. 

Our experimental results indicate that the silicon remains in the depletion regime for 

the adsorption of Au adatoms on Gr/H-Si structure while the DFT calculations predict that Au 

adsorption on graphene results in inversion for silicon (for an n-type semiconductor). In 

addition, the Fermi level position in graphene is experimentally found ~0.29 eV below the 

Dirac point immediately after transfer on hydrogen-terminated silicon surface showing that 

the graphene is strongly p-doped. These differences between experiment and theory can be 

explained by the fact that in the real system residual molecules or atoms that impact the work 

function of graphene or modify the Si-H dipole at the hydrogen-terminated silicon are present 

on the different surfaces. At this stage we have too little information about this point, that's 

why the possible presence of surface and interface species was neglected in our DFT 

theoretical approach. It may, however, be noted that the discussion of the slope parameter 

through MIGS model remains relevant as long as the semiconductor is in depletion regime 

and that the residual molecules or others species do not modify the density of MIGS in the 

semiconductor bandgap or the electronic structure of graphene. 

A very interesting point emerging from our study is that the MIGS density for the 

Gr/H-Si(111) interface is much lower than that calculated for the Au/H-Si(111) interface 

[Table II]. The three order of magnitudes difference between both systems cannot be 
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explained by the difference in the density of states at the Fermi energy between graphene and 

gold layers. In order to identify the origin of this noticeable fact we have performed additional 

DFT calculations in which the MIGS density at the semiconductor midgap was calculated for 

various distances between the metal or semimetal and the semiconductor. We have 

intercalated an interfacial vacuum layer of thickness vact  between the electrode and the 

hydrogenated-silicon surface and calculated the electronic structure of the system without 

geometry optimization. In Fig. 14(a) and (b) are plotted in semilogarithmic scale the evolution 

of the MIGS density for four Au layers/H-Si(111) and for Gr/H-Si(111), respectively, as a 

function of vact . The two curves show a linear behavior indicating that the MIGS density 

exponentially decays while moving the metal layers away from the H-Si(111) surface. It can 

be observed that the exponential decay length ( λT ) differs from one structure to the other. In 

particular we observe that the decay length is about twice lower with graphene ( λ ~ 0.28 ÅT than with gold ( λ ~ 0.51ÅT  ). 

Usually for a semi-infinite metal in intimate contact with a semiconductor, free 

electron metal Bloch waves tunnel into the semiconductor bandgap. When the metal is moved 

away from the semiconductor surface a vacuum gap is introduced between the two materials. 

The two systems are progressively decoupled and Bloch waves exponentially decay in the 

vacuum tunnel barrier. The wave functions will fall exponentially as a function of vact  as 

[ ]vacκ~ exp − t , with κ  the decay constant of the wave function in the barrier. In order to 

estimate the value of κ  we assume that the vacuum tunnel barrier is rectangular, that the 

height of the energy barrier corresponds to the value of the metal work function Φm  and that 

the electrons wave vectors are perpendicular to the interfaces. Using a one-dimensional free 

electron model the decay constant of the wave functions expresses as: 
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 0
2

2 Φκ mm=
h

, (8) 

with 0m  the free electron mass and h  the reduced Planck’s constant. Since the decay length 

of the wave function in the barrier is given by 1/κ , the decay length of the density of state 

through the vacuum barrier is 1/(2κ) . Taking 4.0 eVΦm =  we estimate that the MIGS 

density at the midgap of semiconductor must exponentially decay with a length of 0.49 Å 

when the metal is moved away from the semiconductor surface. This value is close to the 

value obtained from the DFT calculations for the Au/H-Si(111) junction and validate our 

model.  

We have observed that in Gr/H-Si(111) structure the graphene sheet is mainly 

decoupled from the semiconductor. The electronic band structure of graphene is then well 

defined in the plane. In contrast, this two-dimensional system does not have propagating 

character in the direction perpendicular to the sheet. However, the electron wave functions in 

graphene can be written as a product of in-plane Bloch functions and an one-dimensional 

function that exponentially decays in the out-of-plane direction  [90–92]. We assume that this 

out-of-plane wave-function decay as [ ]vac~ xp κe − ′t  in the vacuum barrier separating the 

semiconductor and the graphene sheet. The decay constant κ′  obtained using a three-

dimensional model is given by the following relation  [91,92]: 

 20 Gr
2

2 Φκ / /′ = +
h

m k , (9) 

with ( )Gr 4π / 3/ / =k a  the parallel momentum taken at the Dirac points  [1]. Taking 

Gr 4.0 eVΦ = , the exponential decay length ( )λ 1/ 2κT '=  is estimated to be 0.25 Å, a value 

very close to that obtained from the DFT calculations. The 2
//k  term appears as a dominant 

term under the square root in the Eq. (9). It follows that λT  can be approximated by ( )/ /1/ 2 k  
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demonstrating that λT  is mainly controlled by the magnitude of the parallel momentum at the 

Dirac points. The low MIGS density at the Gr/H-Si(111) interface is therefore clearly related 

to the two-dimensional nature of the graphene layer. We think that this finding brings 

precious information to understand the mechanisms governing the formation and the 

electronic properties of Schottky barriers at 2D-metal/3D-semiconductor interfaces. 

V. CONCLUSION 

By combining XPS experiments and DFT calculations we have studied the 

mechanisms governing the formation of Schottky barriers at graphene/hydrogen-passivated 

silicon interface where the graphene plays the role of a 2D metal electrode. To control the 

graphene work function without altering neither the structure nor the band dispersion of 

graphene we have used a method that consists in depositing small amounts of gold forming 

clusters on Gr/H-Si system under UHV environment. We observe from XPS experiments that 

the Fermi level is mainly free from pinning at the Gr/H-Si(001) interface demonstrating that 

the states density in the semiconductor bandgap at the interface is low (typically below 

1012states/cm2). These results are in agreement with the DFT calculations that, in addition, 

show that the graphene layer and the semiconductor are decoupled and that the MIGS density 

at the silicon midgap at interface is very low (< 5 × 1010states/cm2). A very important 

conclusion that stems from these works is that the MIGS density at the semiconductor midgap 

is low owing to the two-dimensional nature of the graphene layer. We think that these 

findings bring precious information for the development of 2D-metal/3D-semiconductor-

based devices relevant for future applications in electronics, optoelectronics, and 

photovoltaics. 
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Tables 

TABLE I. Adsorption energy ( adsE ), vertical equilibrium Au–graphene distance ( M Gr−d ) and 

gold charge ( AuQ in atomic units, q is the elementary charge) as obtained through a Bader 

analysis for Au adsorption onto hollow, bridge, and top sites of pristine graphene. 

Adsorption site adsE  (eV) M Gr−d (Å) AuQ (q) 
Top 0.130 2.52 − 0.07 
Bridge 0.136 3.41 − 0.10 
Hollow 0.130 3.62 − 0.10 
 
 

TABLE II. Equilibrium distance between the metal interface layer and the first silicon layer (

M Si−d ), MIGS exponential decay length ( MIGSλ ), density of MIGS ( MIGSD ) at the 

semiconductor midgap, metal Thomas-Fermi screening length ( δm ) and slope parameter S for 

the various considered systems. The distance M Si−d  corresponds to the average distance in z 

coordinate between the position of the gold or carbon atoms in the interface plane and the 

position of the first silicon layer. 

 M Si−d (Å) MIGSλ (Å) MIGSD (states/eV/cm2) δm (Å) S 
Au/Si(111) 2.26 2.8 2.4 × 1014 0.5 0.1 
Au/H-Si(111) 3.88 2.7 3.7 × 1013 0.5 0.4 
Gr/H-Si(111) 4.62 3.6 4.3 × 1010 0.6−4 1.0 
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Figure captions 

FIG. 1. (a) Si 2p core-level experimental spectra and line shape decomposition for various Au 

thicknesses deposited on the Gr/H-Si(001) surface. The experimental spectra were collected at 

normal emission and at a photon energy of 1253.6 eV. The component labelled Si0 (Si1+) is 

assigned to an electron emission from the Si substrate (Si2O patches at the Si surface). (b) 

Evolution of the Schottky barrier height ( φBn ) as a function of the Au thickness. The data 

were obtained from the position of the Si 2p3/2 core-level position of the main component. 

 

FIG. 2. (Color online) (a) C 1s core-level experimental spectra and line shape decomposition 

for various Au thicknesses deposited on the Gr/H-Si(001) surface. The experimental spectra 

were collected at normal emission and at a photon energy of 1253.6 eV. The component 

labelled sp2 is related to carbon atoms connected in a honeycomb lattice structure with sp2 

hybridization whereas the component labelled sp3 is related to sp3 hybridized carbon atoms. 

(b) Evolution of the binding energy of the sp2 component of the C 1s core-level as a function 

of the Au thickness. 

 

FIG. 3. Evolution of the binding energy (BE) of the Si 2p3/2 core-level (main component) as a 

function of the binding energy of the C 1s core-level. The binding energies were obtained 

from the core-level spectra analysis for the different Au thicknesses. The experimental points 

are aligned. The linear fit of the dataset (full line) yields a positive slope of 0.87 ± 0.07. 

 

FIG. 4. Schematic representation of the three adsorption sites on graphene for the adatoms 

adsorption considered in our DFT calculations. 
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FIG. 5. (Color online) Projected density of states on atomic orbital of carbon atoms for 

relaxed structures with Au atoms on the top, bridge and hollow sites of graphene and for the 

pristine graphene. 

 

FIG. 6. Averaged electrostatic potentials over the xy-plane as a function of the position along 

the z direction for the pristine graphene (located at z = 20 Å) with (dashed line) and without 

(full line) Au atom on the top site of graphene. The Fermi level is taken as reference for the 

two situations. The single vertical arrow indicates the equilibrium position in z coordinate of 

the Au atom adsorbed on the right side of the graphene layer. The work function on the left 

side of the graphene layer is obtained from the difference between the vacuum level and the 

Fermi level. For the pristine graphene the work function is 4.23 eV. The adsorption of Au 

atom at right on the graphene layer causes an increasing of the work function of 0.17 eV on 

the free-side of the graphene layer. 

 

FIG. 7. Evolution of the work function on the free graphene side caused by the Au atoms 

adsorption (on the other graphene side) as a function of −D FE E . The points obtained from 

the DFT calculation are aligned. The linear fit of the dataset (full line) yields a positive slope 

of 0.96 ± 0.03. 

 

FIG. 8. (Color online) Schematic representation of the silicon slabs used in our DFT 

calculations. The slabs were modeled with 12 atomic layers (numbered from 1 to 12 in the 

figure) and an in-plane unit cell parameter set to 3.87 Å, derived from the predicted lattice 

parameter of bulk Si (5.47 Å). They were passivated with a hydrogen monolayer on both 

sides. The interplanar atomic distance in the region near the center of the slab are given in the 

figure.  
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FIG. 9. (Color online) (a) Schematic representations of the DFT-optimized structure for the 

Gr/H-Si(111) system. At left, top view of graphene on the hydrogen-terminated silicon (111) 

surface. Arrows give the surface supercell used to perform the DFT calculations. At right, side 

view of the geometry-optimized system. The equilibrium average distance in z coordinate 

between the position of the carbon atoms and the hydrogen plane (first silicon layer) of 3.11 

(4.62) Å is also given. (b) Projected density of states on atomic orbital of carbon atoms for the 

free-standing undoped distorted graphene (dashed line) and for the Gr/H-Si(111) structure 

(full line). The DFT calculations for the free-standing distorted graphene was performed with 

a lattice parameter of 2.58 Å (the same parameter as for Gr on H-Si(111)). The two curves are 

very similar, only a slight shift in energy (0.07 eV) is detectable. 

 

FIG. 10. (Color online) Schematic representations of the DFT-optimized structure for the four 

layers of Au on H-Si(111) surface. At left, the top view of the slab. The arrows give the 

surface supercell used to perform the DFT calculations. At right, side view of the geometry-

optimized system. The equilibrium average distance in z coordinate between the position of 

the interfacial Au layer and the hydrogen plane (first silicon layer) of 2.35 (3.88) Å is also 

given. 

 

FIG. 11. (Color online) (a) Layer-resolved projected density of states on atomic orbital of 

silicon atoms in semilogarithmic representation for the relaxed structure with four Au layers 

on the H-Si(111) surface. (b) Evolution, in semilogarithmic representation, of the Si-PDOS at 

the silicon midgap (PDOSmidgap) as a function of the depth in silicon ( Sid ) relative to the first 

silicon layer. The points are mainly aligned and the linear fit of the dataset allows to 
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determine the MIGS exponential decay length in the semiconductor midgap that is estimated 

to be ~0.27 nm. 

 

FIG. 12. (Color online) (a) Layer-resolved projected density of states on atomic orbital of 

silicon atoms in semilogarithmic representation for the Gr/H-Si(111) relaxed system. (b) 

Evolution, in semilogarithmic representation, of the Si-PDOS at the silicon midgap 

(PDOSmidgap) as a function of the depth in silicon ( Sid ) relative to the first silicon layer. The 

curve deduced from our DFT calculations shows oscillations that we are not able to interpret 

for now. However, the linear fit of the dataset allows to determinate the MIGS exponential 

decay length in the semiconductor midgap ( MIGS 0.36 nmλ = ). 

 

FIG .13. (Color online) Variation of the Schottky barrier height as a function of DFE . This 

variation is relative to the SBH value calculated for the bare Gr/H-Si(111) surface and it was 

calculated for Cu and Ag adatoms adsorbed on Gr/H-Si(111) surface on top sites of graphene. 

The inset shows a schematic representation of the slab used for calculations with the adsorbed 

adatoms (Ag or Cu). The linear fit of the dataset (full line) yields a slope of − 0.92 ± 0.05. 

 

FIG. 14. MIGS density in semilogarithmic representation as a function of the vacuum 

thickness ( vact ) added between the metal or semimetal layer and the semiconductor. (a) is for 

Au/H-Si(111) system and (b) is for the bare Gr/H-Si(111) system. For the two systems the 

DFT-calculated points are aligned. The linear fit of the dataset (full lines) yields an 

exponential decay length about twice less with graphene ( λ ~ 0.28 ÅT  than with gold layer (

λ ~ 0.51ÅT  ). 
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