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ABSTRACT

Previous research has showed that singers and instrumen-
talist musicians tend to adapt their sound production to the
acoustics of the venue in which they perform. Studying
such an adaptation process is not trivial since many pa-
rameters are to be taken into account. For example, var-
ious performances can differ due to aspects of the halls
other than acoustic, the interaction with the audience, or
the physical and psychological state of the performer. A
specific methodology has been used to study how singers
vary their sound production when they perform in differ-
ent acoustical spaces within a short period of time. Virtual
concert halls were proposed to four singers who could hear
themselves in reverberant sound fields by means of a real-
time convolution process and dynamic binaural synthesis.
The signals captured by a microphone in near-field and by
an electroglottography unit were analysed and yielded sev-
eral parameters related to voice production, namely vocal
intensity, fundamental frequency, and glottal contact quo-
tient. These voice-quality parameters were compared to
room acoustical parameters from the eight different rooms
proposed to the singers. Results showed that the singers re-
acted in specific manners by varying their voice quality and
being sensitive to different room acoustical parameters.

1. INTRODUCTION

Musical adaptation across rooms was investigated essen-
tially in terms of changes produced by instrumentalist mu-
sicians while playing a given musical program in various
venues. Such an experiment was conducted by recording a
cellist in seven concert halls [1]. Comparing musical fea-
tures calculated from the recordings with room acoustic
parameters showed that more than 50% of the variance in
music performance could be explained by room acoustics
variations.

Following a similar methodology, adaptation of singing
voice was investigated by recording four singers in eight
rooms [2]. It has been shown that singers would adapt in
rather individual manners, involving specific musical fea-
ture related to their sound production, and following spe-
cific room acoustic parameters across rooms.

Other studies [3, 4] placed musicians in an anechoic

chamber and presented them with synthetic reverberated
sound fields while they played. It has been shown that the
differences induced by the change of room acoustics could
be heard during a listening test and the musicians reported
that they modified their performance in accordance with
the room variations. A correlation analysis with the record-
ings showed that the adaptation process could be made
consciously.

Other research involved musicians in virtual environ-
ments [5, 6], by means of computer simulations of the dif-
ferent tested venues. Several musical features (e.g. sound
level, timbre, dynamics, tempo) could be correlated to
room acoustic parameters (reverberation time, sound in-
tensity of the room response).

Virtual venues were also used to investigate singing per-
formance [7, 8] by means of high-level musical features
which carried a musical meaning, such as tempo, loud-
ness, sound brightness or fullness. A few relations between
room acoustic parameters and musical features were also
identified but the latter were exclusively based on audio
signals.

Previous investigations on voice production involved
electroglottography (EGG). This measurement technique
is used to record glottal-contact cycles and to derive rel-
evant information related to voice production [9], such
as glottal contact [10], identification of laryngeal mech-
anisms [11], and vocal effort assessment [12], which is
related to vocal intensity [13].

This overview of recent research has shown that singers
musical performance can be influenced by the acoustics
of physical or virtual rooms in which they perform. Vir-
tual acoustics was used for instrumentalists. Is such sound
environment really suited to investigations with singers?
Would information be gained by using virtual environ-
ments in conjunction with recording devices other than mi-
crophones?

This study combines audio recordings in virtual acous-
tics and electroglottographic voice assessment to explore
whether voice production parameters would be correlated
to room acoustics parameters of the venues where solo
singers perform.
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2. MEASUREMENTS

Measurements were conducted in an anechoic chamber at
the technical university in Berlin, Germany. Virtual envi-
ronments were synthesised so that the singers could per-
form in eight different rooms within two hours, which is
not possible in the physical world due to the distance be-
tween rooms. This short time of experiment allows for the
singers to remain in a similar physical and psychological
state during the whole experiment, contrary to the case of
recording sessions in the different rooms that would be sev-
eral days apart. Hence this experimental protocol tends to
reduce the number of factors possibly involved in musical
performance variation in different rooms.

2.1 Singers and musical pieces

The singers who took part in this experiment had more than
10 years of musical practice and at least 4 hours of daily
vocal training. They were asked to sing two excerpts of
musical pieces that they were familiar with, so that the vari-
ations between performances would not be due to a lack of
knowledge of the pieces. Details about the singers and the
musical pieces are presented in Tab. 1.

2.2 Voice assessment

The vocal performances of each singer were recorded
to quantify potential variations occurring in the differ-
ent rooms. Audio signals were recorded in near field by
means of a lavalier microphone (DPA 4060) placed 3 cm
away from the edge of the singer mouth, as illustrated in
Fig. 1. Synchronised measurements of glottal activity was
achieved by means of an electroglottograph (EGG) unit
(Glottal Enterprises EG2) that is composed of two elec-
trodes between which the voltage of a low-intensity electri-
cal current is proportional to vocal-folds contact area. All
signals were captured by an audio interface (RME Fireface
UFX) and a personal computer.

The EGG signal was used to calculate the Contact Quo-
tient (CQ) which represents the amount of time during
which vocal folds are in contact with each other over the
duration of a vibratory cycle. DECOM algorithm [10]
was used. The EGG signal also served for calculation
of fundamental frequency (F0) by means of YIN algo-
rithm [14], allowing to observe pitch accuracy and amount
of vibrato. The third voice parameter under investigation
was the sound pressure level, referred to as Intensity, cal-
culated from the audio signal according to the standard fast
integration time (125 ms).

2.3 Virtual environments

The virtual rooms were based on acoustic measurements
of actual rooms. Binaural room impulse responses were
acquired by means of an artificial head (Neumann KU100)
placed on stage, at the position of a singer. A directional
loudspeaker (Fostex 6301B) having a directivity close to
the human voice was placed just before the mouth of the
head. They were together placed on a rotating plate so

that impulse responses could be measured at various an-
gles in the horizontal plane, spanning ±45° with 5° step.
Acoustical characteristics of the rooms, calculated from
omnidirectional room impulse responses according to ISO
3382 [15] were measured at the same location on stage.
The results can be seen in a previous paper [2]. It should
be noted that the acoustics of these rooms were very dif-
ferent, ranging from a dry recording studio, a theatre and
concert halls of various sizes, up to a church.

The experiment with the musicians was conducted in
a laboratory environment in the anechoic room of the TU
Berlin. This environment offers the possibility to add an
artificial diffuse sound field to direct sound. An open head-
phone served to render the artificially reverberated voice.
A compensation filter was used to equalise the headphones
and minimise their influence on the signal chain. With
open headphones, the singers could perceive the direct
sound of their own voice unaffected but extended by the
virtual sound field containing only the diffuse field infor-
mation. Therefore the direct sound component was re-
moved from the measured impulse responses. The render-
ing of the sound field was carried out with the Sound Scape
Renderer (SSR) [16]. The SSR performed a convolution of
the live recorded signal with the measured binaural room
impulse responses (BRIRs) in real-time. The rotations of
the singers’ heads were captured with a tracker and sent
to the SSR in real time, while the impulse responses were
dynamically exchanged according to the current head ori-
entation. The system latency was measured and a value
of 52 ms was found, which is below the value recom-
mended by Lindau [17]. This dynamic rendering supports
the perception of the three-dimensional sound field and di-
rectional reflections, and improves the naturalness of the
vocal performance.

2.4 Statistical analysis

In the present experiment, four singers performed two mu-
sical pieces in eight rooms, yielding hierarchical levels
of variance to the data. Hence an adapted framework
of statistical analysis is the linear mixed-effects models
(LMM) [18]. This considers dependent variables, here
the voice production parameters (Intensity, Contact quo-
tient, F0) which can be partly explained by linear com-
binations of independent variables, or fixed effects, here
the five selected room acoustic parameters. Random ef-
fects, i.e. the levels of hierarchical data (pieces, rooms,
and singers if not considered individually), are also ac-
counted for in each model. To ensure that the dependent
variables would not present collinearity, which would bias
the results, cross-correlation of the room acoustic parame-
ters across all rooms was calculated, and the obtained max-
imal value of 0.67 was considered low enough to run the
LMM analyses.

The first statistical models included all singers, musi-
cal pieces, and rooms, yielding, for each voice production
parameter, a coefficient of determination R2

marginal (further
termed R2). The latter represents the proportion of vari-
ance of each voice production parameter explained by the
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Table 1. Singers and musical pieces involved in the experiment.
Voice type Age Musical pieces Pace
Soprano 23 W.A. Mozart - Ach ich liebte (Aria from Entführung aus dem Serail) Fast

G. Puccini - Aria from Manon Lescaut Slow
Mezzo- 27 J.S. Bach - Esurientes implevit bonis (Aria from Magnificat) Fast
soprano F. Schubert - Nur wer die Sehnsucht kennt Slow
Tenor 21 F. Schubert - Ganymed Fast

A. Cesti - Intorno all idol mio Slow
Baritone 26 G.F. Händel Honor and arms (Aria from Samson) Fast

G. Fauré - Au cimetière Slow
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Figure 1. System for real-time rendering in virtual rooms.

room acoustic parameters. The obtained values were very
low (mean R2 < 1% and maximal R2 = 1.3%). Therefore,
another series of statistical models was run, accounting for
each singer in an individual manner. The results are ex-
posed in the following.

3. RESULTS

Figure 2 presents the R2 values obtained by the models run
for each independent singer. The mean values over singers
are 20% (Contact Quotient), 7% (Intensity), and 2% (F0).
The peak is obtained by the Tenor whose Contact Quo-
tient reached R2 = 43% across rooms and musical pieces.
This parameter is related to the highest R2 for the tenor
and mezzo-soprano singers, whereas the soprano and bari-
tone singers presented another pattern and obtained their
highest R2 for Intensity. The pitch accuracy F0 presented
R2 < 10% for all singers.

Beyond these global statistics, it is also possible to fo-
cus on individual significant relationships between each
voice parameter and the room acoustic parameters across
all rooms. The term significant refers to p-values inferior
to 5% for the linear relation model of a given voice pa-
rameter and one of the room acoustic parameters across
rooms within the LMM framework. These significant re-
lationships are presented in Fig. 3. It can be seen that the
Soprano produced the highest number of voice parameters
that are correlated to room acoustic parameters, just before
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Figure 2. Coefficients of determination R2 from the Linear
Mixed Models for each independent singer.
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Figure 3. Number of significant relationships between the
room acoustical parameters and the voice production pa-
rameters for each singer (top), each room parameter (mid-
dle), and each voice parameter (bottom).

the Tenor and Mezzo-soprano. The room parameters most
involved in significant relationships were the late interau-
ral cross-correlation (IACClate), the bass ratio (BR), and
the speech transmission index (STI), respectively related
to the perceptual dimensions spatiality, tonal colour, and
speech clarity according to previous research [19]. The
early stage support (STearly) and early decay time (EDT),
related to the perceived loudness and reverberation, were
involved to a lesser extent in significant relationships. Sur-
prisingly, although F0 obtained rather low R2 scores, this
voice parameter was involved in as many significant re-
lationships as Contact Quotient. The Intensity parameter
was much less involved.

4. DISCUSSION

The statistical models including all singers together
yielded R2 values inferior to 1% while models consider-
ing individual singers yielded average R2 across singers
between 2% and 20%. Hence, this analysis showed that
singers behave differently from each other regarding adap-
tation to the acoustics of a series of venues. This result
based on voice production parameters confirmed the previ-
ous findings on musical features of singing voice [2].

Moreover, looking at R2 values of the independent

singers showed that, depending on the considered singer,
large differences could be observed, both in terms of ab-
solute difference for each voice parameter, and in terms of
pattern. For example, the Mezzo-soprano and Tenor pre-
sented a maximal R2 value for Contact Quotient, whereas
the Soprano and Baritone maximised R2 for Intensity. Also
the number of significant relationships between voice and
room parameters varied strongly from one singer to an-
other. These observations detailed the various adaptation
mechanisms that the singers developed.

The fact that the Contact Quotient received the high-
est value on average over singers showed that the laryn-
geal behaviour is impacted by variations of room acoustics
from one room to another, as part of a more general singing
adaptation process.

The room acoustic parameters most involved in signifi-
cant relationships were IACClate, BR, and STI, while EDT
and STearly were less concerned. According to a previ-
ous study that established links between room acoustic pa-
rameters and associated perceptual dimensions, this would
mean that the singers used temporal cues to a lesser extent
while they focused on spatiality, tonal colour, and speech
clarity or intelligibility.

It can be remarked that R2 for Intensity was higher
than R2 for F0 while F0 was involved in more than twice
as many significant relations with single room parameters
than Intensity. This would denote a larger deviation of
F0 across the room acoustic parameters while Intensity is
more evenly distributed over room parameters, i.e. corre-
lations with room parameters are larger on average for In-
tensity but presents strong peak values for F0 which would
be associated to specific room parameters.

5. CONCLUSION

This study investigated how singers adapt to various room
acoustic conditions. Both audio and electroglottographic
signals were used to assess voice production parameters in
each room. The rooms were virtual, designed from bin-
aural impulse responses measured in physical rooms, al-
lowing to render in an anechoic chamber the virtual spaces
through binaural synthesis.

This experiment confirmed that virtual acoustics is an
effective tool to study the behaviour of performers in var-
ious acoustic conditions. This framework allows to re-
duce certain bias of a perceptual experiment in the sense
that a performer could be recorded in various environments
within a short time.

In complement of audio signals, electroglottography
has brought additional information and turned out to be
a functional tool to study singer adaptation patterns in this
experiment.

More generally, the fact that singers adapt to various
concert venues in a rather individual manner was con-
firmed. Such an adaptation process involved voice param-
eters related to both the produced sound and specific laryn-
geal mechanisms assessed by means of the EGG device.
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[19] T. Lokki, J. Pätynen, A. Kuusinen, and S. Tervo, “Dis-
entangling preference ratings of concert hall acous-
tics using subjective sensory profiles,” Journal of
the Acoustical Society of America, vol. 132, no. 5,
pp. 3148–3161, 2012.

10.48465/fa.2020.0303 493 e-Forum Acusticum, December 7-11, 2020


