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The ”dot spectroscopy” experiment2,3 allows for a simultaneous measurement of the electron temperature
(Te) and position of a patch of Mn and Co inside a hohlraum, as described by Barrios et al2. HYDRA
simulations systematically predicted a dot location further away from it’s starting location than observed in
the experiment. In the article, integrated hydro-rad simulations with TROLL have led to the same trend as
HYDRA. A new ad-hoc treatment of laser absorption, through what we have called absorption multipliers,
has been implemented in TROLL in order to mimic the effect of absorption mechanisms other than inverse-
Bremsstrahlung. It led to the instrumental conclusion that whatever physical phenomenon was responsible
for the position anomaly must have occurred in the early stage. More precise simulations of the dot region,
from early to late time, show that the position discrepancy can be explained by a Rayleigh-Taylor mixing of
the dot into the ablator as it expands in the hohlraum. This mixing tends to shift the simulated dot closer
to the location measured in the experiment. But, the mixing also changes the interpretation of the electron
temperature from the spectral line ratios.

I. INTRODUCTION

For over ten years, progress toward ignition has been
slow using the indirect-drive technique of inertial con-
finement fusion (ICF) on the National Ignition Facility
(NIF). It consists in making the totality of the 192 NIF
intense UV-laser-beams to be converted into X-rays into
a centimeter-sized gold hohlraum at the centre of which
lies a millimeter-sized DT capsule. The approximately
uniform and isotropic bath of x-rays, resulting from that
conversion, irradiates the surface of the capsule and is
responsible for the outward ablation of its outer shell
which, in turn, triggers the capsule interior implosion
in order to achieve plasma alpha-heating20 and ignition
conditions9,21.

In order to accomplish that succession of events with
precise enough timing, strength and stability, a sharp
understanding of complex physical processes happening
in the laser heated plasma within the hohlraum32 is re-
quired. Among these processes stand in good position hy-
drodynamic instabilities, kinetic effects, laser-plasma in-
stabilities, non local thermal equilibrium (NLTE) atomic
physics and electrons transport (conduction).

Hydrodynamic instabilities8,19,31,35,48 can be due to ir-
radiation non uniformity of the capsule, they can also
be due to surface defects or even molecular composition
inhomogeneities1 on the outer surface of the ablator.

Kinetic effects40 within the hohlraum might have size-
able consequences but are still way to complex to take
into account in hydro-radiation simulation codes.

Laser-plasma instabilities (LPI)25,46 take place in gas
filled hohlraum at the laser entrance hole (LEH) but

a)Electronic mail: olivier.poujade@cea.fr (corresponding author)

also deeper in the hohlraum when laser beams inter-
act with gold-wall bubbles. In situations where LPI
are not expected to have much importance, such as
short pulse drives in near vacuum hohlraums (NVH)4,
experimental results compare well to numerical simu-
lations with radiation-hydro-code such as HYDRA or
TROLL13,27. NVH experiments have demonstrated im-
proved laser-hohlraum coupling with much less backscat-
ter than gas-filled hohlraums. Phenomenological drive
multipliers are close to unity6 in NVH (∼0.9). On the
contrary, when LPI matter, for long pulse drives in gas-
filled hohlraums23, there is a glaring discrepancy with
numerical simulations predicting stronger drives over ex-
periments. Drive multipliers close to 0.75 are required to
reach a reasonable agreement with experiment.

Non local thermal equilibrium (NLTE) atomic physics
is of the essence24 when it comes to modelling emissivity
of gold wall in a hohlraum. The majority of the x-ray
emission comes from a thin layer (∼ 100 µm) of ablated
gold wall at the onset of Te 6= Tr. In this region, the com-
petition between collision and radiation, that strongly
depends upon Te, needs to be precisely modelled.

Finally, the description of electron thermal transport
is instrumental in the distribution of Te within the
hohlraum. Electrons being the lighter particles of mat-
ter in an ICF plasma, they are also the more mobile and
can easily evacuate heat from a location and heat up
neighbouring regions depending on the intensity of the
conduction mechanism. This is the reason why it can
have important consequences on simulations24 depend-
ing upon the way it is modelled, using local or non-local
closure.

To summarize, the understanding and modelling of
many physical domains of paramount importance to the
working of a hohlraum still need to be improved.
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In order to grasp what is missing in the plasma mod-
elling implemented in radiation-hydro-codes, it was re-
alized that the laser driven plasma needed to be char-
acterized in situ. Many physical quantities are needed
in order to describe a macroscopic plasma, locally, in an
unambiguous manner. Among all these quantities, a few
are always referred to when comparing plasmas such as:
the electron density (ne), the degree of ionization (Z∗)
and the electron temperature (Te). The dot spectroscopy
platform2,3 was developed in this context in order to as-
sess one of these quantities: the electron temperature of
the plasma within the hohlraum.

The basic principle behind these dot spectroscopy plat-
forms on NIF is as follow : a tracer-dot of Mn:Co is de-
posited either on the outer surface of the target ablator,
in the dot-on-capsule2,3 experiment (at the pole or at the
equator), or suspended on a film between the capsule and
the LEH, in the dot-on-film experiment. In both cases,
two time resolved diagnostics are deployed. The first one
is a framing camera that is set up to spatially locate the
dot as the experiment unfolds. The second one is an x-
ray spectrometer34 (between 6 and 8 keV) to observe the
emission of the dot during the operation of the platform.

The one-to-one relation between adequate spectral
line-ratios, of Mn and Co, and the dot electronic temper-
ature Te was evaluated using a detailed atomic physics
code such as SCRAM2. Using this relation to infer the ex-
perimental electronic temperature, all dot experiment, so
far, have consistently shown that the peak Te was higher
in the experiments (by ∼500 eV) than in simulations2

and experimental trajectories were different by few hun-
dred microns compared to the simulations with HYDRA
(the experimental dot being slower than the simulated
dot). Here, we report on a similar trend with CEA’s
hydro-radiation-code TROLL13,27.

This article will focus on the hydrodynamic evolution
of the dot experiment N141216 (0.8× scaled hohlraum,
gas filled with C5H12 at 1.37 mg/cm3) to explain the
discrepancy with simulation reported in Barrios2,3. The
possibility of a mixing between the tracer-dot and the ab-
lator is advocated on theoretical grounds and supported
with numerical simulations.

So far, all simulations of this platform (with HYDRA
at LLNL or with TROLL at CEA) were integrated and
the possibility of a mixing was largely inhibited by the
coarse resolution of these simulations. Refined simula-
tions of the region around the tracer-dot and the abla-
tor, subjected to the correct irradiation versus time, have
shown that mixing might occur very early in the course
of the drive and would be caused by classical Rayleigh-
Taylor instability at the interface between the tracer-dot
and the ablator. This effect seems to be enough to rec-
oncile simulations and experiments with respect to the
dot location versus time (different by ∼200 µm).

A brief description of the dot experiment along with
the main results obtained is given in section II. The exact
same simulation has been carried out with TROLL. The
2D integrated simulation setup and the results concern-

ing the hydrodynamic evolution of the dot is reported in
section III. Absorption mechanism in a large sense have
been pushed forward as the cause of these discrepancies.
A modelling alternative, by means of absorption multipli-
ers, is presented in section IV and results and discussion
on the trajectory of the dot follows in section V where
various possibilities to reconcile simulations and experi-
ment are considered.

The main conclusion is that, whatever caused the slow-
ing down of the dot in the experiment had to be doing it
from a very early stage of the evolution.

The acceleration profile of the dot/ablator interface is
such that a classical Rayleigh-Taylor (as opposed to ab-
lative RT) instability can take place. A 2D plane simula-
tion, representative of the integrated simulation in terms
of irradiation, is described in section VI where the evo-
lution of a defect-less interface is made to move as in the
integrated simulations by shaping the radiative tempera-
ture (Tr) history. Using the very same Tr-law to simulate
the evolution of the dot with a realistic dot/ablator in-
terface perturbation, it is possible to show that the dot
mixes with the ablator and sinks into it, shifting its lo-
cation towards the centre of the platform as observed in
the experiment.

Finally, in section VII, the potential consequences of
the dot-ablator mixing over spectral measurements is dis-
cussed and in particular the evaluation of electronic tem-
perature through the measurement of the spectral line
ratios described in the articles by Barrios et. al.2,3.

II. DESCRIPTION OF THE DOT EXPERIMENT

The dot-spectroscopy experiment uses a viewfactor30

platform, which is normally used for its versatility when
concerned with diagnostic, but was used here to reduce
the gold emission background from the LEH42. The top
end of the hohlraum in Fig.1 is a regular laser entrance
hole (LEH). At the bottom end, on the contrary, the LEH
has been removed in order to have a good view on the
inside of the hohlraum.

The dot is a very thin patch (1600 Å or 3200 Å) of
Mn:Co (at 50-50 % atomic concentration) deposited on
the outer surface of the ablator to act (i) as a passive
tracer to locate this ablated outer surface as time goes
by and (ii) as a passive sensor whose emission supplies
information about the plasma state and the electronic
temperature (Te) at the location of the dot.

A slit has been made along the gold hohlraum in or-
der to observe (side-on) the motion of the dot with a
streaked camera. Moreover, a temporally resolved x-ray
spectrometer was located on the axis of the experiment
in order to measure (head-on) the emissivity spectrum
of the dot for photons energies between 6 and 7 keV
through the laser-entrance-hole (LEH). That particular
spectral band is interesting for the targeted plasma state
(between Te=3 and 5 keV) for it provides various emis-
sion lines whose intensity ratios can be mapped through
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a one-to-one relation to the electronic temperature.
This relation, between line ratios and Te was evalu-

ated with the detailed atomic code SCRAM2. Two im-
portant assumptions behind this evaluation are of the
essence (apart from the fact that the atomic code must be
trusted). First, the electron distributions are Maxwellian
(which is not obvious for a dot travelling through a bunch
of very intense laser beams). Second, the relation be-
tween line ratios and Te should be insensitive to ne, as
reported in the original dot article2, and to the dot thick-
ness which is poorly measured experimentally. This mat-
ter will be discussed in section VII.

FIG. 1. Schematic of the dot-on-capsule experiment. A patch
of Mn:Co deposited on the outer surface of a spherical target
is used as a passive tracer to measure the expansion of the
ablator plasma (with a framing camera on the side) and to
measure the electron temperature at the different locations
crossed by the dot (with a time resolved spectrometer).

III. 2D INTEGRATED SIMULATIONS

Full 2D axisymmetric integrated simulations of the
dot experiment have been carried out with the radia-
tion transfer code TROLL13,27. QSEM12,22,38 equations
of state have been used to model the gold wall, the dot
deposited on the capsule and the ablator. A QSEM equa-
tion of state is a sophisticated set of different models. It
is an average atom-model where the electron part comes
from a fully quantum calculation and the cold curve is
provided by experimental data or calculated by quantum
molecular dynamics (QMD), the ion part being the clas-
sical Cowan ion equation of state33 .

Because of the small thickness of the dot (1600 Å) on
the surface of the ablator compared to the overall size of
the experiment the meshing is an important issue15. A
reasonable amount of mesh needs to be kept in the dot as
it expands during the drive. It is customary to adapt the
size of the mesh at an interface in such a way that the
mass within a mesh remains roughly constant through
the interface. This is why, in a heavy material in con-
tact with a light material, the size of the mesh should be
much smaller (in proportion to the density ratio). This is

to avoid spurious numerical effects related to unphysical
transmitted or reflected compression waves, rarefactions
or shocks.

Another problem has to do with the way the dot is
meshed along the polar angle. In order to correctly de-
scribe the spherical surface of the capsule a 2 degrees
sampling is enough which correspond, at the outer ra-
dius of the capsule (1 mm) to 35 µm, to be compared to
the 0.16 µm radially. This strong aspect ratio is not a
good thing numerically when it comes to vorticity motion
in the flow. Indeed, in such situation, cells are distorted
by the dragging flow up to a point where they get tangled
up and not convex anymore. The use of a pure Lagrange
scheme, which would be the ideal solution to trace the
material of the dot through the whole simulation, is made
quite difficult.

One has to resort to an ALE13,27 scheme which is more
versatile and robust with respect to the mesh inhomo-
geneity. The drawback is that material in the cells at the
contact line diffuse in the neighbouring cells of the other
material on the other side of the line. It occurs at ev-
ery single time-step of the simulation owing to the remap
phase of any ALE scheme. This numerical diffusion tends
to make the thickness of the evolving dot larger than it
should. One way to overcome this issue is to finely mesh
the dot in order to reduce that effective diffusion.

We have tested three meshes for the dot (cf. Tab.I) in
order to limit the diffusion without expanding too much
the number of mesh in our fully integrated simulations
to keep the calculation cost reasonable.

mesh id # layers thickness # layers diameter
M1 4 4
M2 20 6
M3 40 10

Farmer15 10 14

TABLE I. Various discretization of the dot (M1, M2 and M3)
in simulations using TROLL compared to the discretization
used in HYDRA in Farmer15.

Increasing the number of meshes in one region of the
simulations is not innocuous for it has knock-on effects on
other connected regions. This is the reason why, even if
the number of mesh variation between M2 (20×6 = 120)
and M3 (40×10 = 400) do not seem important, its conse-
quences on connected regions of the integrated simulation
can be overwhelming. This is the main limiting factor in
the meshing of the dot (along with high aspect ratios).

The lesson of this comparison is that there is a clear
difference in the dot behaviour between the M1 and M2
simulations that fades out between M2 and M3. We can-
not honestly talk about a converged mesh at M3 but it
is the closest to converged we can reasonably get. The
same kind of meshing was provided in Farmer’s15 simu-
lations. In the remainder of this article, simulations we
are referring to were carried out with M3.
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IV. SIMPLE MODELLING OF VARIOUS ABSORPTION
MECHANISM

Taking into account all effects contributing to absorp-
tion in a HED plasma (inverse bremsstrahlung, laser
plasma instabilities, Raman scattering, Brillouin scatter-
ing, cross beam energy transfer) is still out of reach for
present simulation codes (TROLL, LASNEX, HYDRA).

Yet, one should not ignore these effects on the pretext
that one cannot simulate them. Two methods have been
developed in the ICF literature to overcome these ex-
cruciating issues: power multipliers (PM) and enhanced
propagation (EP).

(PM) – One way to artificially alter laser absorption
is to modify the incoming laser power by using what
has been called power multipliers23,28,29,41 throughout
the NIC campaign. These multipliers vary with time
and affect the power delivered by the laser beams to the
hohlraum. In general, there are two time-varying multi-
pliers, one affected to the inner beams and the other one
to the outer beams. This strategy has been used, and is
still in use, to match VISAR shock velocity measurement
and/or to match experimental symmetry of the hot-spot
(as a way to take into account energy transfer between
inners and outers through CBET and backscattered en-
ergy due to laser-plasma instability).

(EP) – Another way to artificially alter laser
absorption in simulations is to modify the laser
frequency5,47.The bigger the frequency, the smaller the
absorption. That method has been used to increase
propagation5 of the inner beams in simulations (enhanced
propagation simulations) in order to adjust the post-shot
modelling of the symmetry of implosion which was oblate
at 3ω and turned prolate at 5ω as observed experimen-
tally. This method was investigated further47 and ap-
plied to both inner and outer beams with higher frequen-
cies of 5 or 9ω for the inners and lower frequency of 2ω
for the outers.

The drawback with this method is that the position of
the critical surface is modified along with the laser beam
trajectory because the refractive index also depends upon
frequency

n =
√

1− ω2
p/ω

2. (1)

This is why, we have resorted to yet another ad-hoc nu-
merical technique called absorption multipliers (AM).

(AM) – The absorption multipliers technique affects
absorption by letting the full laser energy inside the
hohlraum, unlike method (PM), and without altering
critical surface and index of refraction, contrary to
method (EP).

In a simple Drude model, absorption coefficient µ de-
pends upon laser frequency ω, plasma frequency ωp =

(e2 ne/ε0me)
1/2, and electron-ion momentum collision

frequency

νei =
4
√

2π e4

3 (4πε0)2
√
me

ne
(kB T )3/2

Z∗ ln Λ , (2)

in such a way that

µ =
νei
c

ω2
p

ω2

1√
1− ω2

p/ω
2
, (3)

and beam power loss dI(s) in matter, after travelling a
distance ds, is

dI(s) = −µ I(s) ds . (4)

As can be noticed, absorption involves dissipative phe-
nomenons such as collisions. Refraction, on the con-
trary, involves mostly non-dissipative collective phenom-
ena such as plasma oscillations. One should be allowed
to modify absorption (because of our lack of understand-
ing of these irreversible processes) and keep the (more
simple) phenomenology of refractive index unchanged.

In order to circumvent that issue, a modification of
eq.(3) was implemented in TROLL. An adjustable con-
stant, Cabs, called an absorption multiplier, as opposed
to power multiplier, was grafted to the right hand side of
eq.(3) so that

µ = Cabs[mat]
νei
c

ω2
p

ω2

1√
1− ω2

p/ω
2
. (5)

We allowed the possibility for different values of
Cabs[mat] in different materials ([mat] in eq.(5)) in or-
der to grasp the influence of a modified absorption on
simulations outcomes. The effect of Cabs, as we can see
from eq.(4), is to multiply the laser absorption per unit
length by a factor Cabs which can be used either to en-
hance propagation (if < 1) or to reduce propagation (if
> 1).

A constant Cabs in front of µ is not at all equivalent to
modifying the laser frequency. Of course, one could argue
that a convenient choice of ω 6= ωL in EP (corresponding
to Cabs = 1) could get us to the same value of µ than
AM with ω = ωL and Cabs 6= 1. Problem with EP is that
ω 6= ωL involves a modification of the index of refraction
n in eq.(1). AM on the contrary, does not affect the index
of refraction nor the critical density nc = ε0me ω

2/e2. It
does not alter refraction and it only modifies the way
the beam is absorbed along its trajectory and up to the
critical density surface.

The benefit of an absorption multiplier (in a given
material) is twofold. First, it allows to encapsulate, in
an effective constant, our lack of knowledge of the in-
verse bremsstrahlung absorption mechanism due to col-
lective effects (summed up in the coulombian logarithm’s
renowned variability in the literature) or to kinetic effects
(if velocity distributions are not Maxwellian, the prefac-
tor in eq.(2) can substantially be modified26). Second,
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it provides a useful knob to move the absorption region
within the hohlraum along the trajectory of laser beams.
Therefore, even if the inverse bremsstrahlung mechanism
is thought to behave as predicted by eq.(2) in a spe-
cific plasma, in which case one would be drawn to set
Cabs = 1, other absorption mechanisms at play, which are
poorly or not simulated by hydrorad codes (laser-plasma-
instabilities, CBET, etc), can be mimicked by Cabs > 1,
in the gas-fill for instance, to keep a strong absorption
close to the LEH, or by a Cabs < 1, on the contrary, to
enhance propagation.

The diversity of scenarios spanned by the variation of
these absorption multipliers, keeping the oncoming en-
ergy into the hohlraum unchanged, was paramount in
pointing out that whatever causes the position anomaly
must have occurred at very early stage as will be demon-
strated in the following section.

V. DISCREPANCY IN THE DOT POSITION BETWEEN
SIMULATIONS AND EXPERIMENTS
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FIG. 2. Simulated position of the dot for various val-
ues of Cabs (the value 1 correspond to the regular inverse
bremsstrahlung). Values less than 1 correspond to a less ab-
sorbed laser that will deposit less energy in the gas and will
carry more of its energy to the wall. Values more than 1 cor-
respond to a more absorbed laser energy in the gas and less
energy reaching the gold wall. Whatever the value of Cabs

simulations are shifted consistently by 300 µm with respect
to the experimental data which is unexplained so far.

Experimental positions of the dot at various instant
are reported in Fig.2. The averaged position of the dot,
or the average of any physical quantity (let us call it
Ψ) for that matter, is defined using the squared electron
density15 as a weight function in such a way that

Ψdot(t) =

∫
Vdot

n2e(x, t) Ψ(x, t) d3x∫
Vdot

n2e(x, t) d3x
, (6)

because x-ray emission is proportional to ne ni ∼ n2e.

As one can see in Fig.2, the simulated trajectory is off
by approximately 300 µm whatever the AM simulations
and values of Cabs chosen (more or less absorbing). More-
over, the velocity of the dot (∼ 150 km/s), assessed by the
slope of both trajectories, is similar between simulations
and experiments but positions disagree. One hypothesis
is that the dot trajectory at early times is wrong which
leads to a later time offset in dot position. It is also pos-
sible that there is a strong late time acceleration which
is different between the simulation and experiment.

If one zooms out of the late stage of the trajectory
(depicted on Fig.2) and take a look at the broader view
of the whole history given by Fig.3 new scenarios can
emerge.

Indeed, the simulated trajectories showed no depen-
dence on Cabs and no significant event occurring between
0 and 10 ns apart from the initial acceleration. Com-
pression/shock waves, coming from the expanding gold
bubbles or from the gas-fill blown off by the laser, cross
the trajectory of the dot during its motion but they do
not significantly affect its course as we will show next.
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FIG. 3. Simulated position of the dot is independent of Cabs

values used up until 9 ns. It is difficult to explain how the
trajectory could go from 0.2 cm at 9 ns to 0.17 cm at 10 ns. So,
whatever should explain the discrepancy with the experiment
should start very early in the course of the experiment for the
trajectory to be less steep between 2 and 8 ns than currently
simulated.

It can be inferred from Fig.3 that once the dot has
been accelerated between 0 and 2 ns, its trajectory is
almost ballistic from 2 to 9 ns before being reacceler-
ated by the final laser pulse between 9 ns and 10 ns (see
Fig.3). This implies that, between 0 and 2 ns, the acceler-
ation of the experimental dot must be smaller to explain
a shorter final distance travelled by the dot. We have
been unable to find a value of Cabs which gives the dot a
weaker initial acceleration which is also consistent with
other experimental observables. What is crucial here is
the fact that, whatever the value of Cabs, that is to say
whatever the hohlraum scenario, as long as the drive is
kept unchanged, the trajectory, velocity and acceleration
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(although it is noisier than the former two) remains the
same at early stage (< 9 ns).
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FIG. 4. Velocity and acceleration of the dot as time goes by
(derived by taking the time and second time derivative of the
dot position). Velocity histories are equivalent up until 8 ns
in agreement with position histories. There are two strong
mostly positive acceleration phases quite noticeable, between
1 and 2 ns and starting at 9 ns, on the noisy acceleration
history (due to the fact it is a second derivative). The positive
acceleration means a push directed outward from the capsule.
In the dot reference frame, it is equivalent to a gravity directed
inward.

This is the important result where absorption multi-
pliers have been instrumental: all physics effects, that
can be approximated as an absorption of the laser, can-
not exert any leverage on what happens at early stage
(cf. Fig.3) and, in the late stage of the experiment (> 9
ns), where all sorts of missing physics could clearly af-
fect the trajectory, all seems to pin down to the fact that
if one tries to move the trajectory of the dot away from
its anomalous location, by adjusting various knobs, it has
unreasonable consequences (higher Te, more glint15, etc).
This is the reason that brought us to look for an early
cause of this anomalous position of the dot.

Adjusting different knobs to make simulations match
the experiment – only makes sense as long as the dot

keeps, more or less, the shape predicted by these inte-
grated simulations, and precisely, these very integrated
simulations do predict that the dot travels and expands
experiencing nothing more than plain advection with the
ablator. A part or all of these effects (value of f , LPI,
NLTE, etc), as part of a multifactorial cause, might con-
tribute, to a certain extent, to the anomalous position
if the dot’s integrity is unaffected. But what if the dot
were to experience a drastically different hydrodynamics
such as mixing with the ablator ?

FIG. 5. (a) Schematic of the dot experiment as modelled
in our integrated TROLL simulations. The red frame corre-
sponds to the part of the integrated simulation that is the
object of a dedicated hydrorad simulations to assess the im-
portance of hydrodynamics instabilities on the dot. (b) It is
a one wavelength simulations with λ = 10 µm (correspond-
ing to the width of the simulation) and initial amplitude of
a(λ) = 0.1 µm. The simulation is 2.7 mm long from the centre
of the capsule towards the LEH. X-ray flux is extracted from
the integrated simulation and fed to the dedicated simulation
through a time varying flux law on the right boundary.

A closer look at the acceleration history of the dot,
Fig.4, shows two acceleration peaks in conjunction with
the first picket and the final laser pulse. The levels of
acceleration, 200 µm/ns2 for the first and around 600
µm/ns2 for the second, give all reasons to believe that
the dot can mix with the ablator through Rayleigh-Taylor
instability, early in time ! The consequence is that the
dot should dive into the ablator which would explain the
anomalous position of the dot, shifted from the surface
to deeper in the ablator. This effect, as we will show
in the next section, is strongly inhibited in integrated
simulations because of the lake of resolution to allow this
effect to happen numerically.

VI. RAYLEIGH-TAYLOR MIXING OF THE DOT AND
DEDICATED 2D PLANE SIMULATIONS

It is well known that in the wake of an ablation front
the pressure is decreasing along with the density of the
ablated material. The denser dot is pushed by the lighter
ablated material. This situation gather the required con-
ditions for a classical Rayleigh-Taylor instability (as op-
posed to the ablative Rayleigh-Taylor instability) given
enough time to develop. Therefore, at the very beginning
of the drive, the MnCo dot can potentially mix with the
ablator.
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In order to make this prediction more quantitative, it
is important to quantify the surface roughness of a typ-
ical ablator. Depending upon the nature of the ablator,
whether it is CH, HDC or beryllium, the surface rough-
ness density spectrum (SRDS) – see Fig. 9 of Clark’s11

for typical examples – may vary but, as a rule of thumb,
we can remember that above ` = 30 SRDS is bellow 1
nm2 and may be as small as 0.01 nm2.

Now, let us call a(λ, t) the amplitude of a given Legen-
dre mode at time t of wavelength λ, which, for a capsule
of radius R correspond to λ ≈ 2πR/`. For a classical RT
instability, it is well known that, in the linear regime, the
amplitude of each mode grows exponentially as

a(λ, t) = a0(λ) exp(
√

2πAg/λ t), (7)

where a0(λ) is the initial amplitude. The time, TNL, it
takes for such an instability to go non-linear, and beyond,
is such that a(λ, TNL) ≈ λ, that is to say

TNL ≈
√
λ/(2πAg) ln(λ/a(λ)). (8)

This is why, for acceleration of order 100 µm/ns2 – typical
of the first acceleration peak in Fig.4 – this time TNL is
quite short, of order 0.1 ns for a wave length λ ∼ 1 µm,
even for an amplitude as small as 0.1 nm since the time
varies logarithmically with amplitude.

FIG. 6. (color online) Density map illustrating the mixing of the dot (from the dedicated mixing simulation: top) compared to
what it would be in the integrated simulation (from the dedicated inhibited mixing simulation: down) at five different instants:
2, 3, 4, 5 and 6 ns (from top to bottom). It is clear that the dot sinks into the ablator as a result of the Rayleigh-Taylor
instability due to the push of the light fluid (the ablator) onto the heavier fluid (dot of Mn:Co). X-ray flux comes from the
right and the dot moves from left to right. The images have been repositioned at each instant accounting for the motion of the
dot. Images, after t = 6 ns, are not displayed because their aspect ratio could not reasonably fit this page.

This effect can only be seen in simulations with meshes
small enough to allow the instability to develop. This is
not easy in an integrated simulation. Therefore, a dedi-
cated two-dimensional plane simulation was carried out
along the polar axis of the hohlraum as depicted in Fig.5.
The red box correspond to the domain where the dedi-
cated simulation is performed. The number of cells can
be considerably increased in this smaller domain. The
hydrodynamics boundary conditions are tailored to be
representative of the actual flow (periodic at the top and
bottom and free streaming on the right and left). The ra-
diative boundary conditions are periodic at top and bot-

tom, no incoming radiation on the left hand side. The
hohlraum radiative flux, picked out of the integrated sim-
ulation, is injected on the right hand side of the simula-
tion.

In order to be sure that this procedure reproduces the
integrated motion, a deprecated version of the 2D plane
simulation has been carried out. In this simulation, which
is referred to as 1D, there is only one layer in the trans-
verse direction (with respect to the axis). Thus, even if
an instability should occur, it cannot develop numerically
for the same reason it cannot grow in the integrated sim-
ulation. Indeed, the width of the dedicated simulation
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domain is of the same order of magnitude as the size of
a typical cell in the integrated simulation.

These dedicated simulations are 2D axisymmetric.
2D turbulence is well known45 to behave differently as
3D turbulence. Even though these simulations clearly
demonstrate the onset of mixing between the dot and
the ablator at early time and its subsequent development,
an accurate measurement of the actual 3D mixing width
growth is presently out of reach for a realistic domain
span of at least 100 µm (diameter of the dot) with defect
as small as 500 nm.
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FIG. 7. Projection of the trajectory of the simulated dot if
we were to take into account the possibility of mixing in 3D
integrated simulations (to take into account the real dynamic
of 3D mixing which is drastically different from 2D mixing).

The absolute position of the dot is shifted toward the
centre due to the mixing mechanism as depicted in Fig.7.
The denser MnCo dot sinks into the lighter ablator mov-
ing the absolute position of the simulated dot 200 µm
closer to the experimental expected position.

Since 2D turbulence is not representative of 3D tur-
bulence, 0D models such as buoyancy-drag model14,18,39,
well tested on 3D RT experiment, could have been used
to infer what would be the actual width and position of
the dot as time goes by. The problem with these 0D
models is that they work well for positive time varying
acceleration. As soon as acceleration changes sign, mix-
ing increases with a slower width growth and if accelera-
tion changes sign again the turbulent mixing zone grows
unstable again but starting with an increased mixing co-
efficient that is to say a smaller effective Atwood number
(less density contrast). There is no 0D model in the lit-
erature able to quantitatively reproduce such a complex
acceleration time history. Nevertheless, it does not inval-
idate the formation of a mixing between the dot and the
ablator. This mixing is inevitable. This has far reach-
ing consequences on the reading of Te from spectral line
ratios as we will show in the next section.

VII. ELECTRON TEMPERATURE VERSUS LINE
RATIOS INFERRED FROM A DOT MIXED WITH
ABLATOR

The dot-on-capsule spectroscopy articles2,3 assumed
the dot is not mixed with the ablator. Spectral line ratios
are used in a variety of context in order to infer electron
temperature. If well chosen, these line ratios only depend
upon electron temperature for an optically thin plasma
and are, quit conveniently, only weakly sensitive3 to elec-
tron density which is, at best, assessed by the hydrorad
simulations but in no way characterized experimentally
(in this dot spectroscopy platform).

Since the measurement of the absolute intensity of an
emissivity spectrum is rather difficult, the ratio of the
intensity I1 and I2 of two different spectral lines, at fre-
quencies ν1 and ν2 for instance, enable to circumvent this
problem. This is exactly what is done in the early dot
spectroscopy experiment2. In more recent experiments3,
electron temperatures are not determined from line ra-
tios but from fitting the shape of the spectra (Heα, Heβ
and Lyα) for both Mn and Co.

Let us call the thickness of the dot plasma in the line
of sight of the spectrometer, `. If the plasma generated
by the dot is optically thin at ν1 and ν2, that is to say,
if κ(ν1) ` � 1 and κ(ν2) ` � 1 (where κ is the attenua-
tion coefficient in cm−1 calculated from the opacity, also
know as the mass attenuation coefficient, κ/ρ in cm2/g),
then I1 and I2 are proportional to ` and the ratio is
independent of `. On the contrary if either κ(ν1) ` or
κ(ν2) ` or both are � 1, then the line ratio depends in
a non trivial manner upon the thickness ` of the dot. In
the dot, the transport of a radiation from an emissivity
line at frequency ν is free streaming over distances less
than 1/κ(ν). Beyond, absorption becomes significant and
can be drastically different for two neighbouring emission
lines if the corresponding opacities are strong enough.

The opacity of Mn-Heα (between 6100 and 6200 eV)
and Mn-Lyα (between 6400 and 6500 eV), at Te of few
keV and ne ≈ 1021 cm−3 (typical of the dot between 10
and 12 ns), are respectively of order (κ/ρ) ≈ 105 cm2/g
and (κ/ρ) ≈ 104 cm2/g (cf. Fig.8). That value of ne cor-
respond to a density of order ρ ≈ 10−3 g/cm3 for Mn.
The attenuation coefficient for Mn-Heα is therefore of or-
der 102 cm−1 since κ = (κ/ρ) × ρ = 105 × 10−3 = 102

cm−1 and it is of order 10 cm−1 for Mn-Lyα since κ =
(κ/ρ) × ρ = 104 × 10−3 = 10 cm−1. They correspond
to mean free paths of order 1/κ ≈ 10−2 cm, that is to
say 100 µm for Mn-Heα and 1/κ ≈ 10−1 cm, that is to
say 1 mm, for Mn-Lyα. This is the reason why for a dot
of thickness of order 100 µm, precise measurement of Te
requires precise measurement of the thickness of the dot
along the line of sight of the spectrometer. Widths of
hundreds of microns do not affect the intensity of Mn-
Lyα, with a mean free path of order 1000 µm, but they
attenuate significantly (with increasing width) the inten-
sity of Mn-Heα , with a mean free path of order 100 µm.
Therefore, as width increases, the line ratio Mn-Lyα over
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FIG. 8. Opacity for a plasma of Mn between 6.0 and 6.6
keV for ne = 1021 cm−3, Te = Ti = 4.0 keV and Tr = 300 eV
typical of the dot spectroscopy experiment during the interval
of measurement.

Mn-Heα increases for the same electron temperature or,
which is equivalent, the electron temperature decreases
for the same ratio Mn-Lyα over Mn-Heα. It explains the
trends reported on Fig.9.

0.0 0.1 0.2 0.3 0.4 0.5 0.6
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FIG. 9. Mn−Lyα
Mn−Heα interstage ratios versus electronic temper-

ature for thicknesses varying from 1 to 400µm, as calculated
by SAPHyR (black lines) and as calculated by SCRAM2, the
red line.

Needless to say that, if on top of that, one takes into
account mixing of the dot with the ablator, the problem
is even more complicated because not only is the thick-
ness required to get an accurate indirect measurement of
Te but the density profile too is needed because mixing
makes it non uniform which complicates yet further the

calculation of the line ratio.
In the remaining of this section, only the effect of the

dot width on the Te measurement will be assessed.
A stationary collisional-radiative (CR) model,

SAPHyR, has been used to calculate the spectral inten-
sity of non-LTE Mn plasma. Following references10,17,43,
the atomic structure is described in term of super-
configuration (SC) defined by an integer filling of shells,
here characterized by principal quantum numbers.

For each ionic stage, only are retained the ground SC
and excited SCs resulting on the promotion, when it is
possible, of one and two electrons from K- and L-shells
of the ground SC to upper shells (up to n=10). In
the present work, fully stripped ion up to C-like ionic
stages have been considered. All the atomic data needed
for the CR model are calculated from a non-relativistic
quantum-mechanical formalism37. Electron impact col-
lisional ionization (excitation), photo-ionization (excita-
tion) and autoionization processes are considered. Rel-
ativistic microreversibility relations are used to evalu-
ate all transition rates needed16. Because large plasma
thicknesses are considered in the present work, the ef-
fect of opacity on the radiative rates need to be in-
cluded. Such effect is treated here using an escape factor
approximation36. Although density effects are negligi-
ble in the present work, the Stewart-Pyatt model44 is
used to describe the pressure ionization. The SC popula-
tions are computed using a coupled set of rate equations
and once obtained, a full configuration splitting is per-
formed. These SC populations occurrence probabilities
are deduced from the Boltzmann law using the electron
temperature. Spectral opacity and emissivity are then
calculated using the spectral module of the OPAS code7,
modified to compute opacity and emissivity of non-LTE
plasmas.

The ratio (R) of spectrally integrated intensities is
shown in Fig.9. Spectral intensity is given by

Iν =
εν
κν

(1− eκνρ `), (9)

where εν(κν) is the frequency resolved emissivity (opac-
ity), ρ the mass density, and ` the thickness. The numer-
ator of this ratio corresponds to the integration range
6.35-6.45 keV of the Lyα lines (including He-like satel-
lites) while the denominator corresponds to the integra-
tion range 6.1-6.2 keV of the Heα lines (including Li-like
satellites). Note that the ratio defined as above is not
a real interstage line ratio because not only one electron
state nor two-electron state of the plasma are considered
for the Lyα lines and the Heα lines, respectively. Such
large integration ranges have been retained to mimic ex-
perimental conditions2.

Calculations have been performed for electron density
ne = 1021 cm−3 (see Fig.10) and for electron tempera-
tures Te in the range 2-6 keV using a 1 keV step (see
Fig.11).

Radiation field has been ignored. Six plasma thick-
nesses values have been considered : 1, 50, 100, 200,
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FIG. 11. Electronic temperature in the dot versus time. Peak
Te is consistent with Cabs around 1 (from 0. to 1.) in the gas-
fill.

300, and 400 µm. For each thickness, the ratio R ver-
sus Te has been fitted using a simple parabolic function
R = aT 2

e + bTe + c. Using these fits, we can calculate the
relative uncertainties on Te values inferred from given
values of R for all thicknesses. A summary is shown in
the Table VII. If the thickness is taken into account in
the calculation, the uncertainty can be as high as 25%
on the inferred values of Te. This could be of the high-
est concern if the dot-ablator mixture thickness is not
very well estimated and/or affected by instability dur-
ing expansion. In the Table VII, in the same way we
show the estimation of the relative uncertainty on Te if
inferred from ratios associated with a ±10% error. The
uncertainty increases when the ratio (that is Te) and/or
the thickness grow from 6% (e.g. e=400µm/R = 0.1) to
nearly 10% (e=200µm/R = 0.4).

R (Lyα/Heα) 0.1 0.2 0.3 0.4

Te(e=1µm) − Te(e=400µm)(keV ) 0.8 1.06 1.18 1.24
∆Te
Te

26% 26% 25% 23%

TABLE II. Absolute and relative electron temperature values
inferred from Lyα/Heα ratios equal to 0.1, 0.2, 0.3 and 0.4
when thickness varies from 1 to 400µm.

R (Lyα/Heα) 0.1 0.2 0.3 0.4

Te(R+10%) − Te(R−10%)(keV ) 0.153 0.35 0.43 0.49
e = 1µm 7.2% 7.7% 7.9% 8.1%
e = 50µm 7.5% 8.4% 8.8% 9%
e = 100µm 7.3% 8.7% 9.2% 9.5%
e = 200µm 6.7% 8.5% 9.3% 9.8%
e = 300µm 6.4% 8.3% 9.2% 9.6%
e = 400µm 6.2% 8.1% 9% 9.5%

TABLE III. Absolute and relative electron temperature varia-
tions ( ∆Te

Te
) inferred from variation around Lyα/Heα ratios of

±10% around 0.1, 0.2, 0.3 and 0.4, for given plasma thickness.

VIII. CONCLUSION

Integrated simulations of the dot spectroscopy
experiment2,3 with CEA hydro-radiation code TROLL
has shown similar results than HYDRA, LLNL hydro-
radiation code, that is to say, a systematic overestimation
of the position of the dot.

The new absorption multipliers, that has been imple-
mented in TROLL, showed that even strong and some-
times unphysical alteration of absorption mechanism,
keeping the energy budget in the cavity all the same, did
not affect the trajectory until late time and, even then,
the modification was not enough to explain a significant
part of the difference. This led us to investigate early
causes of this discrepancy.

Simulations of the dot region with finer mesh have
demonstrated a Rayleigh-Taylor mixing of the dot with
the ablator as it expands in the hohlraum. It was trig-
gered at the first instants of ablation, very early in the
experiment.

Not only does this effect explain a significant part of
the trajectory shift between integrated simulations and
experiment but it raises the unexpected issue of the indi-
rect measurement of electron temperature (the very rea-
son of the dot platform on NIF) with line ratios of Mn and
Co in a mixed dot. The relation between electron tem-
perature and these line ratios has shown to be strongly
influenced by the width of the dot in hohlraum conditions
(involving width of hundreds of microns). This is so re-
gardless of any mixing, but mixing makes it even more
difficult to infer because the density profile of Mn and
Co, which is not uniform anymore in a mixing, should be
assessed in order to properly relates electron temperature
to line ratios.
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