
HAL Id: hal-03079966
https://hal.science/hal-03079966

Submitted on 17 Dec 2020

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Identification of Deregulated Mechanisms Specific to
Bladder Cancer Subtypes

Magali Champion, Julien Chiquet, Pierre Neuvial, Mohamed Elati, François
Radvanyi, Etienne E. Birmelé

To cite this version:
Magali Champion, Julien Chiquet, Pierre Neuvial, Mohamed Elati, François Radvanyi, et al.. Identi-
fication of Deregulated Mechanisms Specific to Bladder Cancer Subtypes. Journal of Bioinformatics
and Computational Biology, 2021, 19 (1), �10.1142/S0219720021400035�. �hal-03079966�

https://hal.science/hal-03079966
https://hal.archives-ouvertes.fr


Identification of deregulation mechanisms specific

to cancer subtypes

Magali CHAMPION
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In many cancers, mechanisms of gene regulation can be severely altered. Identification
of deregulated genes, which do not follow the regulation processes that exist between

transcription factors and their target genes, is of importance to better understand the
development of the disease. We propose a methodology to detect deregulation mecha-

nisms with a particular focus on cancer subtypes. This strategy is based on the compar-
ison between tumoral and healthy cells. First, we use gene expression data from healthy
cells to infer a reference gene regulatory network. Then, we compare it with gene expres-
sion levels in tumor samples to detect deregulated target genes. We finally measure the

ability of each transcription factor to explain these deregulations. We apply our method
on a public bladder cancer data set derived from The Cancer Genome Atlas project and

confirm that it captures hallmarks of cancer subtypes. We also show that it enables the
discovery of new potential biomarkers.

Keywords: Cancer systems biology; deregulations; gene regulatory network.
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1. Introduction

Cancer is defined by an uncontrolled proliferation of malignant cells, which can in-

vade normal tissues and spread throughout the body. The causes and contribution

factors of cancer are multiple and complex but they mostly derive from genetic

alterations that accumulate over time. When combined with external factors (from

lifestyle factors, e.g. nutrition, smoking, alcohol, to environmental exposures, e.g.

UV-radiations, pesticides), the impact is even more dramatic. After decades of in-

tensive research, a large number of works still focus on understanding the funda-

mental mechanisms of cancer. In this context, The Cancer Genome Atlas project

(TCGA), the International Cancer Genome Consortium (ICGC) and other cancer

genome projects have produced massive amounts of multi-omics data.1 Due to the

very high heterogeneity of cancer, a particular effort has also been made on sub-

typing cancers to improve the treatment of patients, as it has been done to reveal

significant differences between breast cancer subtypes.2

A large number of genes, implicated in diverse biological processes, are involved

in cancer. Many of them are altered by somatic mutations, copy number changes

(amplifications/deletions) or DNA methylation.3,4 At the gene expression level,

these abnormalities can explain disregulated expressions (over/under-expression)

and can contribute to tumor growth. A common approach for identifying dysfonc-

tional genes in cancer consists in performing differential expression analysis,5,6 for

which statistical procedures have been intensively explored. However, this approach

does not take into account regulations between genes. As an alternative, we here

focus on deregulated genes,7 for which expression changes can be observed in the

Gene Regulatory Network (GRN) of tumoral cells.

GRNs are usually used to represent activation and inhibition relationships be-

tween genes, connecting transcription factors (TFs) with their targets. In the last

few years, many different methods have been proposed to infer GRNs from col-

lections of gene expression data. In a discrete framework, gene expression can be

discretized depending on the status of the genes (under/over-expressed or normal)

and truth tables provide the regulation structure.8 In the continuous framework,

regression methods, including the popular Lasso9 and its derivatives, have pro-

vided powerful results.10,11 To discover deregulated genes, a first solution consists

in inferring GRNs from different tissues and comparing them after penalizing their

differences to reduce the noise effect on the data.12 A second solution we focus on

is to evaluate how far gene expression in tumoral cells is with regards to a reference

GRN to define a deregulation score for each target gene in each sample.7 However,

the regulation structure between TFs, which are key genes for cancer therapy,13

and their targets is still not deeply exploited.

In this work, we propose a statistical deregulation model that uses gene expres-

sion data to identify deregulation mechanisms involved in specific cancer subtypes.

This paper is an extended version of Ref. 14 and is organized as follows: in Section 2,

we present the 3-step algorithm we developped and explain how to use it in practice.
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In Section 3, we illustrate its performance advantage on a bladder cancer data set

from the TCGA. We show that it is complementary to state-of-the-art methods to

point to potential biomarkers of cancer subtypes.

2. Methods

2.1. Deregulation model

In this work, we aim at identifying deregulation mechanisms specific to cancer sub-

types. A deregulated gene is defined as a gene whose expression does not correspond

to the expression expected from its regulators. The deregulation model we focus on

is derived from Ref. 7 and recalled in the next paragraph.

Regulation processes between TFs and their targets are usually represented by

GRNs. Here, we assume that groups of co-regulated TFs act together to regulate

(activate or inhibit) the expression of their targets, following the LICORN (LearnIng

COoperative Regulation Networks) model.15 Note that we slightly enrich the original

LICORN model by creating a copy of each TF in the target layer to allow regulations

between TFs. Each gene g is now connected with a set of co-regulated TFs, split

into a group of co-activators A and co-inhibitors I (see Figure 1 (a)). We denote

by Sg the (unknown) true status (under/over-expressed or normal) of each gene g

in each sample. This gene is thus deregulated as soon as:

Sg 6= S∗g ,

where S∗g is the expected status of g, which results from the deregulation rules

presented in Figure 1 (b) and derived from biological experiments (see Ref. 15 for

more details).

When considering the deregulation model of Figure 1 (a), one of the main dif-

ficulty is to differentiate deregulation mechanisms from other classical alterations

that can strongly affect gene expression data and the interpretation results. For

example, a Copy Number Alteration (CNA) occuring at the target gene layer in-

fluences its expression independently from the regulators expression and makes it

wrongly appear as deregulated. This point is discussed in Section 2.3.

2.2. Identification of deregulation mechanisms

Based on the deregulation model of Section 2.1, we propose a 3-step strategy for

the identification of deregulated mechanisms associated with specific subtypes of

cancer. These steps are presented in Figure 2 below and described in detail in the

next paragraphs. All codes are available as a R package at https://github.com/

magalichampion/LIONS_project.

https://github.com/magalichampion/LIONS_project
https://github.com/magalichampion/LIONS_project
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Fig. 1: (a) Deregulation model: each gene g, with unknown status Sg (under/over-

expressed or normal), is activated and inhibited by a group of co-activators A and

co-inhibitors TFs I. A gene is deregulated when its true status Sg differs from its

expected one S∗g , which is given by the co-regulator rules of the truth table (b).

(b) Truth table: gives the expected status S∗g of a gene g (-/+ for under/over-

expressed or 0 for normal) according to the collective status of its co-activators and

co-inhibitors. The collective status is set by default to 0 except if and only if all of

its elements share the same status.

2.2.1. Step 1: inferring a Gene Regulatory Network

In Step 1, we infer a GRN of reference that represents regulations between groups

of co-expressed TFs and target genes, as presented in Figure 1 (a). To this aim, we

use the hLICORN algorithm, available in the CoRegNet R-package.16 By means of

heuristic techniques, TFs are gathered into groups of co-expressed genes and each

target gene is associated to pairs of co-activators and co-inhibitors that significantly

explain its discretized expression. The network is selected among the local candi-

dates based on the best prediction of the target gene expression. Previous work

emphasized the ability of hLICORN to detect cooperative regulations on cancer

data sets, which motivated its use.15,16,17 However, when desired, it can be re-

placed by any other inference methods, such as the cooperative Lasso.18 Step 1 can

also be avoided by loading a pre-existing GRN, for example from the RegNetwork

database.19
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Fig. 2: Workflow of the proposed 3-step algorithm for identifying deregulation mech-

anisms in specific cancer subtypes.

2.2.2. Step 2: computing a deregulation score

In Step 2, we compute a deregulation score for each target gene in each tumor

sample, indicating if its expression status Sg differs from S∗g given by the reference

GRN. Following the works of Ref. 7, the deregulation score Y of gene g in sample

j is defined as the probability of gene g to be deregulated, or, in other words:

Y = P(Dg = 1), where

{
Sg = S∗g if Dg = 0

Sg 6= S∗g if Dg = 1,

and Dg is a binary variable indicating whether the corresponding target gene g is

deregulated.

To avoid discretization of the data, the status of all genes is considered as a

hidden variable. As their number grows exponentially with the number of genes,

the likelihood of the model rapidly becomes intractable and the deregulation score

is thus estimated using a dedicated EM-algorithm (see Ref. 7 for more details).

2.2.3. Step 3: identifying TFs involved in the deregulation of target genes

In Step 3, we go back to the TFs layer to identify TFs that best explain deregula-

tion of the target genes. For this purpose, we introduce a deregulation importance

score B, which quantifies the role played by each TF in each sample in the deregu-

lation of its associated targets through the linear regression model:

Y = G ·B + ε,

where Y is the deregulation score, G is the adjacency matrix of the reference GRN,

whose non-zero elements encode the structure (edges) of the graph and ε stands for
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the presence of noise in the model. Let n be the total number of samples and p the

number of TFs. The deregulation importance score B·j of sample j is estimated by

solving the following least-squares problem:

∀j ∈ J1, nK, B̂·j := argminβ∈Rp ‖Y·j −Gβ‖22,

where ‖.‖2 stands for the euclidian norm and M.j is the standard notation for the

j-th column of any matrix M . Note that we impose all coefficients of B̂·j to be

between 0 and 1, thus focusing on the bounded-variable least-squares problem:

∀j ∈ J1, nK, B̂·j := argmin
β∈Rp

‖Y·j −Gβ‖22. (1)

s.t ∀` ∈ J1, pK, 0 ≤ β` ≤ 1

The closer B̂ij is to 1, the more important the role of TF i in the deregulation of

its targets in sample j. As proved by Ref. 20, the non-negativity imposed on all the

coefficients of B̂·j ensures a sparse recovery in the noiseless setting, which can be

extended to the noisy setting with a hard-thresholding.

2.3. Data preprocessing

To run the procedure described in Section 2.2, gene expression data from two dif-

ferent sample sets have to be provided: reference samples, which ideally come from

normal tissues, and tumor-specific samples. In practice, for many different cancer

types, the pure normal tissue of origin is not available. However, the whole tu-

mor data set can be split into small subtypes-depending subsets. With the aim of

identifying differences between these cancer subtypes in terms of deregulation mech-

anisms, we thus proceed as presented in Figure 3. Before running our procedure, we

extract all samples from one subtype to form the tumor-specific sample set whereas

the rest is used as reference samples to infer the reference GRN. Note that the

inferred networks will now reflect averaged relationships between genes for patients

who are not part of the subtype we focus on. Due to the very-high heterogeneity of

cancer, especially of bladder cancer, 21,22 we think that our method still points to

relevant deregulations of specific subtypes.

As briefly mentioned in Section 2.1, our deregulation model suffers from the

effect of genomic alterations, which can affect gene expression and make some regu-

lations wrongly detected as deregulated. To remove CNAs effects on gene expression,

we preprocess the target gene expression data beforehand as proposed in Ref. 23.

In this work, gene expression is considered as linearly modified by CNA through

the linear regression model:

Xij = α0 + α1CNAij + εij , (2)

where Xij is the expression of gene j in sample i and CNAij its associated copy

number. Denote by α̂0 and α̂1 the estimated solutions of Eq. (2). The corrected

expression X̃ij is then given by:

X̃ij = Xij − α̂0 − α̂1CNAij .
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Fig. 3: Construction of the tumor and reference data set: due to the absence of

normal tissue data, the whole tumor data set is divided into a tumor-specific one

(samples from one subtype) and a reference one (samples from all other subtypes).

The procedure is then iteratively applied to discover deregulation mechanisms for

each cancer subtype.

Note that other common alterations in cancer may occur, such that hyper/hypo-

methylations. Even if they have been widely studied,3 the effect of these epigenetic

events on gene expression is however far from well-known and there is no model we

can clearly exploit.

3. Application to Real Data

3.1. The bladder cancer data set

We apply our method on bladder cancer data, produced in the framework of The

Cancer Genome Atlas project (TCGA) and available at the Genomic Data Com-

mons (GDC) data portal (https://portal.gdc.cancer.gov/). These data include

a set of 399 bladder cancer samples with gene expression and copy number for a

total of 15,430 genes, split into 2,020 TFs and 13,410 targets. Gene expression data

were produced using RNA-sequencing on bladder cancer tissues. Preprocessing is

done by log-transformation and quantile-normalization of the arrays. Missing values

are estimated using nearest neighbor averaging.24 TCGA samples are analyzed in

batches and significant batch effects are observed based on a one-way analysis of

variance in most data modes. We apply Combat25 to adjust for these effects. Genes

are finally filtered based on their variability: we only keep the 75% most varying

genes.

In the last few years, a large number of research groups have proposed molec-

ular subclassifications of bladder cancer.26 Recently, a consensus classification has

been proposed for muscle-invasive bladder cancer,27 which constitutes most of the

tumors of the TCGA. As presented in Table 1, samples are split into six subtypes

https://portal.gdc.cancer.gov/
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with different characteristics not further detailed here (see Ref. 27 if interested):

basal-squamous (BaSq), luminal non-specified (LumNS), luminal-papillary (LumP),

luminal unstable (LumU), neuroendocrine-like (NE) and stroma-rich (Stroma-rich).

Table 1: Molecular subtypes distribution of the 399 bladder cancer samples.

Subtypes BaSq LumNS LumP LumU NE-like Stroma-rich

Samples 150 21 125 53 6 44

3.2. Identification of deregulations

After applying the procedure presented in Section 2.2 on the TCGA bladder cancer

data set of Section 3.1, we get a list of deregulation importance scores for each TF

in each sample. Table 2 presents the first 25 TFs, ranked according to their number

of non-zero coefficients in B̂, as given in Eq. (1), across all samples belonging to

each specific subtype.

Table 2 includes characteristic genes of bladder cancer. As an example, NOTCH4

is deregulated in 71% and 76% of the BaSq and LumNS samples. This gene is

part of the NOTCH pathway, whose inactivation tends to promote bladder cancer

progression.28 SPOCD1, involved in all subtypes except the LumP one, has also

been recently shown to be able to distinguish patients with progressive and non-

progressive disease.29 Genes from the SOX family (SOX7 and SOX15), which play

a major role in tumorigenesis in multiple cancers30 including the bladder cancer

one, are also highly present. In addition, we retrieve biomarkers of specific bladder

cancer subtypes: SNAI2 (79% of the BaSq samples), which discriminates basal from

luminal subgroup31 and TBX2 (70% and 74% of the LumP and LumU samples) an

indicator of luminal cancers. 32 Interestingly, TBX2 is also involved in BaSq, NE-like

and Stroma-rich subtypes but this may be explained by its frequent overexpression

in cancer.33 We can finally note the presence of PPARGC1B, a coactivator of the

well-known PPARG, whose high level of expression is used to describe luminal

subtypes,34 in 74% of the LumU samples.

3.3. Comparison with other approaches

The approach we developped captures deregulated genes in the sense that the reg-

ulation mechanisms between these genes go wrong. A natural question that arises

is then how it behaves towards state-of-the-art methods. In this section, we com-

pare deregulated TFs from our procedure to two classic approaches for biomarkers

discovery:
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Table 2: List of the 25 TFs that best explain the deregulation scores of their tar-

gets and number of non-zero coefficients in B̂ (in %) across all samples from each

subtype.

Subtypes

BaSq LumNS LumP LumU NE-like Stroma-rich

TF %B̂ TF %B̂ TF %B̂ TF %B̂ TF %B̂ TF %B̂

SPOCD1 93% SMARCD3 81% RARA 91% HES2 87% HES2 83% HES2 91%

IRX3 85% ANKS1A 81% PIAS2 86% SOX7 83% TBX2 83% SPOCD1 91%

PEG3 83% ZNF423 81% CBFA2T3 81% ZNF671 79% MAFG 83% TBX2 82%

SMARCD3 79% NOTCH4 76% SALL2 78% SPOCD1 79% PIR 83% SPIB 77%

SNAI2 79% HOXC9 76% LHX6 78% HOXB3 77% IRX3 83% IRX3 75%

ZSCAN12 76% ZNF563 76% RARB 77% TBX2 74% SETBP1 83% ZNF713 75%

NAP1L2 76% SPOCD1 71% SOX7 76% NR3C2 74% RARB 83% MAFG 73%

ZNF433 75% HES2 71% BACH2 76% BTBD11 74% SOX15 83% HTATIP2 73%

JARID2 75% IKBKB 71% SMARCD3 74% PPARGC1B 74% MITF 83% SMARCD3 70%

HOXA13 73% NR3C2 71% NFIC 74% TEAD4 72% HTATIP2 83% PER3 70%

PRDM8 72% HOXC6 71% RUNX1T1 74% SMARA2 70% SOX7 67% ZNF563 70%

TBC1D2B 72% DLX3 71% IRF7 74% MAFG 70% NR3C2 67% MYCN 70%

CRY1 72% FOXD1 71% ZNF423 73% EMX2 68% TEAD4 67% TEAD4 68%

NOTCH4 71% HOXA3 67% PIR 73% ATF6 68% EMX2 67% ZNF420 68%

PHF19 71% MESP1 67% CREB3L4 73% HOXC6 66% ZNF347 67% HSF4 68%

NFKB1 71% HSF4 67% TLE2 72% NKD2 66% ID2 67% ZNF626 68%

CREM 70% ZNF626 67% ZNF71 71% XBP1 64% LMO3 67% ZNF695 68%

PRDM5 70% BCL3 67% MXD1 71% SPIB 64% ENO1 67% ZNF214 68%

ZNF215 69% SOX15 67% TBX2 70% ZNF416 64% NR3C1 67% NFKBIA 66%

ARNT2 69% CSDC2 67% NR1I3 70% HEY2 64% PRDM8 67% NFKBIZ 66%

TBX2 69% RARB 67% MAFG 70% PKNOX2 64% KLF15 67% TEAD2 66%

NFIL3 69% SNAI3 67% ZNF559 70% DLX3 62% BTG2 67% DLX5 66%

ID3 68% MCM3 67% ZNF442 69% HOXC9 62% HIVEP3 67% FOXD4 66%

ETS2 67% HOXB6 67% HMGA2 69% ZNF549 62% SMAD6 67% ZNF134 66%

ZNF669 67% HOXB5 67% SCML2 68% PTTG1 62% ETV7 67% DAB2 66%

• differential gene expression analysis, which consists in performing statistical

tests to discover quantitative changes in terms of expression levels between

groups and is frequently used in cancer research to identify genes with

important changes between tumor and normal samples, called differentially

expressed genes (DEGs),6

• copy number alterations (CNAs) analysis, which aims at identifying genes

targeted by copy number changes (amplifications/deletions) that critically

affect their functions, especially in cancer.35

We perform differential expression analysis using the R-package limma6 on all

genes to check for significant differences between subtypes. In addition, we use

the GISTIC algorithm36 to identify significantly and recurrently deleted/amplified

regions. We then verify whether the identified DEGs and CNAs affected genes are

different from the deregulated ones (Figure 4). To this aim, we use the following

thresholds: a gene is differentially expressed for p-values smaller than 0.01 whereas

it is amplified/deleted when detected for more than 75% of the subtype samples. It

is finally deregulated for a subtype when more than 50% of the samples have a non-
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zero deregulation importance score (B̂ 6= 0). These thresholds are purely arbitrary

but this is not crucial as the results remain almost the same with slight changes.

Obviously, the notion of deregulation should be different from the differential

expression since a loss of regulation between a target gene and one of its regula-

tors TFs implies a loss of correlation between them but not necessarily differential

expression. This is confirmed by Figure 4, where only a small part of DEGs are

deregulated. Except for BaSq and LumP subtypes, the two largest subtypes, more

than 50% of the deregulated genes are also not differentially expressed. Similarly,

we remove the effects of CNAs on gene expression (see Section 2.3) to ensure that

amplified/deleted target genes are not wronlgy identified as deregulated. At the TF

layer, a CNA still modifies both TFs and its targets expression level, making it

different from deregulation, as can be seen in Figure 4.

Fig. 4: Venn diagramms representing the number of deregulated TFs identified by

our procedure, the number of amplified/deleted genes, the number of differentially

expressed genes and their intersections.

4. Discussion

The procedure introduced in Section 2 aims at identifying deregulation mechanisms

specific to cancer subtypes from gene expression data measured on two different tis-

sues. By carefully comparing gene expression in tumoral samples with a reference

GRN, which models “normal” regulation processes, a list of deregulated TFs char-

acterizing each subtype can be established. The obtained results indicate that it can

be used complementary to differential gene expression and CNA analysis to point

to potential biomarkers of cancer.
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An open question, which has to be tackled, is to determine to which extend

the information carried by mutations can explain the deregulations. Mutation data

are particularly hard to explore in this context due to various reasons: first of all,

mutations do not necessarily affect gene expression. Secondly, mutation data are

very sparse: in cancer, many sequencing projects have shown that, besides the most

significant mutated genes, genes are mutated in less than 5% of the samples. Par-

ticularly, mutations of gene ELF3 have been the focus of a large number of studies,

which underlines its tumor suppressive role, especially in bladder cancer.37,38 Here,

we report an association between ELF3 mutations and deregulations (number of

non-zero B̂ coefficients) in all three luminal subtypes (see Table 3, p-value for chi-

test of 10−7): the six deregulated samples are all mutated. However, at this step,

supplementary work needs to be done to go further.

Table 3: Confusion matrix indicating the association between mutation and dereg-

ulation for TF ELF3 across all 199 luminal samples.

B̂ 6= 0 B̂ = 0

Non mutated 0 165

Mutated 6 28

In Table 2, we also emphasize the presence of SPOCD1, which is deregulated

in almost all subtypes, and more particularly in the BaSq one. Going back to the

reference GRN, SPOCD1 is connected with 69 target genes. To give a biological

meaning to these interactions, we perform gene set enrichment analysis with hyper-

geometric tests based on the databases GeneSetDB39 and MSigDB.40 We then find

that the collection of 69 genes is enriched in 15 gene sets, most of which represent

metastases-associated pathways. To a little extent, we also find an enrichment in

Epidermal Growth Factor Receptor (EGFR)-pathways. EGFR plays a fundamen-

tal signalling role in cell growth and is frequently mutated and overexpressed in

cancer.41 It has recently been the subject of further work to explore its behav-

ior in basal samples.42,43 We can then naturally wonder how SPOCD1, known for

inhibiting cell apoptosis,44 interacts with EGFR.

Next, among the identified deregulated genes, HES2 is highly deregulated in

subtypes LumNS, LumU, NE-like and Stroma-rich (Table 2). Interestingly, the

subnetworks formed of HES2 and its targets represent genes that are expressed

in cancer stem cells. Stem cells are undifferentiate cells that promote tumoral prop-

agation and resistance, being able to differentiate and replicate into multiple cell

types. To verify this association, we correlate HES2 expression with CD44 expres-

sion, as a marker of stem cells.45 As can be seen in Figure 5, we observe a significant

correlation in BaSq and LumP subtypes, the two subtypes in which HES2 is not

deregulated. Literature around HES2 and the family of genes HES it belongs to is



12 M. Champion, J. Chiquet, P. Neuvial, M. Elati, F. Radvanyi, E. Birmelé

quite limited but this result suggests that there is a close relation between stem

cells and HES2 and that this relation is broken by deregulations in specific bladder

cancer subtypes.

BaSq
Corr = 0.35
p-value = 10-6

LumNS LumP

H
ES

2 
ex

pr
es

sio
n

H
ES

2 
ex

pr
es
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n

CD44 expression

LumU NE-like Stroma-rich

CD44 expression CD44 expression

Corr = 0.11
p-value = 0.43

Corr = 0.22
p-value = 0.32

Corr = -0.75
p-value = 0.09

Corr = 0.39
p-value = 10-6

Corr = 0.07
p-value = 0.63

Fig. 5: Correlations between HES2 expression and CD44 expression, a biomarker of

stem cells for all bladder cancer subtypes.

In summary, the procedure we developped provides a computational method

for the identification of genes which are involved in hallmark cancer pathways. It

captures other information than differential expression and copy number variation

analysis to point to deregulated mechanisms in specific cancer subtypes. The present

study emphasizes the importance of the two transcription factors SPOCD1 and

HES2, whose roles have to be investigated deeper.
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Torrcuadrada JL, Grivas D, Luis de la Pompa J, Valencia A, Paramio JM, Real FX,
Serrano M, NOTCH pathway inactivation promotes bladder cancer progression, J Clin
Invest 125(2):824–830, 2015.

29. van der Heijden AG, Mengual L, Lozano JJ, Ingelmo-Torres M, Ribal MJ, Fernández
PL, Oosterwijk E, Schalken JA, Alcaraz A, Witjes JA, A five-gene expression signature
to predict progression in T1G3 bladder cancer, Eur J cancer 64:127–136, 2016.

30. Thu KL, Becker-Santos DD, Radulovich N, Pikor LA, Lam WL, Tsao M, SOX15
and other SOX family members are important mediators of tumorigenesis in multiple
cancer types, Oncoscience 1(5):326–335, 2014.

31. Mistry DS, Chen Y, Wang Y, Sen GL, SNAI2 controls the undifferentiated state of
human epidermal progenitor cells, Stem Cells 32(12):3209–3218, 2014.

32. Dhawan D, Paoloni M, Shukradas S, Choudhury DR, Craig BA, Ramos-Vara JA,
Hahn N, Bonney PL, Khanna C, Knapp W Deborah, Comparative gene expression
analyses identify luminal and basal subtypes of canine invasive urothelial carcinoma
that mimic patterns in human invasive bladder cancer, PLoS One 10(9):e0136688,
2015.

33. Abrahams A, Parker M, Prince S, The T-box transcription factor Tbx2: Its role in
development and possible implication in cancer, IUBMB Life 62(2):92–102, 2010.

34. Choi W, Porten S, Kim S, Willis D, Plimack ER, Hoffman-Censits J, Roth B, Cheng T,
Tran M, I-Ling L, Melquist J, Bondaruk J, Majewski T, Zhang S, Pretzsch S, Baggerly
K, Siefker-Radtke A, Czerniak B, Dinney CP, LcConkey DJ, Identification of basal
and luminal subtypes of muscle-invasive bladder cancer with different sensitivities to
frontline chemotherapy, Cancer cell 25(2):152–165, 2014.

35. Santarius T, Shipley J, Brewer D, Stratton M, Cooper C, A census of amplified and
overexpressed human cancer genes, Nat Rev Cancer 10(1):59–64, 2010.

36. Mermel C, Schumacher S, Hill B, Meyerson M, Beroukhim R, Getz G, GISTIC2.0
facilitates sensitive and confident localization of the targets of focal somatic copy-
number alteration in human cancers, Genome Biol 12(4):R41, 2011.

37. Luk IY, Reehorst CM, Mariadason JM, ELF3, ELF5, EHF and SPDEF transcription
factors in tissue homeostasis and cancer, Molecules 23(9):2191, 2018.

38. Nordentoft I, Lamy P, Birkenkamp-Demtröder K, Shumansky K, Vang S, Hornshøj H,
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