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Abstract. Analyzing evaluation results of usability and user experience
studies has its limitations when it comes to personalized user interfaces,
highly complex and connected systems, or internationally used services
involving millions of users. To support the analysis of the evaluation
results of usability and user experience, a task-based evaluation app-
roach is proposed. This approach uses multiple visualization views to
support the analysis of evaluation results. The visualization offers dif-
ferent temporal views ranging from individual to more cumulative data
views in order to combine results from evaluations and task models. The
applicability of this approach is presented on a simple but demonstrative
case study from television and entertainment.

Keywords: Visualization - User experience - Usability - Task
modelling - Evaluation - User studies

1 Introduction

Traditional approaches, processes, and methods of user-centered design and
development have recently been challenged by a variety of technological shifts
and changes in users’ behaviors and expectations. The introduction and usage
of artificial intelligence (AI) technologies, the challenges of the internet of things
with its plethora of connected devices, and the phenomena of internet-based ser-
vices and companies with millions of users push these methods, processes, and
approaches to their boundaries. Especially when it comes to usability and user
experience (UX) evaluation.

While evaluation methods have partly evolved and changed, some main chal-
lenges remain. It is unclear how to evaluate and deal with systems where every
individual user will get a personalized recommendation that evolves each time
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another user is interacting with the system (cf. [27]). Due to such personal-
ized recommendations every experience for one user will be different, leading to
incomparable different user experiences for a user and between users in terms of
evaluation findings.

The challenge when performing an evaluation related to connected devices,
like in a household today, is the multitude and plethora of available devices and
services that people use (alongside the product that might be available) making
it difficult to understand the technological context of usage that can affect the
outcomes of the evaluation. When looking at web services and companies like
Facebook, the number of evaluation participants must be extremely high to
represent characteristics of the world-wide user base. This brings the challenge
of comparing millions of data points and the key question is how to make such
data points comparable, when the same or similar user activities are performed.

Finally, research in human-computer interaction (and other domains such
as software engineering) faces the same challenges when it comes to research
evaluation methods. It becomes more and more difficult to make sense of gath-
ered data, as the contextual information when it was gathered is merely not
recorded /represented. And it is challenging to compare evaluation data that
was gathered over time or in different studies. When it comes to empirical and
artefact research contributions, evaluation methods [15] have to be adapted.

A common problem of these challenges is the non-comparability of the results
for different user experiences when performing the same activity (within user)
and for different user experiences (between users). Key challenge is the miss-
ing ability to understand what people have been doing and which task or tasks
people were performing, and how this relates to the evaluation data that was
gathered. The proposed approach to address these challenges is to design visual-
ization techniques for evaluation data in order to support evaluators’ activities.
More precisely, these techniques enable to (a) compare unique personal user
experiences for a user or between users, (b) understand the impact of contex-
tual influences on the evaluation data, (c¢) compare evaluation data over longer
periods of time or time spans — or over different user studies, and (d) compare
multiple software qualities like usability and UX and their effects on one another.

More precisely, we developed a novel visualization approach that supports
evaluators (when conducting evaluations) that use as a basis user activities that
can at least be loosely described. This includes usability and UX studies or tests
and experiments with given user activities the participants have to perform. The
visualization approach is combined with a task-based evaluation approach using
task models as key component for extracting scenarios for experiments and for
presenting evaluation results. As task models are able to cope with complex
work, the approach is intended for large-scale and complex interactive systems
such as command and control systems.

2 Related Work

Evaluation methods and research evaluation methods in human computer inter-
action focusing on usability and user experience can be classified in (a) methods



involving users such as observations, field studies, surveys, usability studies,
interviews or focus groups [15], (b) methods performed by experts, and (c) auto-
mated methods [2]. Today evaluations, like user studies, are performed either
in person (in the laboratory or in the field) or remotely (asynchronous or syn-
chronous; independently by the users including users self-observations or guided
by evaluators;...) [14].

When it comes to research focusing on UX and trying to understand UX, a
broad range of evaluation methods has been developed, adapted, and adopted
[29] to address the temporal aspect of UX, typically classified as before, during,
and after interaction with a product, as well as the overall episodic UX.

Performing a usability or UX evaluation involving users requires activities
beyond conducting the study per se [15]. Evaluation starts with the identifica-
tion of evaluation goals and the selection (or even adaptation or development)
of a set of evaluation methods. This is followed by the preparation of the nec-
essary material, like usability study protocols or guidelines that will be used to
perform the study, recruiting and selection of participants, and pre-testing of
the evaluation methods. After conducting the study, various other tasks such as
data collection and data pre-processing and the analysis of data are performed.
Key to every evaluation is the interpretation of the data and what the evaluation
results mean for the iterative (re-) design of the system and the required changes
to the software or product. As Bernhaupt et al. [2] indicated, this step typically
fails in many projects.

Limitations of current methods in usability and UX evaluation and research
are [14,15]:

— missing validation of results (typically evaluation studies are not re-done in
research nor confirmed when applied in industry)

— sharing of evaluation results between researchers or beyond

— analysis phase of results, not done in relation with activities or tasks, influ-
ences of context (temporal, physical, social, technological, and societal), abil-
ity to analyze cross-over studies

— support for long-term studies or comparison of studies.

2.1 Task Driven User Interface Design and Evaluation

User tasks are analyzed since the early phases of the design of interactive systems
and their analysis provides support to various stages of User-Centered Design
and of interactive system development, from first prototype assessment to inter-
active system deployment. Beyond the identification and description of required
functions for an interactive system [10,23], this includes the identification and
description of knowledge required to perform a task [6,13,18,26], as well as differ-
ent roles users can have in groupware systems [24,31], and how users collaborate
[24,31]. Central for understanding evaluation results is the understanding of the
application domain [22], the ability to produce scenarios for user evaluation [33],
and the identification and generation of models describing user errors [8].



PRENTAM is a process model describing how to integrate usability and
UX evaluation results into task models [4]. Key for such an approach is the
integration of functionalities like data import and export alongside the ability
to report evaluation data alongside the task models [3].

2.2 Visualization as a Tool for Evaluation

Especially for the evaluation of complex environments such as games [32], visu-
alizations have become a vital aspect for the interpretation of user behaviour
and subsequent reporting thereof. For instance, heat maps and gaze plots have
also become popular in gaze-based usability evaluation [9] of not only games
but also websites and applications. These visualizations are, however, usually
tailored towards specific analysis goals and the virtual environment itself can be
used as reference for the visualization. Many evaluations, however, take a more
abstract, task-based, perspective where usability and UX measures are evaluated
over time. In this regard, several existing tools aim to support the design and
implementation of experiments.

The Touchstone?2 tool aims to facilitate the exploration of alternative sam-
ple sizes and counterbalancing strategies for experiment design. It provides sup-
port to weigh the cost of additional participants against the benefit of detecting
smaller effects [7]. It is hence focused on the statistical settings of experiments. It
provides support for visualizing the possible combinations of devices and inter-
action techniques but does not provide support for visualizing the results of the
experiment itself. NexP [20] aims to facilitate the preparation and implemen-
tation of experimentation for persons with limited knowledge in experimental
design. The results of the experiment are collected by a running platform and
are saved in csv files. However, it does not provide support for visualizing the
results. These tools were demonstrated with examples of measuring temporal
performance and motor accuracy, they thus focus on usability measures and do
not provide explicit support for dealing with UX measures.

What is currently missing in evaluation as well as task modeling tools is
the ability to combine both worlds. Such a combination would allow to present
evaluation data in the task, to provide the possibility to visualize data, and
to support the analysis of evaluation results with values, depictions, or visual-
izations beyond basic statistical values (such as average time spent on a task

3])-

3 Task-Based Evaluation of Interactive Systems

3.1 Problem Description and Background

Task-based evaluation of usability and UX as key software qualities involves
several components. First, the user activity has to be analyzed, described in
terms of goals to reach, and tasks to be performed in order to reach those goals.
Often, these tasks are described, in its simplest form as free text or using Excel



files ending up in long lists of activities. As pointed out by Peter Johnson in his
keynote at TAMODIA 2004 [12] starting with: “What is the point of modelling
anything. .. ”, for complex systems, it is advisable to use dedicated software
tools for task modelling in order to deal with large and complex task models.
The detail of the task model typically is heavily influenced by the expressive
power of the tool.

Usability and UX as key software qualities benefit differently from a task-
based evaluation approach. Usability evaluation is still in the majority of cases
performed as a laboratory study, often only once within the overall user-centered
development process. One of the reasons might be that usability, as a quality, is
seen as rather static (after a training/learning period) and not easily influenced
by small changes in the work environment. On the contrary, user experience is
diverse along several dimensions:

1. temporal aspect: UX is changing over time, the user experience before, during,
and after the interaction with a product and the cumulative user experience
need different measures over time. This results in the need for a tool that
allows to show these different measures in one place and to enable the under-
standing of influencing factors like contextual changes during the analysis.

2. multi-dimensional: UX per se is multi-faceted and typically a construct of
different dimensions [25] that are evaluated, thus the (sub-) dimensions of
UX have to be visualized and made accessible during the analysis phase in
‘one image’.

3. inter-dependability: The interplay between usability and UX (and other soft-
ware qualities) is dynamic and complex. To enable improved evaluation
results, the comparison of usability and UX must be supported by such a
system, as well as the investigation how different software qualities impact
each other.

In the following we use UX as a more general term for all possible software
qualities that can be evaluated, including usability.

To enable task-based evaluation of usability and UX a system must support
the above mentioned aspects. To accomplish this it is necessary to have task rep-
resentations and task models that support user studies, providing the ability not
only to describe tasks, but also to define scenarios. Scenarios represent activities
that users perform when conducting standard usability evaluation studies. Key
for the success of such a system is the degree to which the task model notation
and the support tool are able to represent and store evaluation results from user
activities.

The central problem is how to help evaluators make the most out of eval-
uation results. Our proposed solution is the combination of task models that
incorporate scenarios to represent user activities performed with a system and
to visualize the usability and UX evaluation results accordingly. The goal is to
solve and support evaluators when they face the challenge of comparability of
personalized user interfaces, when the technological usage context is difficult to
describe, as well as when large amounts of data points have to be compared.



3.2 Tasks Representation and Task Models to Support User Studies

Task modelling and task models support task analysis activities and are a means
to represent the outcomes of the task analysis. Task models consist of an abstract
description of user activities structured in terms of goals, sub-goals, and actions
[22]. The models that result from task analysis will differ according to the fea-
tures of the selected modelling language or notation. These modelling differences
are likely to illuminate (or suppress) different aspects of the interaction. It is,
therefore, important to choose the most suitable task modelling technique, i.e.
the notation with the most suitable expressiveness, which highlights the aspects
that are relevant to the goals of the analysis.

As highlighted in Bernhaupt et al. [4], task analysis and modelling provides
support to check for completeness of the sets of tasks used for user studies. More-
over, if the task modelling notation is exhaustive enough, it provides support to
identify the types of data that has to be collected (e.g., motor/reaction time to
be monitored, input data to be recorded in the system,...). Bernhaupt et al. [4]
also show that task models can be used to record the results of user evaluation
to inform re-design.

3.3 Scenarios

As defined by Rosson and Carroll [28], scenarios “consist of a setting, or situation
state, one or more actors with personal motivations, knowledge, and capabilities,
and various tools and objects that the actors encounter and manipulate. The sce-
nario describes a sequence of actions and events that lead to an outcome. These
actions and events are related in a usage context that includes the goals, plans,
and reactions of the people taking part in the episode”. The main differences
between scenarios and task models are that scenarios contain concrete data (e.g.,
user name and characteristics) whereas task models are abstract. A scenario is a
sequence of actions (like a story line) whereas task models are hierarchical (from
more abstract to more concrete) and can describe several possible actions for
the user in different temporal orders. At last, scenarios may be borderline (e.g.,
represent cases at the limit) whereas task models are mainline as they represent
the standard, usual, and prescribed activities.

Although they differ, task models and scenarios are complementary. Scenarios
can be produced by the execution of task models [21] and they are also a means
to verify task models. Most of the task modelling tools provide a simulator
which allows to analyze the possible sequences of actions for a task model. These
possible sequences can be recorded as scenarios. Scenarios produced from task
models can be used as input for driving the execution of the system [21] and the
execution of training sessions [19]. They can also be used as input to prepare
empirical studies [33], as it is the case in this paper. Furthermore, when tool-
supported, task models can also provide support to produce scenarios that will
be used for conducting the study and in which the various types of measures
will be recorded (according to the type of task) [3].



3.4 Importance of the Expressiveness of Modeling Notation
and Tool

The systematic identification of possible user actions and the analysis of effects
of the study setup on user tasks requires to exhaustively and precisely describe:

1. user actions and their type (e.g., perceptive, motor, cognitive) in order to
identify where a usability or UX issue can come from,

2. their temporal ordering and/or temporal constraints to compare the impact
of the possible temporal ordering of user actions on usability and UX,

3. the information, knowledge and devices being manipulated during these
actions in order to identify the information, knowledge, and devices required
to perform the evaluation, as well as to compare the impact of the possible
alternatives on usability and on UX.

4 The Visualization Approach

To enable the usage of task models and support a systemic view on the design and
development of interactive systems, we used the previously defined PRENTAM
model to integrate usability study results into task models [4]. The HAMSTERS-
XL notation [17] embeds all these elements that are important to support user
evaluation. We complement the tool HAMSTERS-XLE with a novel visualization
approach.

The visualization was built with the overarching goal to support evaluation
by visually highlighting potential issues and to inform redesign of the evaluated
system. To support this, the visualization addresses the following three sub-goals:

1. provide an overview of temporal aspects of UX and usability for scenario-
based evaluations

2. allow to compare different conditions (e.g., design variants) and scenarios
against each other

3. provide a summary of UX/usability measures while also allowing to view
details with regard to individual users and the underlying task model

To help assist with evaluating UX and usability based on task models of user
activity and the above mentioned goals we devised an interactive visualiza-
tion consisting of three different views. The main view provides an aggregated
overview of all the collected UX data across multiple scenarios and conditions
over time (Goal 1 and 2). This view also acts as a hub to add views of more
detailed data for selected scenarios and conditions (thus following the estab-
lished visual information seeking mantra Quwerview first, zoom and filter, then
details-on-demand postulated by Shneiderman [30]). These views — supporting
Goal 3 — provide a) an aggregated summary of user-selected UX measures on a
per-activity basis and b) an overview of individual activity-execution times and
UX measures for each participant, and c) also allow to visually compare results
across conditions and scenarios. All views offer tooltips showing detailed data
of the color-coded measures. In the following, these views will be explained in
detail. Views can be combined freely to match analysis goals and preferences of
the user.
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Fig. 1. Overview: Columns represent different scenarios while rows indicate different
conditions for the individual scenarios. The visualization follows the UX owver time
concept, covering anticipated, momentary, episodic, and cumulative UX. Colors reflect
the values of the UX values (in this case a red-to-green gradient was chosen). (Color
figure online)

4.1 Overview

The overview, as illustrated in Fig. 1, follows the UX over Time [16,29] scheme,
showing from left to right, the anticipated UX, momentary and episodic UX
for different scenarios, and finally cumulative (or sometimes also referred to as
remembered) UX across all scenarios.

Each UX measure is represented using a block. For instance, anticipated UX
could be measured using five seconds UX impressions in interviews, while stan-
dard questionnaires like the SUS [5] or AttrakDiff [11] can be used to assess
episodic or cumulative UX. Momentary UX could be assessed through metrics
such as time taken, ease of use, or aesthetic appeal. Except in case of momen-
tary UX, these blocks are also color-coded to ease comparison of the measures.
The color scheme can be defined for each UX measure separately, for example,
a unipolar color gradient for a unipolar scale such as the SUS can be used or a
bipolar color scheme for diverging measures such as the AttrakDiff. The momen-
tary UX block contains a box plot to offer more details about the distribution
of a selected metric at a glance.

In terms of overall layout, the overview follows a grid-based approach with
rows representing different conditions and columns representing the scenarios.
This can either be different scenarios or the same scenario at different points in
time. In the latter case, these are sorted based on recency with the most recent
one depicted in the right-most column to reflect the progression over time.

4.2 Aggregated User Activity View

This view (see Fig.2) depicts the activities in a simplified tree structure, with
the different activities represented as color-coded blocks, where the color indi-
cates the mean of a momentary UX measure (e.g., average time or average diffi-
culty rating). Multiple trees can be viewed side-by-side to allow for comparisons
between different conditions or between scenarios (useful, for instance, when the
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Fig. 2. Aggregated User Activity View: This view provides on overview of UX mea-
sures (here time needed: min "M max) for the different activities performed within
a scenario. Multiple trees can be visualized side-by-side to ease comparisons across
different conditions. (Color figure online)
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Fig. 3. Individual User View: Visualization of activity times together with UX mea-
sures such as SUS or AttrakDiff on a per-user basis for a selected scenario and con-
dition. Colors indicate the number of tasks within an activity (in this particular case:
1 "Ml 4). (Color figure online)

same scenario has been assessed at multiple points in time). Figure 2 illustrates
this concept by comparing two different conditions. Assuming the colors encode
time, with more reddish values indicating higher required times, one can see that
Activity A on overall required more time in Condition 1 than in Condition 2,
which is mainly caused by the sub-activities Co and C3 within Activity C.

4.3 Individual User View

In order to allow the evaluator to inspect individual participant data in more
detail, this view summarizes activity execution order on a per-user basis (cf.
Fig.3). Each row represents a single user and each block represents a single
activity with the color indicating the number of tasks within it. The width of
each block indicates the time the user has needed to perform the respective
activity. The color-coded blocks to the right indicate the different episodic UX
values as provided by the user. For example, in the example in Fig. 3 the first user
took a comparatively very long time for the first activity (dark blue) compared
to the others which may explain the lower UX ratings (red blocks). The last user
— User X, to give another example, required a comparatively long time for the
third activity which only includes one task, indicating potential struggles. As is
the case with the Aggregated User Activity View, the data of multiple conditions
and/or scenarios can be represented side-by-side to help with comparisons.



5 Case Study

As case study, we opted to use Netflix and compare different scenarios on two
different conditions (PC and Smartphone). In the following we will first present
the task models of the case study, explain the data collection procedure, and
finally present how the collected data can be analyzed with the visualization
outlined above.

5.1 Tasks Models and Relation to Task-Based Evaluation

As explained earlier, we used the HAMSTERS-XLE environment [17] to model
the main tasks that users have to perform in order to consume content with
Netfliz. Figure4 shows the main user tasks to perform in order to reach the
goal “Consume content on Netflix” (located at the top of the task model). As
the name indicates, it corresponds to a broad and loosely defined activity the
user wants to perform. That task model must be read as follows: The user
first opens Netflix and log-in into the service. Opening Netflix and log-in are
interactive tasks, as indicated by the symbol for an interactive input/output
tasks on the left-hand side of Fig.4. Then, the main sub-goal of the user is to
consume movies or content, this can be repetitive (indicated by a blue repetition
arrow on the task symbol), until the user decides to quit Netflix (represented with
the temporal ordering operator DISABLE, labelled “[>" upon the interactive
input task “Leave Netflix”).

The “Consume content” sub-goal is decomposed into several tasks described
at the bottom of the task model (read from left to right). First, the Netflix
application filters content and then processes the profile of the user. This is rep-
resented as tasks from the system labelled “Filter content” and “Process profile”.
Then it displays the welcome page (interactive output task named “Display a
welcome (landing) page”). Then, the user can choose (represented by the tempo-
ral ordering operator OR labelled “[]”) to select either content from the current
Top 10 (abstract task named “Select a content from the Top 10”) or to search
for content (abstract task named “Search for content”). The detailed actions for
the sub-goals “Select a content from the Top 10” and “Search for content” are
presented in Fig. 5.

What is important is to understand the expressiveness of the task model
notation, as this lays the basis to understand and interpret related evaluation
results. Activities such as the sub-goal “Select a content from the Top 10" are
represented as an abstract task. Such an abstract task allows, during the inter-
pretation of the evaluation tasks, to look at summative values like task times or
overall ratings on user experience like aesthetics values, to understand how users
in general perform selection.

These abstract tasks can then be refined (if needed) into concrete tasks.
Indeed, Fig.5 (left-hand side) shows that “Select a content from Top 10”7 is
decomposed into three actions that happen sequentially (represented by the tem-
poral ordering operator SEQUENCE;, labelled “>>"): “go to the Top 10” (inter-
active input/output task), “select a number” (interactive input task) and “go
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Fig. 4. Overview of the task model describing user actions to consume content. (Color
figure online)

to the detail page” (interactive input/output task). The interactive input task
“Select a number” modifies the value of the software object labelled “selected
content” (represented by an orange rectangle with an incoming arrow from the
“Select a number” interactive input task). This representation allows, for exam-
ple, to investigate if any latency of the system in value modification or represen-
tation has an impact on the evaluation results.

The sub-goal “Search for content” (represented with an abstract task) is also
decomposed into a sequence (“>>") of two abstract tasks: “Use search function”
and “Select target content”. The “Use search function” abstract task is refined
into the following sequence of tasks: “Locate search function” perceptive task,
”Enter in search field” interactive input/output task, “Type the first characters”
interactive input/output task (which modifies the content of the software object
“characters”), and “Search content which name starts with input characters”
system task (which uses the value of the software object “characters” and mod-
ifies the value of the software object “List of movies starting with characters”).
This task is performed by Netflix and returns a list of movies matching the filter
defined by the user while typing characters.

Computing the number of interactive tasks supports the evaluator to under-
stand the quantity of interaction that the users will have to perform with the
system (Netflix) before being able to watch the desired content.

In the task models of Fig.4 and Fig. 5 we have not represented (due to space
constraints) the cognitive activities of users. However, in this case, looking at
cognitive activities can help the evaluator understand how long people on average
need to decide, but more importantly how quick (minimum time) or how long
(maximum time) users take to make up their mind. Such details can be important
when redesigning the system to enhance user experience and, in this case, the
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Fig. 5. Focus on the sub-goals “Select a content from the Top 10” and “Search for
content” of the task model “Consume content on Netflix”. (Color figure online)

long term perception of the user to, for example, “never find the right content
for me”.

The “Select target content” abstract task is refined into the following
sequence of tasks: “Display available contents” interactive output task (which
uses the value of the software object “List of movies starting with characters”),
“Browse contents” interactive input/output task, and ”Select content and dis-
play details” interactive input/output task (which modifies the value of the soft-
ware object “selected content”).
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Fig. 6. Focus on the sub-goals “Watch trailer” and “Watch content” of the task model
“Consume content on Netflix”.



The detailed actions for the sub-goals “Watch trailer” and “Watch content”
are presented in Fig. 6. The abstract tasks “Watch trailer” and “Watch content”
are optional (represented by the blue arrows symbol in the upper right corner
of the task), meaning that the user may or may not perform these tasks.

For the evaluation, basic statistics such as which percentage of users per-
formed which activity can be insightful to decide if further data analysis on
usage statistics would be beneficial for understanding the evaluation results. An
example could be that a very low number of people are not watching the content
once they engage with the trailer, or vice versa.

The abstract task “Watch trailer” is refined into the following sequence of
tasks: “Start trailer lecture” interactive input task (which is optional as the
system may directly play the trailer), “Play trailer” system task, “Watch the
trailer” interactive output task, and “Add to my list” interactive input/output
task (which is optional). Here a comparison if asking the user to engage in an
activity is beneficial compared to the automation (trailer starts directly) can be
insightful for the evaluation. Especially when user interfaces on different devices
show different behaviors such comparisons can be helpful to understand the effect
of automation on user experience aspects, for instance, users’ perception of the
ability to control the user interface.

The abstract task “Watch content” is refined into the following sequence of
tasks: “Start the content” interactive input task, “Play content” system task and
then, the execution of tasks that occur concurrently (represented by the temporal
ordering operator CONCURRENCY, labelled “|||”), “Watch content” interac-
tive output task and “Manage lecture of content” abstract task. The “Manage
lecture of content” abstract task is optional. It is further broken down into
the following sequence of tasks: “Advance to 60 min”, “Pause”, and “Resume”,
with all of them being interactive input tasks. The concurrent execution of the
“Watch content” and “Manage lecture of content” tasks stops (represented with
the temporal ordering operator DISABLE, labelled “[>”) when the user per-
forms the “Watch the last minute” interactive input/output task or (represented
with the temporal ordering operator OR, labelled “[|”) the “Stop” interactive
input task. Then (represented by the temporal ordering operator SEQUENCE,
labelled “>>"), the user can “Rank it thumb up” (interactive input/output task)
or (represented with the temporal ordering operator OR, labelled “[|”) “Rank it
thumb down” (interactive input/output task). In the evaluation activity of such
media browsing activities, the representation of data beyond the visualization
might be beneficial, as it can show the relationship between user behaviors, like
overshooting the video, repetitive presses when users are impatient with a slowly
reacting system, etc.

For evaluation comparison between two different systems, the ability to
instantiate different task models is important. The “Consume content on Net-
flix” task model, for example, is once instantiated for the personal computer and
once for the smartphone. This instantiation aims at exhaustively representing
which user action can be performed on each specific device. Figure 7 and Fig. 8
present excerpts of the “Consume content on Netflix” task model instantiated



for the task to be performed with a Personal Computer (PC) and with a Smart-
phone. In this task model, we see that interactive tasks are connected to devices.
For example, the interactive input/output task “Go to the Top 10” requires the
use of the output device display (represented with a stroke between the task
and the blue rectangle labelled “out D: Display”) and of the input device mouse
(represented with a stroke between the task and the blue rectangle labelled “in
D: Mouse”). For the evaluation such indicated connections can allow the inves-
tigation of special cases, for example, by taking into account logging of system
data like mouse movements and which device is used for which task.
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5.2 Scenarios of the Case Study

Once the user tasks are described, we produce the scenarios that are required
for the user study. For that purpose, we use the HAMSTERS-XLE simulator to
execute the task model and generate several possible scenarios for the study. An
example of output of such a simulation is the scenario presented in Fig.9. This
scenario contains a sequence of actions that the user has to perform to watch
the 7th item of the Top 10 list of content on Netflix.

For each generated scenario, we identify the actions for which the time should
be measured during the study. In Fig.9, they are represented with the black
heptagons labelled “T1”7, “T2”, “T3”, and “T4”. A scenario that is selected
to be performed during the study is modified to remove the description of the
system tasks (e.g., system task labelled “3-Process profile” in Fig.9) from the
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Fig. 9. Scenario “Watch number 7 of Top 10” produced using the task model simulator.

sequence of tasks. The final sequence of task we refer to as user activity as it
contains only the actions that will be concretely performed by the user.

5.3 Data Collection

A remote user study was conducted to collect data for our case study. For
that purpose, we prepared a guide for users how to perform such a remote
study themselves, including descriptions of the activities to be performed, i.e.
it included step-by-step instruction to be followed by the participants. Each
step was linked with usability and user experience measures participants had
to report as detailed in the following. Participants were also instructed to self-
record themselves while performing the scenarios and extract the timings for
different activities from it. In addition to the time taken for the different activ-
ities, participants had to report the following for each scenario: perceived dif-
ficulty of the scenario on a 5-point scale (1 = wvery easy to 5 = very difficult);
aesthetic appearance of the interface, also on a 5-point scale (1 = very beautiful
to 5 = wvery displeasing). Before commencing the scenarios, participants had to
rate their anticipated UX on a scale from 0 (worst experience in your life) to
100 (heavenly experience). Once they were finished with all tasks, a SUS and
AttrakDiff were used to measure cumulative UX. Participants were provided
with a spreadsheet which they had to fill-in with the above mentioned requested
data. The returned spreadsheets were checked for mistakes before processing
them further.

Participants where free to choose one of two conditions (PC or Smartphone).
Of the ten complete responses we received, seven performed the scenarios on a
PC. These were imported into the visualization with exemplary results shown
in Fig. 10.



5.4 The Visualization Approach Applied to the Use Case

Let us assume we are interested in getting an overview of how the different
scenarios compare across the PC and Smartphone Netfliz application. We thus
take a look at the overview representation (Fig. 10, top) and can see that the
aesthetics (A, @) on the smartphone were rated lower for each of the three
scenarios it was assessed (more reddish values). In case of difficulty (D, @) there
are no pronounced differences, except for the login which was rated to be easier
on the PC, and which also shows in the much lower time needed for completing
the activity. Generally, the scenarios were faster to solve on the PC than on
the smartphone, where the times needed also exhibit more variation (box plots,
0). We can also immediately see that users expect the same, rather high, user
experience on both devices (dark green boxes, ®). Cumulative UX measures
were similar in general, suggesting that overall users had the same experience on
both devices. However, the hedonic quality stimulation subscale of the AttrakDiff
scored lower on the smartphone @.

Next, we are interested in taking a closer look at individual user experience
and thus add the individual user views for each scenario (except the first, which
only consisted of a single activity) and condition and arrange them like shown
in Fig. 10 (middle). For instance, in case of the “Watch Number 7”7 scenario we
can witness that users on the smartphone needed almost the same time for the
“go to the details page and watch the trailer” activity (2nd to last box, @) while
on the PC the timings are more varied. Its also apparent that one PC user was
extremely fast (fourth user from the top) which could have been an expert user
(or due to the user reporting wrong values). Lower timings in the other two
scenarios confirm this impression to some extent. We can also notice that the
time needed to complete the scenario was not necessarily a decisive factor for
the perceived difficulty, with some people rating it more difficult while taking
less time than others ®. As another example, consider the individual timings
for the “Watch Trailer” scenario where PC users usually required less time than
smartphone users, except two. Of these two the first @ required relatively long
for logging into Netflix (first box) and selecting the series (fourth box), pointing
to some potential struggles of the user with navigating within Netflix. The other
® mainly did watch the trailer for a longer period of time (second to last box).

Suppose we would like to investigate overall differences in time needed for
the different conditions in more detail. We thus add the Aggregated User Activity
View for the “Watch Trailer” scenario for both the PC and smartphone and
arrange them side-by-side (Fig. 10, bottom). Please note, that the color-coding
is not based on individual trees but based on all displayed activity trees and
thus can also be compared across them. For instance, we can observe that on
average the whole scenario took longer to complete on the PC. However, it is
also noticeable that users on the smartphone required longer to log into Netflix
than PC users @. Searching for content (including the two sub-activities “locate
search function” and “Type HYM”) took about the some time in both conditions.
Other noticeable differences arise for the “Watch Trailer” part of the scenario.
Users on the smartphone spent more time on this activity, but this was not
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Fig. 10. Results of the evaluation visualized using the proposed approach. Overview (top) with added detail views of individual user data
(middle) for all scenarios except the first and for both conditions. In addition, activity trees (bottom) for the “Watch Trailer” scenario
for both conditions were added. Anticipated UX and cumulative UX (SUS and AttrakDiff) values are encoded using a white-green
gradient ( ), episodic UX values in terms of difficulty (D) and attractiveness (A) with a green-red gradient (mmm ), with green
corresponding to ‘better’ values. Time, as shown in the activity trees, also uses a red-green gradient with 2.3 mwmmm 94.7s. Activities in
the individual user views are color-coded based on the number of contained tasks, with =1, m =2, and B =3. (Color figure online)



actually caused — as one might assume — by users requiring more time to select
the series and display the details but rather by users spending more time on
average to watch the trailer @.

6 Conclusion and Perspectives

A generic visualization approach for task-based evaluation is a first building
block for a more systemic view on interactive system development. Today it is
not enough any more to only look at the user(s)/system(s). Instead, we need
a view on how organizations and regulations change the requirements of such
systems and how the environment overall affects usability and UX (POISE model
1]).

The majority of systems developed today, has some form of task descrip-
tions or basic models describing user activities. The usage of detailed task
models is more common for large-scale systems that are either safety-critical
or economically-critical. Nevertheless, the task model approach combined with
this type of evaluation result visualization does not need detailed or elaborate
task models, but can also be performed with rather abstract models. The ability
to show evaluation data not only from generic to individual user activity and
their relation to the task model, but to also enable the presentation of differ-
ent software qualities in one visualization is a key advantage of this approach.
Especially with recent worldwide developments such an approach will also help
to support evaluation of societal impact (e.g., an evaluation of a tracking app
for diseases vs privacy). In terms of research the key advantage of this approach
is the ability to counteract the lack of longitudinal studies [15], by supporting
the comparison and visualization of data also over different studies (and years),
for example, by showing averaged usability scores for key activities.

Our proposed approach clearly has limitations and limits its functionality
on purpose. It is not intended to replace and support all activities during an
evaluation and excludes activities like recruiting processes for participants or
extensive data analysis (that can be ideally performed using standard statistics
programs). Nor is it intended for the ideation phase or early (sketch) design
phases, or artefact research where the task performed by users with the artefact
can not be foreseen.

We demonstrated the feasibility of the application of the visualization app-
roach through a use case of comparing UX of consuming content on Netfliz
for two different conditions (PC and Smartphone). In the future, this visualiza-
tion approach needs to be assessed with evaluators, who are the target users of
this approach, to ascertain its usefulness and efficiency for them. There are also
opportunities for future extensions to the visualization itself such as including
more ways to interact with the data (e.g., filtering of the data based on different
criteria) and representation of human errors made. Here, we also focused on the
visualization itself and less on the integration into an existing toolchain which
should deserve further attention as well.
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