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Abstract.
Multipath routing has been considered in the literature to provide bandwidth aggregation for high data rate applications. Because of the

phenomena of inter-path interference in wireless networks, the overall throughput is far from being the summation of the provided ones by
the different paths individually. One promising solution to this problem is to make use of interference aware metrics to build multiple paths
such that the inter-path interference is minimised. In this work, we are interested in assessing the impact of a set of interference aware metrics
on the performance of incremental multipath routing in Wireless Sensor Networks (WSN). Incremental multipath routing builds one path per
request/reply session and hence is more suitable to be combined to interference aware metrics. We review, implement and evaluate both active
and passive monitoring metrics and show that for constrained networks such as WSNs, the latter are more adapted. Additionally, we show that
within the passive monitoring metrics, the best one is not necessarily the most expensive to measure.

Keywords: Wireless Sensor Networks (WSN), Interference Aware Metrics, Multipath Routing Protocols

1. Introduction

Wireless Sensor Networks (WSN) are composed of low-cost sensor nodes characterised by their scarce resources
in terms of energy, bandwidth, processing and storage means. As a consequence, WSN applications were restricted
to those that generate low rate data. More recently, high data rate applications have emerged. They range from
monitoring and surveillance to wild-life tracking and telemedicine services [1]. Due to the scarce resources of
sensor nodes mainly and in particular to their low-rate radio modules, the available bandwidth is insufficient with
respect to the requirements of high data rate applications. Multipath routing has been considered in the literature
to provide bandwidth aggregation in the network. However, research results showed that the obtained bandwidth
when multiple routes are used is far from being he summation of those provided individually by each path. This
is due to the shared nature of the transmission medium where simultaneous use of adjacent routes especially for
high rates results in significant inter-path interference. This is referred to as the route coupling problem in the
literature and it affects seriously the capacity of wireless networks [2]. Efficient multipath routing protocols have
to be carefully designed where both inter-path and intra-path interference have to be minimised in order to increase
network throughput.

Solutions to the problem of interference based on special hardware support have been proposed by the research
community. They mainly include the use of, if available, directional antennas [3, 4] or multiple channels [5, 6].
Location information can also help building physically separated paths with low interference as proposed in [7, 8].
Even though these hardware-dependent solutions are efficient in producing non-interfering paths, they still require
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special hardware to be available. Moreover, localisation algorithms may incur significant overhead in terms of
computational and communication complexity. As for multichannel approach, the required channel scheduling
activities may introduce significant overhead that may exceed 200 µs on CC2420 chipcon [9] for instance. Due to
these issues, routing protocols that require special hardware support may not be cost-effective especially in dense
wireless sensor networks.

One promising approach to reduce interference without any special hardware support is the design of routing
protocols based on new metrics that consider the amount of interference that could be experienced by the routes to
build. Interference aware routing metrics have received a keen interest in the literature of wireless mesh networks.
ETX (Expected Transmission Count) [10], a popular one, characterises a link loss ratio by estimating the expected
number of transmissions, including retransmissions, required to successfully deliver a unicast packet. Its compu-
tation is based on the delivery ratio of probes sent on the forward and the reverse directions of a link. In order to
improve ETX metric, Expected Transmission Time (ETT) [11] considers the link data rate. Still, both ETX and
ETT do not consider explicitly the effects of intra-path and inter-path interference. Based on ETX and ETT, other
metrics have been proposed by the research community such as interference AWARE (iAWARE) and Interferer
Neighbours Count (INX) [12]. Periodic probes exchange in ETX based metrics introduce significant overhead that
limits the achievable throughput. As a result, passive monitoring metrics were developed such as Contention Aware
Transmission Time (CATT) [13] and Metric for INterference and channel Diversity (MIND) [14].

Regarding multipath routing, Wu et al. [15] introduced the correlation factor metric to measure the relative
degree of inter-path Independence. The correlation factor of two paths is defined as the number of links connecting
two paths to each other. A DSR [16] based interference aware multipath routing is proposed using this metric.
Node-disjoint paths with a small correlation factor are built while taking care of obtaining small length difference
between them. DCHT (Delay-Constrained High Throughput) [17] is another multipath routing protocol based on
EDGE [18] with application to video transport. In DCHT, paths construction is based on an improved method for
estimating aggregate ETX for a route such that the end-to-end throughput is increased and the delay minimised.

Incremental multipath approach had also been proposed in the literature to deal with the problem of inter-path
interference. An iterative path discovery is adopted where only one path is built at once [19, 20]. Any other path
is built by avoiding nodes surrounding already built ones in order to minimise their correlation. The iterative path
discovery can be performed along with an interference aware metric. In [21], an ETX based metric is employed.
Both proposals in [22] and [23] make use of a recovery tree combined to a path discovery using metrics that we
consider as derived from CATT. This is also the case of the proposed protocol in [24] which however does not rely
on a recovery tree.

In this paper, we assess the impact of using interference aware metrics on the performance of multipath routing
protocols. We target the iterative path discovery mechanism to build multiple paths that we believe more relevant
to WSN. On the one hand, it does not require neither special hardware support nor a pre-established recovery tree.
On the other hand, it allows to achieve low overhead in terms of control messages required to build paths as will
be shown in Section 5. In our previous work [25], we made a performance evaluation where only one interference
metric is considered. In this paper we focus on the impact of five other metrics on the performance of multipath
routing that adopts an incremental paths discovery. For the best of our knowledge, this is the first work that assesses
the impact of interference aware metrics of the performances of multipath routing protocols. Most of the cited work
compares either to a single path or to another multipath routing protocol that does not account for interference. For
instance, in [17], DCHT is compared to EDGE [18] and Directed Diffusion [26]. In [24], the proposed protocol is
compared to single path RPL [27] and LOADng [28]. Finally, IM2PR [22] is compared to EERP [29] and MSMRP
[30] that are not interference aware.

The paper is organised as follows. The related work is reviewed in Section 2. Afterwards, in Section 3, we
overview the interference aware metrics we chose to consider in our performance evaluation. Sections 4 describes
two generic multipath routing protocols, object of our study. Simulation results are discussed in Section 5 before
concluding the paper with some future directions.
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Interference Aware Multipath Routing in WSNs

Concurrent paths discovery

Wu et al. [15]
DCHT [17]
Zeghilet et al. [31]
CFMPR-M [32]

Iterative paths discovery

No metric used

MR2 [19]
I2MR [20]
IAMR [33]

Metric based

LIEMRO [21]
IMMR [23]
IM2PR [22]
NDM [24]

Figure 1. Summary of the overviewed interference aware multipath protocols

2. Related Work

Most of multipath protocols in the literature are on-demand reactive routing protocols. When a node (source)
has to send data but does not have route information to the sink, it broadcasts a route request message (RREQ)
toward the sink. Selected paths are sent by the sink back to the source using route reply messages (RREP). Inter-
ference aware multipath routing has generated a great deal of interest in the WSN research community. Minimum
interference can be achieved through the use of an interference aware metric. The adopted metric depends on paths
discovery mechanism which can be either concurrent or iterative (incremental). In concurrent multipath routing,
multiple paths are built using one request/reply session while in the incremental approach, only one path is built at
a time. Figure 1 summarises the interference aware multipath routing protocols detailed in what follows.

2.1. Interference Aware Concurrent Multipath Routing

One of the first proposed metrics to characterise inter-path interference in multipath routing is the route coupling
metric [34]. It describes the average number of nodes in a path that are blocked for receiving packets while a node
on another path is transmitting. However, to obtain paths with minimum interference, the network connectivity
graph has to be established which implies significant additional calculations especially in dense WSNs.

Wu et al. [15] introduced the correlation factor (CF) metric to measure the relative degree of inter-path Inde-
pendence. The correlation factor of two node-disjoint paths is defined as the number of the links connecting the
two paths. If there is no link between two node-disjoint paths, we say the two node-disjoint paths are unrelated. A
link (u, v) is said to be connecting two paths P1 and P2 if (u ∈ P1 and v ∈ P2) or (u ∈ P2 and v ∈ P1). The total
correlation factor of a set of multiple paths is defined as the sum of the correlation factor of each pair of paths. A
DSR [16] based interference aware multipath routing is proposed based on this metric. Node-disjoint paths with
a small correlation factor are built while taking care of getting small length difference between them. To compute
the correlation factor, each RREP message brings additionally neighbourhood information of the advertised route.

Piggybacking neighbourhood information is also adopted by Zeghilet et al. [31] where RREQ instead of RREP
messages are used. Based on neighbourhood information, the sink picks routes with the least common neighbours.
This allows avoiding nodes in the neighbourhood of a chosen path. The same mechanism is used in [32] while
the correlation issue is considered in a duty-cycled environment. An issue of this technique is that additional
data conveyed by control messages may produce large control overhead in dense networks. This is even more
exacerbated in [15] where path selection is done by the source.
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DCHT (Delay-Constrained High Throughput) [17] follows the basics of Directed Diffusion [26] with multipath
extension. Instead of pure delay, it introduces a path p cost metric Costp, the product of expected transmission
count (ETX) and delay to maximise the throughput and improve the delay performance :

Costp = ET Xα
p × Delayβ

α and β are non negative integers and ET Xp is computed using :

ET Xp = MaxN−3
i=0 (

i+2∑
j=i

ET X j)

where N is the number of hops in the path and ET X j is the ETX value of the jth hop. In [17], it is suggested to
compute ETX based on SNR (Signal to Noise Ratio) read from each exploratory packet at intermediate nodes. The
ETX of the three previous hops is considered to ensure intra-path interference. It is worth noting that the authors
do not provide the method to obtain SNR measures. Results show that DCHT applied to video streaming over
WSNs obtains higher throughput than its single path counterpart (EDGE [18]). However, there was no comparison
with another interference aware multipath routing protocol. One limitation of DCHT is that it considers more link
quality and focuses on intra-path rather than inter-path interference in multipath routing.

2.2. Interference Aware Incremental Multipath Routing

Iterative paths discovery allows obtaining low inter-path interference either by explicitly preventing nodes that
may interfere with an already built path from being considered in subsequent paths construction or by using an
adequate interference aware metric. In MR2 (Maximally Radio-disjoint multipath Routing) [19], neighbour nodes
of an already built path are put in a passive mode where the radio can be switched off. This is twofold : energy is
saved and interfering nodes are prevented from taking part in subsequent routes. Regarding interference awareness,
I2MR (Interference-minimised multipath routing) [20] adopts the same idea while assisted by location information
on the source and the destination nodes.

In order to consider the fact that interference range can reach twice the communication range [35], interference-
zone marking can be done up to two-hop neighbours of intermediate nodes of an already built route. IAMR (Inter-
ference aware multipath routing) [33] marks the shortest path nodes as well as its one-hop neighbours. Afterwards,
it builds two paths surrounding the marked zone. Note that two-hop neighbours marking may increase routes hop
count which may result in more losses and large buffer at the destination to reorder packets.

Based on ETX metric, LIEMRO (Low-Interference Energy-Efficient Multipath Routing Protocol) [21] makes
use of the iterative approach to build multiple routes. A source node starts to establish the first path by transmitting
an RREQ message towards the sink node. Whenever a node receives an RREQ packet, it computes the transmission
cost for every neighbouring node not included in any path from the source to the sink. The newly estimated
accumulated ETX cost is broadcast if it is lower than the current one. The cost update process is performed at
the initialisation phase and whenever a node obtains a new transmission cost to the sink. The active monitoring
required by ETX based metrics impacts the overall achieved throughput as will be shown in Section 5. Moreover,
the numerous updates may consume significant computation resources that are limited in sensor nodes.

Flowing packets overhearing mechanism is also adopted by IMMR (Interference-Minimised Multipath Routing)
[23]. IMMR is an interference aware extension of ZMTR [36], a multipath routing protocol targeted to ZigBee low-
rate networks. Routes are built incrementally based on a spanning tree rooted at the sink. The first one is the tree
path that follows the child-parent links toward the sink. Subsequent ones are selected based on a metric called
Interference Level (IL) estimated based on the overhearing of data packets that already circulate in the vicinity as
well as potential path explore messages. The source selects paths with the least IL when more than the required
number of paths are discovered. Simulation results show that IMMR achieves better performances with respect to
single and multipath routing without interference awareness.
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Following a similar approach, authors of [22] build a minimum cost recovery tree and propose Interference-
Minimised Multipath Routing Protocol (IM2PR). The recovery tree construction is based on a quality metric
estimated using beacon messages exchange at the initialisation phase. The first path construction is triggered by
an RREQ issued by the source toward the sink. A node is chosen to be in this path using a metric with two
components : a transmission cost to this node based on link quality and an energy cost based on the remaining
energy with respect to initial one. Subsequent paths are built by considering the interference level of the next
node. The interference level of node v is measured by how many neighbours of v are in the other active paths.
These neighbours are identified using similar mechanism used in IMMR and LIEMRO i.e. packets overhearing
exploitation. Paths in IM2PR are built one by one even if the discovery of a subsequent path can be done before the
previous path discovery is fully completed. Considering the fact that sensors have limited computation resources,
the numerous required updates of the different measures to estimate links quality as well as paths interference level
in IM2PR are resource consuming.

More recently, the work in [24] also adopted the iterative approach and proposed NDM (Neighbour-Disjoint
Multipath). Less interfering backup paths with respect to a primary path are built based on a combined metric
that includes hop count and correlation factor. The primary path that is the shortest (hop count) one between a
sensor and the sink is selected. Then a set of backup paths with nodes that are not a neighbour of any node of the
primary path except source or sink, are selected. NDM makes use of the RREQ/RREP messages of LOADng [28],
a lightweight AODV reactive routing protocol. Unicast and broadcast RREP messages are transmitted by the sink
and are sent one after another. Unicast RREP are processed as it would have been for a traditional AODV protocol.
When a broadcast RREP is received, the node checks if it is inside the primary path and then it it is a neighbour to
any node of the primary path. Accordingly, it updates the correlation and hop-count metrics. Only RREPs with a
better correlation metric or a lower hop-count in case of equal correlation parameter are broadcast.

At this stage, it is worth noting that all the above multipath routing protocols were evaluated and compared to a
single path and/or multipath routing without interference awareness.

3. interference aware Routing Metrics

In this section, we overview some of the interference aware routing metrics proposed in the literature. We suggest
to integrate these selected metrics to an incremental multipath protocol that will be presented in the following
Section. Building subsequent paths while others are in service allows to capture the potential interference level of
the former with respect to the latter by the interference aware metrics. The considered metrics are chosen based on
the following criteria. First, we consider a sensor network where each node is equipped with a radio that operates
using only one channel. In addition to the multi-channel cost, its integration, usually results in non isotonic metrics
[14, 37] which require employing a virtual network with isotonicity verified in order to be able to use Bellman-
Ford or Dijkstra’s algorithms. Therefore, if a metric includes a multi-channel component, this component will not
be considered in our study. Second, a selected metric has to be of a reasonable complexity to be suitable to WSN.
Finally, we selected metrics that are the most representative of those of the literature.

Overall, interference aware routing can be classified into two categories, namely active and passive monitoring
metrics. As opposed to the latter, the former require periodic probing messages to assess the amount of the potential
interference a link may experience.

3.1. Active Monitoring Metrics

In this section, we describe ETX metric in addition to two other ETX-based metrics iAWARE and INX.

3.1.1. ETX [10]
ETX (Expected Transmission Count) measures the link loss ratio using the expected number of transmissions,

counting retransmissions, needed to successfully receive a unicast packet through a link. The path metric is the
summation of each link ETX in the path and the one with the minimum metric value is selected. A node u computes
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the ETX of the link to a node v using the delivery ratio of probes sent on the forward (p f ) and reverse (pr) directions.
These delivery ratios are, respectively, the fraction of successfully received probes from u announced by v and the
fraction of successfully received probes from v, at the same period. The ETX of link l(u, v) is given by :

ET Xl =
1

p f × pr

ETX is bidirectional and appropriately handles asymmetry by incorporating loss ratios in both direction. Mea-
surements on a wireless test-bed show that ETX penalises routes with more hops which have lower throughput
due to interferences between different hops of the same path [10]. Although ETX does very well in homogeneous
environments, it does not perform well in environments with different data rates. This is due to the small size of
probes compared to typical data packets in addition to the fact that it does not consider the data rate at which
the packets are transmitted. Moreover, ETX does not capture the interference experienced by the links completely
since the periodic probes are sent at a slow interval (usually 1 sec) which does not reflect how busy a link is [37].

3.1.2. iAWARE [37]
The interference AWARE (iAWARE) routing metric has two components. The first component is based on the

physical interference model. It uses SNR (Signal to Noise Ratio) and SINR (Signal to Interference and Noise
Ratio) to continuously reproduce neighbouring interference variations. In the physical model, a communication
between nodes u and v on the link l(u, v) is successful if the SINR at the receiver v is above a certain threshold.
The second component exploits the channel diversity to find paths with least intra-flow interference. In this work,
we only consider the first component since in our network model, we assumed that only one channel is available.

iAWARE is also based on the Expected Transmission Time (ETT) metric [11] which estimates the time a data
packet requires to be transmitted successfully to each neighbour. It improves upon ETX by capturing the data rate
used by each link, that is :

ETTl = ET Xl ×
S
B

where the number of expected transmissions is multiplied by the link bandwidth giving the time required to transmit
the packet. S is the size of the used packet and B is the bandwidth (raw data rate) of the link.

Being based on the physical interference model. iAWARE employs a correlation between the ratio S INR/S NR
and ETT, thus, capturing the effects of variation in link loss-ratio, differences in transmission rate, as well as
inter-path interference in a dynamic way. iAWARE metric of link l is given as follows :

iAWAREl =
ETTl

IRl

where IRl = min(IRl(u), IRl(v)) is the interference ratio of link l(u, v). IRl(u), IRl(v) ∈]0, 1] are the interference
ratio of nodes u and v respectively. For a node u, it is given by :

IRl(u) =
S INRl(u)
S NRl(u)

S NRl(u) and S INRl(u) are given by :

S NRl(u) =
Pu(v)

N

S INRl(u) =
Pu(v)

N +
∑

w∈η(u)−v τ(w)Pu(w)

where Pu(v) denotes the signal strength of a packet from node u to node v. N is the background noise. η(u) denotes
the set of nodes from which u can hear a packet and τ(w) is the normalised rate at which node w generates traffic
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averaged over a period of time. τ(w) is 1 when node w sends out packets at the full data rate supported. τ(w) is
used to weight the signal strength from an interfering node w as τ(w) gives the fraction of time node w occupies
the channel.

It is worth noting that when there is no interference IRl = 1 which implies that iAWARE is simply ETTl. This
latter captures the link loss ratio as well as its packet transmission rate. ETTl is weighted with IRl to capture
the interference experienced by the link from its neighbours. A link with low ETT and high IR will have a low
iAWARE value. The lower the iAWARE of a link, the better is the link. The cumulative path metric iAWARE(p)
of a path p is defined as iAWARE(p) =

∑
l∈P iAWAREl

iAWARE gives more importance to ETT than interference. Moreover, iAWARE only considers interference at
the physical layer and does not capture the interference at the MAC layer. The required measurements of the SNR,
the signal strength and the background noise are not easy to obtain unless a cross-layer method is employed. This
results also in considering all heard packets by the routing layer of a node even if they were not intended to this
node.

3.1.3. INX [12]
Interferer Neighbours Count (INX) routing metric is improved on the basis of ETX. It takes into account inter-

ference through measuring the sum of the transmission rates of the links that can interfere with the transmission
on link l as :

INXl = ET Xl ×
∑
j∈S l

r j

where r j is the data rate of link j; it is set to the same value for all links in the network. ET Xl is the expected
transmission time of link l. S l is the set of interfering links. For a given path p, INX(p) =

∑
l∈p INXl/N where N

is the number of links in the WSN.

3.2. Passive Monitoring Metrics

All active monitoring metrics overviewed in the previous section are based on ETX. Therefore, probing packets
are exchanged to acquire delivery ratio of each link in both directions. Since probe messages are usually shorter
than data packets, a node may experience higher losses for actual packets [10]. Moreover, the number of broadcast
probes in an n-node network is O(n) which causes additional overhead especially in dense networks. Due to the
restricted resources of WSN, passive monitoring is desirable to help acquiring measurements without introducing
extra overhead disturbing the normal operation in the network. Providing sufficiently accurate interference metric
without active monitoring is challenging.

3.2.1. CATT [13]
Contention aware transmission time (CATT) takes into account the effect of interferers on the transmission time

of packets over the interfered link. It depicts the intra-path and inter-path interference as well as the traffic load in
a uniform way by adding up the delays of the interfering neighbour links that are one and two hops away. CATT
of link l is defined as :

CATTl =
∑
j∈Nl

L j

R j

where L j is the packet size of link j; it is set to the same value for all packets in the network. R j is the data rate
of link j. Nl is the set of links (including l) whose transmission can interfere with the transmission on link l. The
CATT associated to a path p is CATT (p) =

∑
l∈p CATTl

It is worth mentioning that CATT LD, an extension of CATT metric, was also proposed in [13]. CATT LD as
opposed to CATT makes use of ETX, and thus is an active monitoring metric, to include loss-dependence as
follows :

CATT LD
l = ET Xl ×

∑
j∈Nl

L j

R j
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3.2.2. MIND [14]
MIND (Metric for INterference and channel Diversity) is an interference aware routing metric that relies on

passive measurements to depict interference and traffic load. Like iAWARE, it is composed of two components.
One that concerns inter-path interference and the other exploits channel diversity to limit intra-path interference.
When considering one channel, MIND employs the interference ratio as done in iAWARE (Section 3.1.2) to capture
the experienced interference based on the physical interference model. Additionally, as the Channel Busy Time
(CBT) provides a more precise way of measuring traffic load [38], CBT is also considered. That is :

MIND(p) =
∑
l∈p

((1− IRl) ∗ τ) ∗CBTl

where IRl is the interference ratio of link l (Section 3.1.2) and τ is a configurable parameter used to provide a
higher weight to interference. CBT is defined by :

CBT =
TotalT ime− IdleT ime

TotalT ime

4. Multipath Routing Protocols Description

The aim of this paper is not to propose yet another multipath routing protocol, only to assess the advantage
the incremental discovery approach can make when integrating interference aware metrics. Instead of giving a
detailed description of a specific multipath protocol, we consider two generic protocols that will be the object of
the performance evaluation conducted in Section 5. The first one corresponds to the concurrent multipath routing,
we call MP, in which only one request/reply session is required to build multiple paths. The second one referred
to as IM2R, consists in an interference aware iterative (incremental) paths discovery where only one path is built
at once. Different interference metrics (considered as path cost) are integrated to this latter in order to assess their
impact on its performance.

Both MP and IM2R are on-demand reactive routing protocols. The source transmits an RREQ packet with its
ID. Each intermediate node that receives an RREQ, appends its own ID before re-broadcasting the packet. This
allows avoiding loops as well as selecting disjoint paths since the list of nodes that belong to each traversed path
is available. RREP messages also carry the whole path information between the source and the sink. They are
broadcast throughout the advertised route instead of unicast to take into account non symmetric links. In fact,
the reverse path does not necessarily exist. Based on a received RREP, each intermediate node maintains a route
table that indicates the path to the sink. The source maintains a similar table with multiple entries, one per built
path. Finally, each node in the network has to maintain an up-to-date neighbours table. In what follows, particular
behaviour of the two considered multipath protocols are described.

4.1. Concurrent Paths Discovery (MP)

In this approach, all routes are built based on the flooding of one RREQ. An important point to consider is
RREQ strategy suppression at intermediate nodes since dropping all duplicate RREQs may reduce drastically the
probability to find multiple disjoint paths. Thus, RREQ caching and rebroadcast are required in multipath routing.
When an intermediate node receives a new RREQ, it records its sequence number, the source ID and the cost of
the corresponding path cost from the source to this node in a path record. An RREQ is considered as a duplicate
if both its sequence number and source ID have already been recorded. Only duplicate RREQs that bring higher
route cost are dropped.

Upon the reception of an RREQ by the sink, a timer is set and the advertised path nodes along with the corre-
sponding cost are recorded. On timeout, the sink selects disjoint paths with the least cost and sends back to the
source an RREP per chosen path. An intermediate node that belongs to the advertised path by a received RREP, up-
dates its routing table accordingly. Finally, upon the reception of the RREP, the source adds an entry to its routing
table for the advertised path.
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4.2. interference aware Metric-based Incremental Multipath Routing (IM2R)

In IM2R, the source sends a first RREQ to build one route and transmits subsequent ones each time it receives an
RREP with a new disjoint path whenever the needed number of paths is not achieved. As opposed to the concurrent
approach, this requires that RREQ and RREP messages contain an additional field that gives the rank of the built
path. Additionally, only one path record with the list of its nodes is maintained at the intermediate nodes.

When an intermediate node, that does not belong to another path, receives an RREQ, it checks if it is the first time
it receives such RREQ. If so, the newly received path is saved with its cost and a timer is set to allow the reception
of other RREQs with paths having better cost. During the timer period, subsequent RREQs are considered by the
intermediate node if they convey a lower cost and the path record is updated. On timeout, an RREQ is sent using
broadcast. It conveys information on the best path among those advertised by the received RREQs during the timer
period.

Upon the reception of an RREQ, the sink adds the conveyed path to its paths table and sets a timer for a given
period to allow considering subsequent RREQs. On timeout, the sink selects one path with the best cost metric
value. An RREP that contains the elected path record is sent back to the source. When an RREP is received by
an intermediate node that belongs to the advertised path, an entry is set in the routing table using the information
provided by this RREP. Otherwise, the RREP is ignored. Finally, upon the reception of the RREP, the source adds
an entry to its routing table. If the number of required paths is not achieved then a new RREQ is sent by the source.

In addition to the traditional hop count (HC) metric, to be interference aware, metrics defined in Section 3,
namely ETX, iAWARE, INX, CATT and MIND are implemented along with the incremental multipath routing.
Moreover, we also considered the metric used in DCHT presented in Section 2.1 that we refer to as ETX3 since it
considers three-hop ETX value. All ETX based metrics require that each entry in the neighbours table is extended
to maintain for each neighbour, the number of received probes from this neighbour and those received by the
neighbour from this node. In turn, iAWARE and MIND require to record additionally, the receive power from each
neighbour, an estimation of its neighbours’s transmission rate as well as the interference ration (IR) of its links.
Finally, ETX3 requires three cost fields in RREQs to keep ETX measures for the three last hops.

5. Simulation Results

Using Castalia [39], a wireless sensor network Omnet++ based simulator, we implemented both concurrent
multipath variant (MP) as well as the interference aware incremental variant (IM2R). Metrics ETX, iAWARE,
INX, ETX3, CATT and MIND were implemented along with IM2R as well as hop count (HC) metric in order to
assess their impact on its performance. In active monitoring metrics, probes are sent every one second and ETX
value is computed every 10 seconds.

Sensor nodes are equipped with a CC2420 radio operating at 250 kbps transmitting at a power of 0 dBm which
results in a transmission range of about 46.42 meters when an ideal radio mode is assumed. Nodes are deployed
in a randomised grid and spaced in average 21 meters from each other which results in a mean node degree of 12.
The sink and the source are placed respectively at the lower left and the upper right corners of the sensors area.

To model interference, we adopted the Additive Interference model provided by Castalia. At the MAC layer, we
made use of a contention based CSMA. Each sensor node has a 32-message MAC buffer and a 16-frame radio one.
In our simulations, we varied the data packet rate from 20 to 50 packets per second with a data packet payload of
64 bytes giving a useful data rate ranging from 10.24 Kb/s to 25.6 Kb/s. The transmission rate is equally assigned
on the built routes. In all the performed simulations, there was no buffer overflow at the source even with the
highest data rate. At least 20 simulations using different seeds are performed for each scenario.

We limit our simulations to the case of two paths even if more paths can be discovered. This is sufficient to
emphasise the performances of each metric with respect to each other. Obtained results can be generalised to more
paths as well as for the case of multiple sources [25]. Simulations we performed using up to three sources showed
that the relative performance of the different multipath protocols is still the same regardless the number of involved



10 M. Maimour / The Impact of interference aware Metrics on the Performance of Incremental Multipath Routing Protocols in WSNs

1 1

2 2

3 3

4 4

5 5

6 6

7 7

8 8

9 9

10 10

11 11

12 12

13 13

14 14

15 15

16 16

17 17

18 18

19 19

20 20

21 21

22 22

23 23

24 24

25 25

26 26

27 27

28 28

29 29

30 30

31 31

32 32

33 33

34 34

35 35

36 36

37 37

38 38

39 39

40 40

41 41

42 42

43 43

44 44

45 45

46 46

47 47

48 48

49 49

Table 1
Simulation Parameters

Number of sensors 225, 324, 400, 529, 625, 729.
Transmission rate 20, 25, 30, 35, 40, 45, 50 pps.
Data packet payload 64 bytes.
Node average degree 12.
Transmission power 0 dBm
Transmission range 46.42 m (average)
Collision model Additive interference
Active monitoring metrics ETX, iAWARE, INX
Passive monitoring metrics HC, ETX3, CATT, MIND

sources. In what follows, unless stated otherwise, we present our simulation results based on a 400-node sensor
network where the source sends 25 data packets (64-byte) per second. Simulation parameters are summarised in
Table 1 where default values are highlighted in bold.

5.1. Routing Overhead Versus Reliability

One important issue in routing protocols and in particular multipath ones is the amount of overheard caused by
the different control messages required to build and maintain routes. These messages include mainly the RREQ
and RREP messages in addition to the probe messages needed to maintain neighbourhood information. In our
simulations, the number of control messages is normalised by dividing their number by the number of sensors.
Figure 2a plots the boxes that summarise the normalised number of RREQs received by the sensors in the network
during the path discovery phase for MP and IM2R combined with the different implemented metrics that occur at
the x-axis. Each box plot displays the distribution of the number of RREQs obtained by each protocol variant. The
central box spans the the interquartile range with a segment giving the median. The mean value is represented with
a black square inside each box. Minimum and maximum achieved values are represented by the whiskers above
and below each box.

As opposed to the incremental paths discovery, we observe that there is an implosion in the number of the
exchanged RREQs in MP (concurrent discovery). There is an average of more than 250 RREQs reception per node
in MP while its maximum does not exceed 50 in IM2R whatever the used metric. The very big number of RREQs
in MP is due to the RREQ suppression strategy used in which a minimum number of RREQs have to be rebroadcast
to allow multiple disjoint paths discovery. This problem does not exist in IM2R whatever the used metric since
paths are discovered sequentially.

Figure 2b depicts the normalised number of received RREPs. Even though, one RREP is sent by the sink for
each chosen path in all the evaluated variants, we note that their overall number varies. Regardless the used metric,
IM2R produces more RREPs than MP. This is still the case when the number of built paths is increased from 2 to 6
as shown by Figure 3a that plots the amount of exchanged RREPs for MP (concurrent) and IM2R combined with
HC (incremental) as a function of the number of built paths. The observed higher overhead in terms of RREPs in
IM2R is due to the fact that paths built by the incremental multipath routing are likely to be longer as depicted
in Figure 3b. This results in more RREPs to be exchanged along each path from the sink to the source. We note
however that with respect to the concurrent paths discovery in MP, this overhead in the incremental approach,
drops from 39% of additional RREPs for two built paths to 14% when the number of paths is rised to 6.

Figure 4a brings the obtained path lengths for MP and IM2R with the seven considered metrics. Path length may
give an indication on the average delay required for a packet to go from the source to a destination since delay
is in part related to the path length. We can see that regardless of the used metric, IM2R produces longer paths
compared to MP. This is due to the suppression strategy used to limit the number of exchanged RREQs in MP.
Compared to IM2R, the sink selects the paths based on a larger number of RREQs, thus increasing the probability
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(a) Normalised number of RREQs.

 0

 50

 100

 150

 200

 250

 300

 350

 400

iAWARE ETX INX MP HC CATT ETX3 MIND

N
o
rm

a
lis

e
d
 n

u
m

b
e
r 

o
f 

R
R

E
Q

s

(b) Normalised number of RREPs.

 0.8

 1

 1.2

 1.4

 1.6

 1.8

 2

 2.2

 2.4

 2.6

 2.8

iAWARE ETX INX MP HC CATT ETX3 MIND

N
o
rm

a
lis

e
d
 n

u
m

b
e
r 

o
f 

R
R

E
Ps

Figure 2. Control messages
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Figure 3. Concurrent (MP) vs. incremental (IM2R) multipath routing

of selecting the shortest ones. Our simulation results show that the first selected route in MP is in average shorter
than those selected first in IM2R. We can also see that interference aware metrics in IM2R produce longer paths
than the hop count metric. In the former, subsequent paths are built so they are the least correlated to previous
ones which results in longer paths. Nodes in the vicinity of already built paths are likely to be penalised by the
interference aware metrics.

Reliability is one important aspect of any WSN application. Even if reliability is mainly a matter of the transport
layer, the routing layer must still do its best. In our performance evaluation, data reliability is assessed using the
percentage of data packet successfully received by the sink with respect to the total number of sent messages by the
source node. Figures 4b and 4c show respectively the success ratio and the throughput achieved by MP and IM2R
using the different implemented metrics. The throughput is computed using the amount of useful data (payload)
received by the sink without considering the different headers of the transmitted packets. Overall, from Figures
4b and 4c, two main observations can be made. First, while generating the least amount of routing overhead in
terms of the number of RREQs and RREPs, passive monitoring metrics (except ETX3) and even HC allow better
performances in IM2R when compared to MP. Second, we see that in terms of both success ratio and throughput,
IM2R combined with active monitoring metrics exhibits poor performances when compared to MP. This is mainly
due to the periodic probes used in active monitoring which consumes bandwidth. All active monitoring metrics are
based on ETX that measures link quality rather than its experienced interference.
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Figure 4. Performances in a 400-node network and a transmission rate of 25 packets per second

The poor performance of ETX3 when compared to other passive monitoring metrics can be explained by the fact
that ETX3 deals with intra-path instead of inter-path interference. In fact, ETX3 builds the paths with the highest
correlation factor. Figure 4d plots the correlation factor we computed off-line based on the network connectivity
graph and the built paths by the different evaluated protocols. The interference range is set to a slightly higher
value than the transmission range. We note that ETX3 obtains an average correlation factor that is greater than
the one obtained in MP and HC i.e. IM2R without an interference aware metric. Despite that when compared to
MP, they achieve less performances in terms of throughput and success ratio, active monitoring metrics build less
interfering paths. Among all metrics, CATT allows to build the least correlated paths which confirms the highest
performances obtained in terms of success ratio and throughput. Finally, Figure 4d confirms that less correlated
paths are likely to be longer (Figure 4a) and hence justifying the amount of additional RREPs exchanged.

5.2. Active Monitoring Metrics

To get more insight on the performance of active monitoring metrics when compared to each other, we performed
simulations for different data transmission rates. Figure 5 plots the mean throughput achieved by IM2R using
iAWARE, ETX and INX as a function of the transmission rate. We can see that ETX achieves higher throughput
than iAWARE when the data transmission rate is increased and that INX outperforms both ETX and iAWARE
metrics. This is mainly due to the fact that INX allows to build the least correlated paths as shown by Figure
4d. We can also note that iAWARE paths are less correlated than those produced with ETX. Nevertheless, the
achieved throughput by iAWARE is not superior. The reason behind that is the additional overhead introduced by
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Figure 5. Mean throughput for active metrics as the data rate is varied.

the technique of packet pairs [40] to estimate ETT values required by iAWARE. Furthermore, employing ETT may
also lead to links quality to be overestimated [41]. Finally, iAWARE paths are more correlated than INX ones and
hence iAWARE is less interference aware. This is due to the fact that iAWARE only considers interference at the
physical level and does not capture interference at the MAC layer [13].

5.3. Passive Monitoring Metrics

In what follows, we are interested in the performances of passive monitoring metrics. Figure 6a depicts the
evolution of the success ratio for IM2R when passive monitoring metrics are employed as a function of the number
of nodes ranging from 225 to 729. As can be expected, we can see that the success delivery ratio decreases with
the network size. The sink and the source become more distant from each other since they are located at opposite
corners. Thus, the number of transmission and failures increases since traversed routes are longer. Regardless the
network size, as opposed to ETX3, we can see that MIND and CATT allow higher success ratio than the traditional
HC metric. The same observations can be done following Figure 6b that plots the achieved throughput by the
different passive metrics.

The main reason for the above observations is that paths produced by CATT and MIND are less correlated than
those of HC, that is in turn less correlated when ETX3 is employed as a metric. This is confirmed by Figure 6c that
plots the average value of the correlation factor of the built paths as a function of the network size. IM2R routing
using HC takes advantage from the overhearing property. When RREQs are broadcast to establish the following
path, data packets are already flowing through the first path. Due to interference with this latter, second path RREQs
are most likely to be lost in the vicinity of the first path. As a result, these RREQs have lower probability to reach
the sink and hence the second path is more likely to be less interfering with the first one.

When the data transmission rate varies, we obtain almost the same behaviour for the different evaluated passive
metrics. As shown by Figure 7a, that plots the throughput as a function of the transmission rate, CATT achieves
the highest throughput. CATT is able to estimate the interference degree in the neighbourhood (up to two links
away) of a path in a more accurate manner than the other metrics. MIND allows to build less interfering paths than
HC since it considers how busy is the channel in the vicinity. The use of CBT instead of ETT allows MIND to
build less interfering paths than iAWARE (Figure 4d). ETX3 achieves the worst throughput since it considers more
link quality and intra-path rather than inter-path interference. Once again, the mean correlation factor depicted in
Figure 7b for different loads confirms that the achieved throughput depends on the degree of correlation of built
paths. In fact, CATT builds the least interfering paths while ETX3 paths are more correlated even when compared
to the HC metric.
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(c) Mean correlation factor for passive metrics as the network size is varied.
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Figure 6. Performances of passive metrics as the network size is varied.

6. Conclusion

In this paper, we were interested in evaluating the impact of a set of interference aware metrics on the perfor-
mance of incremental multipath routing in WSN. We first, considered traditional (concurrent) multipath routing
where multiple paths are built using one request/reply session. We showed that the concurrent multipath routing
introduce considerable amount of routing overhead when compared to the incremental approach. Moreover, even
without interference awareness (using hop count as a metric), incremental multipath achieves higher performances
in terms of both throughput and success ratio.

Naturally, incremental multipath is obviously more suitable to integrate and take benefit of interference aware
metrics. We qualified these metrics either as active or passive monitoring metrics. The former require periodic
probing messages to assess the amount of the potential interference a link may experience. We showed that even
if active monitoring metrics are able to build less interfering paths, they still obtain poor performances in terms of
throughput and success ratio. This is due to the bandwidth overhead introduced by the probe messages required to
estimate ETX and/or ETT component in the corresponding metrics.

Passive monitoring metrics, except ETX3, allow to achieve better performances when compared to active ones.
ETX3 considers more link quality and intra-path rather than inter-path interference. The best performance can
be obtained using CATT followed by MIND. We also showed that thanks to packets overhearing, HC combined
with an increment multipath is somehow interference aware and can obtain better performances when compared to
traditional concurrent multipath. With respect to metric estimation complexity, we argue that CATT is once again
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(a) Mean throughput.
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Figure 7. Performances of passive metrics as the data rate is varied.

the best candidate and is best suited for WSN in which nodes are characterised by their scarce resources. As a
future work, we expect to implement the passive metrics for experimentation on a real WSN test-bed.
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