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CAN A POPULATION SURVIVE IN A SHIFTING ENVIRONMENT USING

NON-LOCAL DISPERSION

JÉRÔME COVILLE

Abstract. In this article, we analyse the non-local model :

∂tU(t, x) = J ⋆ U(t, x)− U(t, x) + f(x− ct, U(t, x)) for t > 0, and x ∈ R,

where J is a positive continuous dispersal kernel and f(x, s) is a heterogeneous KPP type non-linearity
describing the growth rate of the population. The ecological niche of the population is assumed to be
bounded (i.e. outside a compact set, the environment is assumed to be lethal for the population) and
shifted through time at a constant speed c. For compactly supported dispersal kernels J , assuming that
for c = 0 the population survive, we prove that there exists a critical speeds c∗,± and c∗∗,± such that for all
−c∗,− < c < c∗,+ then the population will survive and will perish when c ≥ c∗∗,+ or c ≤ −c∗∗,−. To derive
this results we first obtain an optimal persistence criteria depending of the speed c for non local problem
with a drift term. Namely, we prove that for a positive speed c the population persists if and only if the
generalized principal eigenvalue λp of the linear problem

cDx[ϕ] + J ⋆ ϕ− ϕ+ ∂sf(x, 0)ϕ+ λpϕ = 0 in R,

is negative. λp is a spectral quantity that we defined in the spirit of the generalized first eigenvalue of an
elliptic operator. The speeds c∗,± and c∗∗,± are then obtained through a fine analysis of the properties of
λp with respect to c. In particular, we establish its continuity with respect to the speed c. In addition,
for any continuous bounded non-negative initial data, we establish the long time behaviour of the solution
U(t, x).

1. Introduction

Environmental changes due to earth global warming are enforcing species to shift their ranges to more
favorable habitat region e.g. to the north or upward in elevation [39, 44, 46, 57]. The understanding
of this transition and its consequence on the global diversity is of prime interest and numerous type of
models have been considered to understand, evaluate and/or highlight this complex dynamical process
and its impact [2, 6, 13, 17, 36, 38, 48, 58].

In this article, we are interested in the influence of long range dispersal processes for species living in
a shifting environment caused by such environmental changes. For such a model species, we can think
of trees of which seeds and pollens are disseminated on a wide range and whose environment changes
through time as a consequence of a climate change. This possibility of a long range dispersal is well known
in ecology, where numerous data now available support this assumptions [19, 20, 21, 51].

One way to model long range dispersal in the context of a shifting environment is to consider a
population described by a shifted integrodifference model, that is, modelling the population by a density
n(t, x) whose time evolution (growth and dispersal) is governed by the following discrete in time equation
:

(1.1) nt+1(x) =

ˆ L
2
+ct

−L
2
+ct

J(x, y)f [nt(y)] dy,

where J is a dispersal kernel describing the movement of individuals between the time t and t+ 1, c > 0
is the speed of the environmental changes and f is a growth function describing the demography of the
species.

In this setting, Zhou and its collaborators show in [58, 59] how the speed of change c affects the
persistence of the population. Showing in particular that for too large speed of change c, the population
will then go extinct whereas for small value of c, the species will be able to adapt and survive. They also
suggest the existence of a critical speed c∗ > 0 for which for all speed c < c∗ then the population survive
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and goes extinct if c ≥ c∗. For particular kernels and growth function, they provide some heuristics to
compute this c∗.

Another commonly used model that integrates such long range dispersal is the following nonlocal
reaction diffusion equation ([33, 35, 40, 43, 54]):

(1.2) ∂tU(t, x) = J ⋆ U(t, x)− U(t, x) + f(x− ct, U(t, x)) for t > 0, and x ∈ R.

Here also U(t, x) is the density of the considered population, J is a dispersal kernel, f(x, s) is a KPP
type non-linearity describing the growth rate of the population and c is the speed of the environmental
changes. Compare to (1.1), the equation (1.2) is defined for all times t and the movement and growth
processes are not any more entangled.
In this particular setting the tail of the kernel can be thought of as the range of dispersion or as a measure
of the frequency at which long dispersal events occur, reflecting at the population level some intrinsic
variability in the capacity of each individual to disperse [37, 47].

The aim of this article is to investigate, as for integrodifference models, how the speed of the environ-
mental change affects the survival of the population modelled by (1.2). Throughout this paper we will
always make the following assumptions on the dispersal kernel J .

(H1) J ∈ C(R) ∩ L1(R)is nonnegative and of unit mass (i.e.

ˆ

R

J(z)dz = 1).

(H2) J(0) > 0

There are many ways to model the impact of a changing environment. For example, Li, Wang and
Zhao [42] consider an habitat which gradually change from a bad environment to a good environment.
Namely, they consider f(x− ct, s) := s(r(x− ct)− s) with r(z) a continuous non decreasing function such
that lim

z→−∞
r(z) < 0 < lim

z→+∞
r(z). For such shrinking environment and for thin tailed kernel (i.e. J such

that
´

R
J(z)eλz dz < +∞)the authors prove the existence of a critical speed c∗ defining the threshold

between persistence and extinction. That is for a speed of change c ≥ c∗ then the population will not
survive whereas a monotone front will exist when c < c∗. Moreover the critical speed is defined by the
following spectral formula :

(1.3) c∗ := inf
λ>0

1

λ

(
ˆ

R

J(z)eλz − 1 + sup
x∈R

r(x)

)

.

Here, instead of a monotone habitat whose favourable part shrinks through time, we focus our analysis
on species that have a bounded ecological niche that shift with speed c. A simple way to model such a
spatial repartition consists in considering that the environment is hostile to the species outside a bounded
set. For instance, biological populations that are sensitive to temperature thrive only in a limited latitude
zone. Thus, if x is the latitude, we get such dependence. This fact is translated in our model by assuming
that f satisfies:

(H3) f ∈ C(R× [0,+∞)) is smooth and of KPP type

that is






























f is differentiable with respect to s ,

∀ s ≥ 0, f(·, s) ∈ C0,1(R),

f(·, 0) ≡ 0,

For all x ∈ R, f(x, s)/s is decreasing with respect to s on (0,+∞).

There exists S(x) ∈ C(R) ∩ L∞(R) such that f(x, S(x)) ≤ 0 for all x ∈ R.

(H4) lim sup|x|→∞
f(x,s)
s < 0, uniformly in s ≥ 0.

and fs(x, ·) satisfies this uniform Lipschitz condition
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(H5) sup
x∈R

(

sup
s0,s1≥0

|fs(x, s0)− fs(x, s1)|
|s0 − s1|

)

< +∞

A typical example of such a non linearity is given by f(x, s) := s(a(x)− b(x)s) with b(x) > 0, b ∈ L∞

and a(x) satisfying lim sup|z|→∞ a(z) < 0. This structure of the environment prohibits the existence of

monotone fronts and the analysis provided in [42] no longer holds true.
This type of moving environments were recently investigated in [32] for a very specific type of nonlin-

earity f(x, s) presenting some symmetry. Namely, assuming that f(x, s) satisfies the conditions:


































f ∈ C1(R2) and there are a, q, L, L0 > 0 and φ+, φ− ∈ C1(R) such that ,

∀ s, ∀|x| ≥ L+ L0, f(x, s) = −qs,
∀ s, ∀|x| ≤ L, f(x, s) = s(a− s),

∀ s, ∀L ≤ x ≤ L+ L0, f(x, s) = −qs+ s[a− s+ q]φ+
(

x−L
L0

)

,

∀ s, ∀ − L− L0 ≤ x ≤ −L, f(x, s) = −qs+ s[a− s+ q]φ−
(

x−L
L0

)

,

where φ+ and φ− are respectively smooth regularisation of the characteristic function of R− and of R+,
such that supp(φ+) ⊂ (−∞, 1), φ+|R− ≡ 1 and φ−(x) = φ+(−x).

For such specific nonlinearities and assuming that J is thin tailed and symmetric, the authors in [32]
prove the existence of critical speed c∗ > 0 determined by the maximal linearised growth rate (i.e. c∗

defined by (1.3) with supx∈R r(x) = a) such that for all c ≥ c∗ the population go extinct whereas for
0 < c < c∗, the population persistence is dependant of the patch size habitat L, i.e., the population
survive if the patch size is greater that some critical value L∗ otherwise the population dies. To obtain
these results the authors rely on some notion of persistence for the solution u(t, x) of the Cauchy problem
(1.2), namely the population is said to persist if for any initial datum u0 such that inf

R

u0 > 0, then the

corresponding solution of the Cauchy problem (1.2) with initial data u0 satisfies for all compact K ⊂ R,

lim inf
t→+∞

inf
x−ct∈K

u(t, x) > 0.

Our main purpose here is to extend the above results to more general situations by finding more generic
conditions on J , c and f that characterise the persistence of the species modelled by (1.2).

In this task, as in [32, 42] we focus our analysis on the description of positive (1.2) defined in a moving

frame of speed c. That is we look for solution Ũ(t, x) := U(t, x+ ct) that satisfies

(1.4) ∂tŨ(t, ξ)− cDξ[Ũ ](t, ξ) =

ˆ

R

J(ξ − ξ′)Ũ(t, ξ′) dy − Ũ(t, ξ) + f(ξ, Ũ(t, ξ)) for t > 0, ξ ∈ R,

where we set ξ := x+ ct as a new variable and we use the Euler’s notation to denote differential operators
d
dxf(x), i.e. Dx[f ] =

d
dxf(x). In particular, we look for stationary solutions u of (1.4) which are then

positive solutions of the equation below

(1.5) − cDx[u](x) = J ⋆ u(x)− u(x) + f(x, u(x)) for x ∈ R,

Existence of such stationary solutions is naturally expected to provide the right persistence criterion. We
will see that this is indeed the case.

In the literature, such problem have been well studied for the local reaction diffusion version of (1.2)

(1.6) ∂tU(t, z) = ∆U(t, z) + f(z1 − ct, y, U(t, z)) for t > 0, and z ∈ Ω,

where Ω is cylindrical domain of RN , possibly R
N itself see for example [13, 6, 14, 56]. For such reaction

diffusion equations the persistence criteria are often derived from the sign of the first eigenvalue of the
linearised problem at the 0 solution. One is thus led to determine the sign of the first eigenvalue λ1(∆ +
c∂x1 + ∂sf(x1, y, 0),Ω) of the spectral problem

(1.7) ∆ϕ+ c∂x1ϕ+ ∂sf(x1, y, 0)ϕ + λ1ϕ = 0 in Ω

associated with the proper boundary conditions (if Ω 6= R
N ).
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In the above situation the existence of a positive stationary solution to (1.6) is uniquely conditioned by
the sign of λ1. More precisely, there exists a unique positive stationary solution if and only if λ1 < 0. If
such type of criteria seems reasonable for problems defined on bounded set, it is less obvious for problems
in unbounded domains. In particular, in unbounded domains, one of the main difficulty concerns the
definition of λ1. As shown in [12, 8, 15], the notion of first eigenvalue in unbounded domain can be quite
delicate and several definitions of λ1 exist rendering the question of sharp persistence criteria already
quite involved. When such existence criteria is established, it is then possible to investigate its behaviour
with respect to the speed c and for the above problem, using the Liouville transform, it is easy to make
explicit the dependence of λ1 with respect to c. Indeed, in such situation we have

λ1 (∆ + c∂x1 + ∂sf(x1, y, 0)) = λ1 (∆ + ∂sf(x1, y, 0)) +
c2

4
.

From the above formula, it is then easy to derive the critical speed for which a species can survive.
Much less is known for the non-local equation (1.5) and, persistence criteria have been essentially

investigated in some specific situations such as periodic media : [26, 28, 53, 49, 52] or for a version of the
problem (1.5) with no time dependence [3, 5, 24, 25, 34, 41, 53] :

(1.8) ∂tU(t, x) =

ˆ

Ω
J(x− y)U(t, y) dy − U(t, x) + f(x,U(t, x)) for t > 0, and x ∈ Ω.

Similarly to the local diffusion case, for KPP like non-linearities, the existence of a positive solution of the
non-local equation (1.8) can be characterised by the sign of a spectral quantity λp, called the generalised
principal eigenvalue or the spectral point of

(1.9)

ˆ

Ω
J(x− y)ϕ(y) dy − ϕ+ ∂sf(x, 0)ϕ + λϕ = 0 in Ω.

In the spirit of [11], this generalised principal eigenvalue λp can be defined by :

λp := sup {λ ∈ R | ∃ϕ ∈ C(Ω), ϕ > 0, such that M
Ω
[ϕ] + ∂sf(x, 0)ϕ+ λϕ ≤ 0 in Ω} ,

where M
Ω
[ϕ] denotes

M
Ω
[ϕ] :=

ˆ

Ω
J(x− y)ϕ(y) dy − ϕ.

This is only very recently that some progress have been made on the spectral theory of nonlocal operators
with a drift term, that is operators of the type cDx +M

Ω
+ a see for example [1, 31, 30, 32, 42, 55].

This new understanding of such spectral problems provide an adequate framework to the analysis of for
complex media such as those described in [42] or those we study in the present paper. As in [5, 31, 30],
for the operator cDx +M

Ω
+ a let us define the quantity

λp (cDx +M
Ω
+ a) := sup

{

λ ∈ R | ∃ϕ ∈ C1(RN ), ϕ > 0 such that cDx[ϕ] +M
Ω
[ϕ] + a(x)ϕ + λϕ ≤ 0

}

.

Equipped with this notion, we can now state our main results. In the first one we establish a simple sharp
persistence criteria assuming that the dispersal kernel J has a compact support.

Theorem 1.1. Assume that J, f satisfy (H1)-(H4) and assume further that J is compactly supported
and c > 0. Then, there exists a positive solution, u, of (1.5) if and only if λp(cDx +M+ ∂sf(x,0)) < 0,
where M denotes the continuous operator M[ϕ] = J ⋆ ϕ− ϕ and

λp(cDx+M+∂sf(x,0)) := sup{λ ∈ R | ∃ϕ ∈ C1(R), ϕ > 0 such that cDx[ϕ]+M[ϕ]+∂sf(x, 0)ϕ+λϕ ≤ 0}.
When it exists, the solution is unique, that is, if v is another bounded solution, then u = v almost
everywhere. Moreover, for any non-negative initial data u0 ∈ C(R) ∩ L∞(R) we have the following
asymptotic behaviour:

• If λp(cDx +M+ ∂sf(x, 0)) ≥ 0, then the solution satisfies ‖U(t, ·)‖∞ → 0 as t→ ∞,
• If λp(cDx +M+ ∂sf(x, 0)) < 0, then the solution satisfies ‖U(t, ·) − u(· − ct)‖∞ → 0 as t→ ∞.

Next, we establish some properties of the quantity λp(cDx +M+ ∂sf(x,0)) that will help to analyse
the dependence of λp with respect to the speed c. Namely,
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Theorem 1.2. Assume that J, f satisfy (H1)-(H4) and assume further that J is compactly supported.
Then the map

R
+ → R

c 7→ λp(cDx +M+ ∂sf(x,0))

is continuous. In addition, we have

λp(cDx +M+ ∂sf(x,0)) = λp(−cDx +M∗ + ∂sf(x,0))

and

λp(cDx +M+ ∂sf(x,0)) = λp(−cDx +M∗ + ∂sf(−x,0))

where M∗ is the dual operator of M that is

M∗[ϕ] :=
ˆ

R

J(y − x)ϕ(y) dy − ϕ(x).

With this two results, we can have a first description of the effect of the speed c on the persistence of
the species. More precisely, we can show that

Theorem 1.3. Let f, J be as in Theorem 1.1 and assume that λp(M+ ∂sf(x,0)) < 0. Then there exists
0 < c∗,+ < c∗∗,+ and 0 < c∗,− < c∗∗,− such that for all −c∗,− < c < c∗,+ there exists a positive solution to
(1.5) whereas none exists when c ≥ c∗∗,+ or c ≤ −c∗∗,−.

The existence of such critical speed c∗,± and c∗∗,± comes as a corollary of the sharp existence criteria
obtained in Theorem 1.1 and the study of the behaviour of λp(cDx +M+ ∂sf(x,0)) with respect to the
speed c > 0, in particular its continuity and the equality λp(cDx +M + ∂sf(x,0)) = λp(−cDx +M∗ +
∂sf(x,0)) (Theorem 1.2).

When J is symmetric, we have a more simple description of the critical speed c∗,+, c∗,−, c∗∗,+ and c∗∗,−.
Indeed, in this situation we show that c∗,+ = c∗,− and c∗∗,+ = c∗∗,− and therefore we have

Theorem 1.4. Let f, J be as in Theorem 1.1 and assume further that J is symmetric and that λp(M+
∂sf(x,0)) < 0. Then there exists 0 < c∗ < c∗∗ such that for all |c| < c∗ there exists a positive solution to
(1.5) whereas none exists when |c| ≥ c∗∗.

This results is a direct consequence of Theorem 1.2, as for symmetric J , we then have

λp(cDx +M+ ∂sf(x,0)) = λp(−cDx +M+ ∂sf(x,0)).

Note that due to possible non symmetrical structure of the nonlinearity we might have expect that the
critical speed c∗, c∗∗ depends in some ways on the sign of the speed of environmental change. This is
surprisingly not the case, meaning that there is no qualitative difference on the survival of the population
when the niche move to the right (c > 0) or to the left (c < 0), when the dispersal process is symmetric.
In this situation the critical speeds c∗, c∗∗ are uniquely determined independently from the sign of the
speed c. The existence of a preferred direction for survival is uniquely determine by the symmetry of
dispersal process.

The question of sharp thresholds for the speeds, i.e. c∗ = c∗∗, c∗,+ = c∗∗,+ and c∗,− = c∗∗,− as well
as the existence of formulas describing them as in the classical case are still open problems which seems
intimately related to the properties of the kernel J . However, as in [32], we can have a first estimate of
c∗∗,±. Namely we have

Proposition 1.5. Let f, J be as in Theorem 1.1 and assume that λp(M+ ∂sf(x,0)) < 0. Then

c∗∗,+ ≤ c+α := inf
α>0

1

α

(
ˆ

R

J(z)eαz dz − 1 + sup
x∈R

fs(x, 0)

)

c∗∗,− ≤ c−α := inf
α>0

1

α

(
ˆ

R

J(−z)eαz dz − 1 + sup
x∈R

fs(x, 0)

)
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Last we investigate the effect of the tail of the kernel on the survival of the population. To simplify our
analysis we restrict our analysis to situations where supR ∂sf(x, 0) > 1 and J is symmetric and satisfies
a second moment condition, that is

(H6)

ˆ

R

J(z)|z|2 dz < +∞.

For such kernels and nonlinearities, we can extend the previous result of Theorem 1.3. Namely, we
have

Theorem 1.6. Assume that J, f satisfy (H1)-(H4). Assume further that sup
x∈R

∂sf(x, 0) > 1 and that J is

symmetric and satisfies (H6). Then, there exists Then there exists 0 < c∗ < c∗∗ such that for all |c| < c∗

there exists a positive solution to (1.5) whereas none exists when |c| ≥ c∗∗.

Observe that the above results is a strong indication on robustness of our results with respect to the
tail of the kernel, in the sense that even for a fat-tailed kernel, for example J(z) ∼ 1

|z|4 , we observe the

same pattern for the critical speed. In particular, it highlights the fact that even population having a
very strong spreading capabilities at a large scale can died out in a shifting environment.

1.1. Further comments. Before going to the proof of these results, we would like to make some further
comments on the results obtained and explain our main strategy to prove them.

First, due to the particular structure of this problem, it is expected that the properties of the principal
eigenvalue λp(cDx +M+ ∂sf(x,0)) with respect to all its parameters will play a key role in the proofs.
This fact is also present in [32] where we can see the important role played by the linearised operator
around the trivial solution both in the definition of the critical speed and in the construction of a non
trivial solution. However, althougth we can find in [32] some elements related to the spectral theory of
the operator cDx + M + ∂sf(x,0) defined for particular structure of the zero order term, there is no
clear spectral theory defined for a general operators cDx +M + ∂sf(x,0) whose zero order term is just
assumed bounded. Through the definition we give of λp(cDx+M+ a) and our analysis of its properties,
we provide a clear and acurate way for the description of the first fundamental element of the spectrum
of these type of operators.
A great deal of the analysis presented here, provides a clear description of this spectral quantity and
establish some of its main properties. We believe that these fundamental results will be also of some help
to understand other situation in particular in evolutionary biology [16, 50].

Second, we would also emphasize that our result do not require any specific symmetry for the non-
linearity as well for the kernel J , properties that are strongly used in [32] to derive their persistence
criteria. Although our results mostly concerns compactly supported kernels, our existence criteria apply
thereby on a larger variety of possible non-linearity f and J . In particular, we would like to highlight
that as in the analysis of the case c = 0 given in [5, 18]), our result on fat tailed kernel shows that the
assumption on support of the kernel J we made is technical and is not a prerequisite for analysing such
type of problem. We found that the main difficulty in the analysis such situation relies on the lack of
adequate tools, in particular the lack of an accurate spectral theory for operator involving such kernels.
Recent progress in the understanding of spectral properties of such operators have been recently obtained
in [22, 55] using probabilistic methods. Wit this respect, with the proper spectral theory, we believe that
our results should hold true for a fractional version of (1.5) where the operator J ⋆ ϕ − ϕ is replaced by
the Fractional Laplacian ∆sϕ.

Being at the core the paper, let us briefly explain our main strategy to construct a positive non-trivial
solution of (1.5). To construct such a nontrivial solution we use the vanishing viscosity approach, approach
previously used in this context for example in [29, 23, 27]. The main idea is to introduce the following
regularised problem :

(1.10) εDxx[u](x) + cDx[u](x) +M[u](x) + f(x, u(x)) = 0 for x ∈ R,
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and to show that for a fixed c > 0 such that λp(cDx + M + a) < 0 we can find ε0(c) > 0 such that
for 0 < ε ≤ ε0, the problem (4.1) admits a unique positive non trivial solution. That is, to prove the
following statement

Theorem 1.7. Assume that f and J satisfy (H1) − (H4) and that c > 0 is such that λp(cDx + M +
∂sf(x, 0)) < 0. Then there exists ε0 > 0 such that for all 0 < ε ≤ ε0 there exists a unique positive smooth
function, uε, solution to (1.10).

From this result, we can then obtain a solution of (1.5), by studying the singular limit problem when
ε→ 0. The proof of Theorem 1.7 crucially relies on the properties of some spectral quantities. We prove
in particular that for any Ω ⊂ R domain we can define

λp(εDxx + cDx +M
Ω
+ a) := sup{λ ∈ R | ∃ϕ ∈ C0(Ω̄) ∩ C2(Ω), ϕ > 0

such that εDxx[ϕ] + cDx[ϕ] +M
Ω
[ϕ] + a(x)ϕ+ λϕ ≤ 0}.

and show that for any compact domain Ω we have

lim
ε→0

λp(εDxx + cDx +M
Ω
+ a) = λp(cDx +M

Ω
+ a).

The paper is organised as follows. In Section 2 we prove some useful comparison principle in unbounded
domain. Then in Section 3, we recall some basic theory on the principal eigenvalue λp(cDx +M

Ω
+ a)

and study several of its properties. Within this section we analyse in particular the dependence of this
principal eigenvalue with respect to the speed c (Theorem 1.2) and prove Theorem 1.3 assuming that
the sharp existence criteria of Theorem 1.1 is true. In Section 4 we obtained existence and uniqueness
of the regularised problem (1.10) and prove Theorem 1.7. In Sections 5 6 and 7 we prove the sharp
existence criteria stated in Theorem 1.1, by proving successively, the sufficient condition for the existence
of a stationary solution (5), the uniqueness of the stationary solution when it exists (6), and at last the
necessary condition (7). The analysis of the long time behaviour is made in the last section, Section 8,
concluding the proof of Theorem 1.1. Finally, in the last section, Section 9, we analyse the fat tailed case
and prove Theorem 1.6.

1.2. Notations. To simplify the presentation we introduce some notations and various linear operator
that we will use throughout this paper:

• We denote by M
Ω
the continuous linear operator

(1.11)
M

Ω
: C(Ω̄) → C(Ω̄)

u 7→
´

Ω J(x− y)u(y) dy − u,

where Ω ⊂ R.
• M

R
corresponds to the continuous operator M

Ω
with Ω = (−R,R),

• We will use M to denote the operators M
Ω
with Ω = R .

• We will use also Euler’s notation to denote differential operators namely Dx and Dxx will denote

respectively the following differential operator Dx[f ] =
d
dxf(x) and Dxx[f ] :=

d2

dx2 f(x).

2. Comparison principles

In this section we collect comparison principles that fit for our purposes. Let us start by proving a
weak comparison principle that holds when a is negative outside a compact. Namely, we let us prove the
following

Theorem 2.1. Assume α, β, a ∈ C(R) and α ≥ 0 (possibly ≡ 0) and let J satisfies (H1) – (H2). Assume
further there exists R0 > 0 such that a(x) ≤ 0 for all |x| ≥ R0. Let u, v ∈ C(R) ∩C2

loc(R) be such that


















α(x)Dxx[u](x) + β(x)Dx[u](x) +M[u](x) + a(x)u(x) ≤ 0 for all |x| ≥ R0

α(x)Dxx[v](x) + β(x)Dx[v](x) +M[v](x) + a(x)v(x) ≥ 0 for all |x| ≥ R0

lim|x|→+∞ u(x) ≥ lim|x|→+∞ v(x) = 0

v(x) ≤ u(x) for all |x| ≤ R0

then v(x) ≤ u(x) for all x ∈ R.
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Proof. The proof is rather elementary but for the sake of completeness we include all the details. By
definition of a we can check that for every δ > 0 we have

α(x)Dxx[u+ δ](x) + β(x)Dx[u+ δ](x) +M[u+ δ](x) + a(x)(u(x) + δ) < 0 for all |x| > R0,(2.1)

α(x)Dxx[v](x) + β(x)Dx[v](x) +M[v](x) + a(x)v(x) ≥ 0 for all |x| > R0,(2.2)

v(x) < u(x) + δ for all |x| ≤ R0.(2.3)

In addition, since v ≤ u as |x| → +∞ there exists Rδ > R0 such that v(x) < u(x) + δ for all |x| ≥ Rδ.
From there we then see that v ≤ u + δ in R. Indeed, if not then sup

x∈R
(v(x) − u(x)− δ) > 0 and since

v < u+ δ in [−R0, R0] ∪ (R \ (−Rδ, Rδ)) we have

sup
R

(v(x)− u(x)− δ) = max
Rδ<|x|<R0

(v(x) − u(x)− δ).

Let x0 ∈ (−Rδ, Rδ) \ [−R0, R0] be the point where the function v− u− δ achieved its maximum, then we
haveDx[v − u− δ](x0) = 0 andDxx[v − u− δ](x0) ≤ 0,M[v − u− δ](x0) ≤ 0, a(x0)(v(x0)−u(x0)−δ) ≤ 0
and by evaluating (2.1) and (2.2) at this point we also get

0 ≤ α(x0)Dxx[v − u− δ](x0) + β(x0)Dx[v − u− δ](x0) +M[v − u− δ](x0) + a(x0)(v(x0)− u(x0)− δ)

= α(x0)Dxx[v − u− δ](x0) +M[v − u− δ](x0) + a(x0)(v(x0)− u(x0)− δ) ≤ 0.

Therefore M[v − u− δ](x0) = 0 and we must have v(x) − u(x) − δ = v(x0) − u(x0) − δ for all x ∈
x0 + supp(J). By redoing the above argument with any point of x0 + supp(J), we then see that v(x) −
u(x) − δ = v(x0) − u(x0) − δ for all x ∈ x0 + 2 · supp(J) and by arguing inductively we can then check
that for all n ∈ N, v(x)− u(x)− δ = v(x0)− u(x0)− δ for all x ∈ x0 + n · supp(J). Now since J satisfies
(H2),i.e. J(0) > 0, then limn→∞ x0 + n · supp(J) = R and thus we deduce the following contradiction

−δ = lim
|x|→+∞

v(x)− u(x)− δ = v(x0)− u(x0)− δ > 0.

Whence v ≤ u+ δ. The previous argumentation holding true for all δ ≥ 0, we then conclude that

v(x) ≤ u(x) for all x ∈ R.

�

Last let us recall a classical strong comparison principle

Theorem 2.2. Assume α, β, a ∈ C(R) and α ≥ 0 (possibly ≡ 0) and let J satisfies (H1) – (H2). Assume
further that a ∈ L∞ and let u, v ∈ C(R) ∩ C2

loc(R) be such that










α(x)Dxx[u](x) + β(x)Dx[u](x) +M[u](x) + a(x)u(x) ≤ 0 for all x ∈ R

α(x)Dxx[v](x) + β(x)Dx[v](x) +M[v](x) + a(x)v(x) ≥ 0 for all x ∈ R

v(x) ≤ u(x) for all x ∈ R

then either v ≡ u or v(x) < u(x) for all x ∈ R.

Proof. The proof is rather standard. Since a ∈ L∞ there exists k > 0 such that a(x) − k ≤ 0 and thus
the non negative function z := u− v satisfies

α(x)Dxx[z](x) + β(x)Dx[z](x) +M[z](x) + a(x)z(x) ≤ 0 for all x ∈ R.

Now it is there standard to see that either z ≡ 0 or z > 0. Indeed, if there exists x0 such that 0 = z(x0) =
minx∈R z(x) then we get

0 ≤
ˆ

R

J(x0 − y)z(y) dy ≤ 0,

and by a classical argument we get z ≡ 0. So v ≡ u. Otherwise we have z > 0 and so u > v. �

Remark 1. Note that the above proofs only relies on the properties of the operator M and so the
Theorems are still true if α(x) ≡ 0 and/or β ≡ 0. In such situation, the C2

loc regularity for u and v is not
needed and we can only require that u, v ∈ C1

loc(R) or C(R) if also β ≡ 0.
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3. Spectral Theory of integro-differential operators

In this section, we recall some important results on the principal eigenvalue of the linear non-local
operator cDx + M

Ω
+ a and derive some new properties of this quantity, in particular its behaviour

with respect to the parameter c. We also recall some known variational characterisation of the principal
eigenvalue of general integrodifferential operators. We split this section in two parts, one dealing with
the spectral properties of the principal eigenvalue λp defined for nonlocal operators with a drift and a
second recalling some elements of the spectral theory regarding integrodifferential operators containing
an elliptic part.

3.1. Principal eigenvalue for non-local operators with a drift. In this subsection, we recall some
results on the principal eigenvalue of a linear non-local operator cDx +M

Ω
+ a and establish new ones.

That is, we focus on the properties of the spectral problem

(3.1) cDx[ϕ] +M
Ω
[ϕ] + a(x)ϕ + λϕ = 0 in Ω.

Following Berestycki, Nirenberg and Varadhan [11], we define the principal eigenvalue λp the following
way,

λp = sup{λ | ∃ϕ ∈ C1(Ω), ϕ > 0, cDx[ϕ] +M
Ω
[ϕ] + a(x)ϕ + λϕ ≤ 0}.

When c = 0, then C1(Ω) the set of test functions is replaced by C(Ω).

3.1.1. Generic Properties. For such λp, let us first recall some standard properties that we constantly use
throughout this paper:

Proposition 3.1. (i) Assume Ω1 ⊂ Ω2, then for the two operators cDx+M
Ω1

+a and cDx+M
Ω2

+a

respectively defined on C1(Ω1) and C
1(Ω2), we have :

λp(cDx +M
Ω1

+ a) ≥ λp(cDx +M
Ω2

+ a).

(ii) For a fixed Ω and assume that a1(x) ≥ a2(x), for all x ∈ Ω. Then

λp(cDx +M
Ω
+ a2) ≥ λp(cDx +M

Ω
+ a1).

(iii) λp(cDx +M
Ω
+ a) is Lipschitz continuous with respect to a. More precisely,

|λp(cDx +M
Ω
+ a)− λp(cDx +M

Ω
+ b)| ≤ ‖a− b‖∞

(iv) For any Ω ⊂ R, we always have the following bounds

λp(cDx +M
Ω
+ a) ≥ − sup

x∈Ω
(M

Ω
[1](x) + a(x)) .

(v) λp(MΩ
+ a) is continuous with respect to J .

(vi) λp(cDx +M
Ω
+ a) is continuous with respect to c.

The proofs are rather standard and essentially use the definition of λp. We point to [4, 24, 25] for the
proofs of (i)− (iv) in the situation where c = 0 and to [30] when c 6= 0.

Let us now state two important properties of the principal eigenvalue. The first one is a Collatz-Wieland
type characterization of λp. Namely,

Theorem 3.2. Assume that Ω = (r1, r2) ⊂ R (with r1 < r2) is a bounded domain and let a, J such that
a ∈ C(Ω̄) ∩ L∞(Ω) and J satisfies assumptions (H1) – (H2). Then

λp(cDx +M
Ω
+ a) = λ̃′p(cDx +M

Ω
+ a),

where for c > 0

(3.2) λ̃′p(cDx+M
Ω
+a) = inf{λ | ∃ϕ ∈ C1(Ω)∩C(Ω̄), ϕ > 0, ϕ(r2) = 0, cDx[ϕ]+M

Ω
[ϕ]+a(x)ϕ+λϕ ≥ 0}.

and for c < 0

(3.3) λ̃′p(cDx+M
Ω
+a) = inf{λ | ∃ϕ ∈ C1(Ω)∩C(Ω̄), ϕ > 0, ϕ(r1) = 0, cDx[ϕ]+M

Ω
[ϕ]+a(x)ϕ+λϕ ≥ 0}.
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In addition, there exists a positive function ϕ1 ∈ C1(Ω) ∩ C(Ω) such that


















cDxϕ1 +M
Ω
[ϕ1] + aϕ1 + λpϕ1 = 0 in Ω = (r1, r2),

ϕ1 > 0 in Ω = (r1, r2),

ϕ1(r2) = 0 if c > 0,

ϕ1(r1) = 0 if c < 0.

The second property is a continuity result of the principal eigenvalue with respect to the domain and
existence of a principal eigenfunction. Namely, we have

Lemma 3.3. Let Ω ⊂ R be a domain and let M
Ω
be defined as in (1.11) with J satisfying (H1) – (H2).

Assume further that J is compactly supported and a ∈ C(R) ∩ L∞(R). Let (Ωn)n∈R be an increasing
sequence of bounded domain of R such that limn→∞Ωn = Ω, Ωn ⊂ Ωn+1. Then, we have

lim
n→∞

λp(cDx +M
Ωn

+ a) = λp(cDx +M
Ω
+ a).

In addition, there exists a positive smooth ϕp associated with λp.

As above for the Proposition 3.1, the proof of these results are already contained or follow from
straightforward adaptation of the arguments developped in [4, 24] and [30] and as such we will omit their
proofs.

3.1.2. Behaviour of λp with respect to the speed. In this part we study more precisely the behaviour of
the principal eigenvalue with respect to the speed c. Let us first show some useful equalities.

Proposition 3.4. Let Ω ⊂ R be a domain, a ∈ C(Ω̄) ∩ L∞(Ω) and assume that J compactly supported
satisfies (H1) – (H2). Then for all c we have

(3.4) λp(cDx +M
Ω
+ a(x)) = λp(−cDx +M∗

Ω
+ a(x)).

If in addition Ω is symmetric, in the sense that {−x |, x ∈ Ω} = Ω then for all c we have

(3.5) λp(cDx +M
Ω
+ a(x)) = λp(−cDx +M∗

Ω
+ a(−x)),

Proof. Without any loss of generality we may assume that c > 0. First, let us assume that Ω is bounded
set, that is Ω := (r1, r2). By Theorem 3.2, there exists ϕ,ϕ∗ ∈ C(Ω̄) ∩ C1(Ω) positive eigenfunctions
associated respectively with λp(cDx + M

Ω
+ a) and λp(−cDx + M∗

Ω
+ a). Moreover they satisfies ,

ϕ∗(r1) = ϕ(r2) = 0 and

cDxϕ+M
Ω
[ϕ] + aϕ+ λp(cDx +M

Ω
+ a)ϕ = 0

−cDxϕ
∗ +M∗

Ω
[ϕ∗] + aϕ∗ + λp(−cDx +M∗

Ω
+ a)ϕ∗ = 0

Let us multiply by ϕ∗ the equation satisfied by ϕ and integrate the resulting equation over Ω. Integrating
by parts and using the equation satisfied by ϕ∗ since ϕ∗(r1) = ϕ(r2) = 0 it follows that

(λp(cDx +M
Ω
+ a)− λp(−cDx +M∗

Ω
+ a))

ˆ

Ω
ϕϕ∗ = 0.

Thus the equality λp(cDx +M
Ω
+ a) = λp(−cDx +M∗

Ω
+ a) holds true since ϕϕ∗ > 0. By continuity of

λp(cDx + M
Ω
+ a) with respect to the domain (Lemma 3.3) the equality (3.4) then holds true for any

domain Ω. The second equality is obtained just by observing that if (ϕ, λ) satisfies

cDxϕ+M
Ω
[ϕ] + aϕ+ λp(cDx +M

Ω
+ a)ϕ = 0,

then since Ω is symmetric the function ψ(x) := ϕ(−x) satisfies
−cDxψ +M∗

Ω
[ψ] + a(−x)ψ + λp(cDx +M

Ω
+ a)ψ = 0.

The equality (3.5) then follows by using the definition of the principal eigenvalue. �

Next, we prove the following elementary property.
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Proposition 3.5. Assume that a ∈ C(R)∩L∞(R) and that J compactly supported satisfies (H1) – (H2).
Assume further that supR a(x) > 0. Then there exists c+0 > 0 such that for all c > c+0 ,

λp(cDx +M+ a) > 0.

Similarly there exists c−0 > 0 such that for all c ≤ −c−0 ,
λp(−cDx +M∗ + a) > 0.

Proof. We treat the two situation c > 0 and c < 0 separately.
Case c > 0: In this situation, take ϕ(x) := e−λx, then we have

cDx[ϕ] +M[ϕ] + a(x)ϕ = e−λx
(

−cλ+

ˆ

R

J(z)eλz dz − 1 + a(x)

)

.

Define

c+0 := inf
λ>0

1

λ

(
ˆ

R

J(z)eλz dz − 1 + sup
x∈R

a(x)

)

.

c+0 is bounded quantity since by an elementary computation we get

1

λ

(
ˆ

R

J(z)eλz dz − 1 + sup
x∈R

a(x)

)

≥
ˆ

R

J(z)z dz.

By definition of c+0 , for all c > c+0 , there exists λ(c) such that

h(λ(c)) := −cλ(c) +
ˆ

R

J(z)eλ(c)z dz − 1 + sup
x∈R

a(x) < 0.

Whence for such λ(c) we have

cDx[ϕ] +M[ϕ] + a(x)ϕ = ϕ

(

−cλ+

ˆ

R

J(z)eλz dz − 1 + sup
x∈R

a(x)

)

+ (a(x) − sup
x∈R

a(x))e−λ(c)x

≤ h(λ(c))ϕ < 0.

By definition of the principal eigenvalue of the operator cDx+M+ a, (ϕ,−h(λ(c)) is then an admissible
test function and therefore λp(cDx +M+ a) ≥ −h(λ(c)) > 0.

Case c < 0: In this situation, again take ϕ(x) := e−λx and observe that

−cDx[ϕ] +M∗[ϕ] + a(x)ϕ = ϕ

(

cλ+

ˆ

R

J(−z)eλz dz − 1 + a(x)

)

.

Define

c−0 := inf
λ>0

1

λ

(
ˆ

R

J(−z)eλz dz − 1 + sup
x∈R

a(x)

)

.

Again c−0 is a bounded quantity, since a similar elementary computation shows that

1

λ

(
ˆ

R

J(−z)eλz dz − 1 + sup
x∈R

a(x)

)

≥
ˆ

R

J(−z)z dz.

As above we can construct a admissible test function for c < −c−0 . Indeed, when c < −c−0 , then −c > c−0
and we can find λ(c) > 0 such that

δ(c) :=

(

cλ(c) +

ˆ

R

J(−z)eλ(c)z dz − 1 + sup
x∈R

a(x)

)

< 0.

Therefore (ϕ, δ(c)) satisfies

−cDx[ϕ] +M∗[ϕ] + a(x)ϕ− δ(c)ϕ = (a(x)− sup
x∈R

a(x))ϕ ≤ 0.

The couple (ϕ,−δ(c)) is therefore a admissible test function for the principal eigenvalue of the operator
−cDx +M∗ + a(x) and as such we have λp(−cDx +M∗ + a) ≥ −δ(c) > 0. By using Proposition 3.4, we
then conclude

λp(cDx +M+ a) = λp(−cDx +M∗ + a) ≥ −δ(c) > 0.
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�

Remark 2. Note that when J is symmetric then c+0 = c−0 =: c0 and we have the following quantitative
bound for c0 :

c0 ≥ inf
λ>0

(

λ

ˆ

R

J(z)z2 dz + sup
x∈R

a(x)
1

λ

)

= 2

√

ˆ

R

J(z)z2 dz · sup
x∈R

a(x).

Let us now show that for c close to 0 then λp(cDx+M+a) < 0. To do so let us first show it for c > 0,
namely

Lemma 3.6. Assume that a ∈ C0,α(R)∩L∞(R) and J with compact support satisfies (H1)-(H2). Assume
further that λp(M+a) < 0 then there exists c∗,+ > 0 such that for all 0 < c < c∗,+, λp(cDx+M+a) < 0.

Proof. To simplify the proof let us denote λ0 := λp(M + a) < 0 and without any loss of generality
let us assume that λp(M + a) is associated with a positive principal eigenfunction ϕp otherwise using
the Lipschitz continuity of λp(M + a) with respect to a, we can perturb a by aε with aε such that

λp(M+ aε) <
λ0
2 and there exists ϕp associated with λp(M+ aε).

Now thanks to the continuity of λp(MΩ
+ a) with respect to the domain (Lemma 3.3 ), we have for

some R0, λp(MR0
+ a) < λ0

2 and there exists ϕp associated with λp(MR0
+ a). Let us now introduce

M
γ,R0

the following operator defined for ϕ ∈ C([−R0, R0]) by

M
γ,R0

[ϕ](x) := (1− γ)

ˆ R0

−R0

J(x− y)ϕ(y) dy − ϕ(x).

Thanks to the continuity of λp with respect to a(x), for γ > 0 small says, γ ≤ γ0 we have

λp(Mγ,R0
+ a) ≤ λ0

4
.

Next, we claim

Claim 3.7. For any δ > 0, there exists ψ ∈ C1((−R0, R0)) ∩ Cc([−R0, R0]), ψ ≥ 0 such that

M
γ,R0

[ψ](x) + (a(x) + λp(Mγ,R0
+ a) + 2δ)ψ(x) ≥ 0 for all x ∈ (−R0, R0)

inf
x∈(−R0,R0)

ˆ R0

−R0

J(x− y)ψ(y) dy > 0

Assume for the moment that the claim holds true, then we can infer that

(3.6) lim sup
c→0,c>0

λp(cDx +M
R0

+ a) ≤ λp(Mγ,R0
+ a) + 2δ.

Indeed, from the claim a direct computation shows that

cDx[ψ] +M
R0
[ψ] + (a(x) + λp(Mγ,R0

+ a) + 2δ)ψ(x) ≥ cDx[ψ] + γd0

where d0 := inf
x∈(−R0,R0)

ˆ R0

−R0

J(x− y)ψ(y) dy > 0. Therefore, for c > 0 small enough we achieve

(3.7) cDx[ψ] +M
R0
[ψ] + (a(x) + λp(Mγ,R0

+ a) + 2δ)ψ(x) ≥ cDx[ψ] + γd0 > 0.

As a consequence, for c > 0 small we then have

λ̃′p(cDx +M
R0

+ a) ≤ λp(Mγ,R0
+ a) + 2δ.

Now thanks to the Collatz Wieland type characterisation of λp(cDx +M
R0

+ a), Theorem 3.2, from
the above inequality we deduce that for c > 0 small

λp(cDx +M
R0

+ a) ≤ λp(Mγ,R0
+ a) + 2δ,

which enforces (3.6). Now by choosing δ small enough, we then get

lim sup
c→0,c>0

λp(cDx +M
R0

+ a) <
λ0
8
.
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As a consequence there exists c∗,+ > 0, such that for all 0 < c ≤ c∗,+ λp(cDx + M
R0

+ a) ≤ λ0
16 and

thanks to the monotone behaviour of λp(cDx +M
R0

+ a) with respect to the domain, we have

λp(cDx +M+ a) ≤ λp(cDx +M
R0

+ a) ≤ λ0
16

< 0.

�

In order to conclude the proof let us now establish the claim.

Proof of the Claim. Let δ > 0 be a fixed. Arguing as in Claim 3.2 of [4], we can infer that there exists
ε0 > 0 such that for any 0 < ε ≤ ε0 then there exists ϕε ∈ Cc((−R0, R0)) verifying

M
γ,R0

[ϕε](x) + (a(x) + λp(Mγ,R0
+ a) + δ)ϕε(x) ≥ 0 for x ∈ (−R0, R0).

(−R0 + ε,R0 − ε) ⊂ supp(ϕε).

Since J satisfies (H1−H2) we can fix now ε small, such that

inf
x∈Ω

ˆ R0

−R0

J(x− y)ϕε(y) dy > 0.

Observe that by construction, since ϕε ∈ Cc((−R0, R0)), we can easily check that

M
γ,R

[ϕε](x) + (a(x) + λp(Mγ,R0
+ a) + δ)ϕε(x) ≥ 0 for all x ∈ R.

Now, let ζ be a smooth mollifier of unit mass and with support in the unit interval and consider
ζτ :=

1
τ ζ
(

z
τ

)

for τ > 0.
By taking ψ := ζτ ⋆ ϕε and observing that M

γ,R
[ψ](x) = ζτ ⋆ (Mγ,R

[ϕε])(x) for any x ∈ R, we deduce
that

ζτ ⋆
(

M
γ,R

[ϕε] + (a(x) + λp(Mγ,R0
+ a) + δ)ϕε

)

≥ 0 for all x ∈ R,

M
γ,R

[ψ](x) + (λp(Mγ,R0
+ a) + δ)ψ(x) + ζτ ⋆ (a(x)ϕε)(x) ≥ 0 for all x ∈ R.

By adding and subtracting a, we then have for all x ∈ R

M
γ,R

[ψ](x) + (a(x) + λp(Mγ,R0
+ a) + δ)ψ(x) +

ˆ

R

ζτ (x− y)ϕε(y)(a(y)− a(x)) dy ≥ 0.

For τ small enough, say τ ≤ τ0, the function ψ ∈ C∞
c ((−R0, R0)) and for all x ∈ (−R0, R0) we have

M
γ,R

[ψ](x) = (1− γ)

ˆ

R

J(x− y)ψ(y) dy − ψ(x),

= (1− γ)

ˆ R0

−R0

J(x− y)ψ(y) dy − ψ(x) = M
γ,R0

[ψ](x).

Thus, from the above inequalities, for τ ≤ τ0, we get for all x ∈ (−R0, R0),

M
γ,R0

[ψ](x) + (a(x) + λp(Mγ,R0
+ a) + δ)ψ(x) +

ˆ

R

ζτ (x− y)ϕε(y)(a(y) − a(x)) dy ≥ 0.

Since a is Hölder continuous, we can estimate the integral by
∣

∣

∣

∣

ˆ

R

ζτ (x− y)ϕε(y)(a(y) − a(x)) dy

∣

∣

∣

∣

≤
ˆ

R

ζτ (x− y)ϕε(y)

∣

∣

∣

∣

a(y)− a(x)

|y − x|α
∣

∣

∣

∣

|x− y|α dy,

≤ κταψ(x),

where κ is the Hölder semi-norm of a. Thus, for τ small, says τ ≤ inf{
(

δ
2κ

)1/α
, τ0}, we have

M
γ,R0

[ψ](x) + (a(x) + λp(Mγ,R0
+ a) + 2δ)ψ(x) ≥ 0 for all x ∈ (−R0, R0),

In addition, since supp(ϕε) ⊂ supp(ψ), we then infer that

inf
x∈(−R0,R0)

ˆ R0

−R0

J(x− y)ψ(y) dy > 0,
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which end the proof of the claim. �

Last let us prove that λp(cDx +M+ a) < 0 for c < 0 and c close to 0. Namely,

Lemma 3.8. Assume that a ∈ C0,α(R)∩L∞(R) and J with compact support satisfies (H1)-(H2). Assume
further that λp(M+a) < 0 then there exists c∗,− > 0 such that for all −c∗,− < c < 0, λp(cDx+M+a) < 0.

Proof. To obtain c∗,−, let us observe that thanks to Proposition 3.4 we have

λp(cDx +M+ a) = λp(−cDx +M∗ + a),

λp(M+ a) = λp(M∗ + a).

Let us then consider the operator −cDx+M∗+a. Since λp(M∗+a) < 0 and −c > 0 and we can therefore
apply the Lemma 3.6 to −cDx+M∗+a. As a consequence there exists c̄ such that for all −c ≤ c̄ we have
λp(−cDx +M∗ + a) < 0. Hence, by denoting c∗,− := c̄ and by using the above equality, for all c > −c̄,
we have

λp(cDx +M+ a) = λp(−cDx +M∗ + a) < 0.

�

By Propositions 3.5 and 3.4, Lemma 3.6 and Lemma 3.8 we can then define

c∗,+ := sup{c > 0 | ∀ 0 < c′ ≤ c, λp(c
′
Dx +M+ a) < 0},(3.8)

c∗,− := inf{c < 0 | ∀ c ≤ c′ < 0, λp(c
′
Dx +M+ a) < 0},(3.9)

and

c∗∗,+ := inf{c > 0 | ∀ c′ ≥ c, λp(c
′
Dx +M+ a) ≥ 0},(3.10)

c∗∗,− := sup{c < 0 | ∀ c′ ≤ c, λp(c
′
Dx +M+ a) ≥ 0}.(3.11)

Observe that from the definition of c∗,±, c∗∗,± and thanks to Proposition 3.4, the Theorem 1.3 will then
be proved as soon as the optimal persistence criteria (Theorem 1.1) is proved.

3.2. Principal eigenvalue for nonlocal operators with an elliptic part. In this section we recall
the definition and behaviour of the principal eigenvalue for general integrodifferential operator L of the
form

L[ϕ] := E [ϕ] + L
Ω
[ϕ]

where E is an elliptic operator of the form

E [ϕ] := α(x)Dxx[ϕ] + β(x)Dx[ϕ] + γ(x)ϕ

where α(x) > 0. As in [11, 15, 4, 31, 30, 45], we can check that the quantity

λp(L) := sup{λ ∈ R | ∃ϕ ∈ C(Ω̄) ∩W 2,1
loc (Ω), ϕ > 0, L[ϕ] + λϕ ≤ 0}

is well defined and satisfies all the properties defined in Proposition 3.1. Moreover we also have the
following Collatz-Wieland characterisation

Theorem 3.9 ([31]). Assume that Ω = (r1, r2) ⊂ R (with r1 < r2) is a bounded domain and let α, β, γ ∈
C0,α(Ω) ∩ C(Ω̄) and J with compact support satisfying (H1)-(H2). Assume further that α > 0, then
λp(L) is the principal eigenvalue of L, meaning that there exists a positive smooth function ϕp associated
to λp(L), such that

L[ϕp](x) + λpϕp(x) = 0 for all x ∈ Ω,

ϕp(r1) = ϕp(r2) = 0.

Moreover, λp(L) satisfies the following Collatz-Wieland characterisation:

λp(L) = λ′p(L) := inf{λ ∈ R | ∃ϕ ∈ C2(Ω) ∩ C(Ω̄), ϕ > 0, ϕ(r1) = ϕ(r2) = 0, L[ϕ] + λϕ ≥ 0}.
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4. Analysis of the regularised problem

In this section we construct a positive solution uε of a regularised version of (1.5). For ε > 0 let us
introduce the following regularised problem :

(4.1) εDxx[u](x) + cDx[u](x) +M[u](x) + f(x, u(x)) = 0 for all x ∈ R.

Then, for a fixed c > 0 such that λp(cDx + M + a) < 0, we will show that we can find ε0(c) such
that for ε ≤ ε0, the problem (4.1) admits a unique positive non trivial solution. Namely, we prove the
following

Theorem 4.1. Assume that f and J satisfy (H1) − (H4) and that c > 0 is such that λp(cDx + M +
∂sf(x, 0)) < 0. Then there exists ε0 > 0 such that for all 0 < ε ≤ ε0 there exists a unique positive
continuous function, uε, solution of (4.1).

The next subsections deal with the proof of Theorem 4.1. The proof of the Theorem 4.1 uses standard
approximation schemes that we can find for example in [23, 9, 10]. To simplify the presentation we break
down the proof in three parts, the next two subsection being devoted to each one of them. In the first
part, subsection 4.1, we introduce the following approximated problem :

εDxx[u](x) + cDx[u](x) +M
R
[u](x) + f(x, u(x)) = 0 for all x ∈ (−R,R)(4.2)

u(−R) = u(R) = 0(4.3)

and we find ε0 and R0 positive constants such that for all R ≥ R0 and ε ≤ ε0 the problem (4.2)-(4.3) set
on a (−R,R) has a unique solution. More precisely, we prove

Theorem 4.2. Assume that f and J satisfy (H1) − (H4) and that c > 0 is such that λp(cDx + M +
∂sf(x, 0)) < 0. Then there exists R0 > 0 and ε0 > 0 such that for all 0 < ε ≤ ε0, R ≥ R0 there exists a
unique positive continuous function, uε,R, solution to (4.2)–(4.3). Moreover, for any smooth initial data
v0 ∈ C1((−R,R)), v0 ≥ 6≡ 0 then the solution v(t, x) of the following Cauchy problems

∂tv(t, x) = εDxx[v](t, x) + cDx[v](t, x) +M
R
[v](t, x) + f(x, v(t, x)) for t > 0, x ∈ (−R,R)

v(t,−R) = v(t, R) = 0 for t > 0

v(0, x) = v0(x) for x ∈ (−R,R),
converges uniformly to uε,R.

Then in a second part,subsection 4.2, by using a standard limiting procedure and a-priori estimates, we
show that ε0 is independent of R and that for any 0 < ε ≤ ε0 a positive non trivial solution to (4.1) can
be constructed from the sequences (uε,Rn)n∈N with Rn → ∞. In the last part, subsection 4.3 we prove
the uniqueness of the solution of (4.1).

4.1. Existence of a unique non-trivial positive solution in a bounded domain. We start this
subsection by proving the uniqueness of the positive solution of (4.2)–(4.3). Our proof follows a standard
argument that we can find for example in [7, 28]. Let u and v be two non negative solutions to (4.2)–(4.3).
Then thanks to the maximum principle and using the equation satisfied by u and v there exists M > 0
such that M > u > 0,M > v > 0 and moreover we have

Dx[u](−R) > 0, Dx[v](−R) > 0

Dx[u](R) < 0, Dx[v](R) < 0.

So there exists σ0 > 0 such that 1
σ0
v ≤ u ≤ σ0v. From this inequalities we can define

σ∗ := inf{τ > 0 |σv}
and by definition of σ∗, we have u ≤ σ∗v. We claim that

Claim 4.3. σ∗ ≤ 1.

Note that by proving the claim we deduce that u ≤ v and since the role of u and v can be interchanged
we then obtain v ≤ u as well, which proves the uniqueness.
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Proof of the Claim: Assume by contradiction that σ∗ > 1. Then by using that v is a solution, we can
check that σ∗v is a super-solution to (4.2)–(4.3). Now since u ≤ σ∗v and f is locally Lipschitz thanks to
the strong maximum principle, we can check that either u < σ∗v or u ≡ σ∗v. In the latter case, since
f(x,s)
s is strictly decreasing we then have the following contradiction

0 = εDxx[u] + cDx[u] +M
R
[u] +

f(x, u)

u
u = εDxx[σ

∗v] + cDx[σ
∗v] +M

R
[σ∗v] +

f(x, σ∗v)
σ∗v

σ∗v

< σ∗ (εDxx[v] + cDx[v] +M
R
[v] + f(x, v)) = 0.

In the other case, we also get a contradiction. Namely, since u < σ∗v and thanks to the equations
satisfied by u and σ∗v we can see that Dx[u](−R) < σ∗Dx[v](−R) and Dx[u](R) > σ∗Dx[v](R). Therefore
u ≤ (σ∗ − ε)v for some ε small contradicting the definition of σ∗. �

Let us prove now that for ε small and R well chosen, a positive solution to (4.2) –(4.3) exists. For
convienience, we use the following notation a(x) := ∂sf(x, 0). Note that the problem (4.2)–(4.3) can be
solved using standard sub and super-solution scheme (see [23]) and that large constants are super-solutions
of this problem. So, in order to construct a solution it is enough to construct a bounded sub-solution of
(4.2) – (4.3) and thanks to the nature of the problem (4.2)–(4.3), it is enough to show that

(4.4) λp(εDxx + cDx +M
R
+ a) < 0.

Indeed, let assume that λp(εDxx + cDx + M
R
+ a) < 0 and let ϕp the associated positive eigenfunc-

tion. Then a straightforward computation shows that for small κ the function κϕp satisfies κϕp(R) =
κϕp(−R) = 0 and

εDxx[κϕp](x) + cDx[κϕp](x) +M
R
[κϕp](x) + f(x, κϕp(x)) = −λpκϕp(x) + o(κϕp(x)) ≥ 0.

As a consequence, for small κ the function κϕp is a subsolution of (4.2)–(4.3).
Let us now prove that (4.4) holds true for small ε and R well chosen. For that we prove the following

Lemma 4.4. Assume that a ∈ C1,α(R), J satisfying (H1)-(H2) is compactly supported and that λp(cDx+
M+ a) < 0. Then there exists R0 such that

lim sup
ε→0,ε>0

λp(εDxx + cDx +M
R0

+ a) < 0.

Assume for the moment that this Lemma holds true. Then there exists ε0(c,R0) such that for all ε ≤ ε0
we have

λp(εDxx + cDx +M
R0

+ a) < 0.

By using that λp(εDxx+ cDx+M
R
+ a) is monotone non increasing with respect to R we then conclude

that for all R ≥ R0 and all ε ≤ ε0 we have

λp(εDxx + cDx +M
R
+ a) ≤ λp(εDxx + cDx +M

R0
+ a) < 0.

Now, thanks to the Collatz-Wieland type characterisation of λp(εDxx+cDx+M
R
+a) (Theorem 3.9), to

prove this Lemma it is enough to show that there exists R0 > 0 such that we have λp(cDx+M
R0

+a) < 0

and for small δ > 0, say δ ≤ −
λp(cDx+M

R0
+a)

2 , we can find ψ > 0, ψ ∈ W 2,1(Ω) ∩ L∞(Ω) and ε(δ) such
that for all ε ≤ εδ :

{

εDxx[ψ](x) + cDx[ψ](x) +M
R0
[ψ](x) + a(x)ψ(x) + (λp(cDx +M

R0
+ a) + δ)ψ(x) ≥ 0, on (−R0, R0)

ψ(−R0) = ψ(R0) = 0.

To simplify the presentation of the proof of this Lemma we decompose it into two steps.
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Step One : Some a priori estimates. Let R > 0 and let ϕp,c,R be the positive eigenfunction associated
with λ(cDx +M

R
+ a). Without any loss of generality, we can assume that ϕp,c,R ≤ 1. Let d1(c,R) be

the following positive constant:

d1 := inf
x∈(−R,R)

ˆ R

−R
J(x− y)ϕp,c,R(y) dy

From the equation satisfied by ϕp,c,R we can check that for all x ∈ (−R,R) we have

cDx[ϕp,c,R](x) + (λp(cDx +M
R
+ a)− 1 + a(x))ϕp,c,R(x) = −

ˆ R

−R
J(x− y)ϕp,c,R(y) dy ≤ −d1.

Therefore, since for all c and R we have λp(cDx +M
R
+ a) ≥ − sup

x∈(−R,R)
a(x), we deduce that

(4.5) Dx[ϕp,c](x) ≤ −d1
c

+
γ0
c
ϕp,c,R(x)

with γ0 := sup
x∈R

a(x)− inf
x∈R

a(x) + 1.

Now we claim that

Claim 4.5. For all δ > 0, there exists c(δ) > c, such that for all c < c′ ≤ c(δ) we have
(4.6)

cDx[ϕp,c′,R](x) +M
R
[ϕp,c′,R](x) + (a(x) + λp(c

′
Dx +M

R
+ a) + δ)ϕp,c′,R(x) ≥

c′ − c

c′
d1(c

′) +
δ

2
ϕp,c′,R(x).

Proof. Let δ > 0 be fixed and for c′ > c and ϕp,c′, let us compute

cDx[ϕp,c′,R](x) +M
R
[ϕp,c′,R](x) + (a(x) + λp(c

′
Dx +M

R
+ a) + δ)ϕp,c′,R(x).

By (4.5) we can infer that for any c′ > c

cDx[ϕp,c′,R] +M
R
[ϕp,c′,R] + (a(x) + λp(c

′
Dx +M

R
+ a) + δ)ϕp,c′,R = (c− c′)Dx[ϕp,c′,R] + δϕp,c′,R,

≥ c′ − c

c′
d1(c

′) +

(

δ − (c′ − c)

c′
γ0

)

ϕp,c′,R.

Thus, the claim holds true by taking c(δ) ≤ c
(

1 + δ
2γ0

)

. �

Remark 3. Note that c(δ) does not depend of R.

Step two : Construction of a good test function for ε small.

First, let us remark that since J and f satisfies (H1)-(H4) and λp(cDx +M+ a) < 0 by using Lemma
3.3 we have

lim
R→+∞

λp(cDx +M
R
+ a) = λp(cDx +M+ a) < 0

and so there exists R0 > 0 such that

(4.7) λp(cDx +M
R0

+ a) <
λp(cDx +M+ a)

2
< 0.

Let us fix δ ≤ −
λp(cDx+M

R0
+a)

2 and let us start our construction of ψ.
First, thanks to the continuity of λp(cDx +M

R0
+ a) with respect to the speed c, there exists c0 > c

such that for all c < c′ ≤ c0, we have

(4.8) λp(c
′
Dx +M

R0
+ a) ≤ λp(cDx +M

R0
+ a) +

δ

4
.

From our choice of c0 let us observe that for all c0 ≥ c′ > c we have

λp(c
′
Dx +M

R0
+ a) ≤ 7

8
λp(cDx +M

R0
+ a) <

7

16
λp(cDx +M+ a) < 0.
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Now thanks to the Claim 4.5 there exists c(δ) such that for all c < c′ ≤ c(δ) the principal eigenfunction
ϕp,c′,R0

verifies

cDx[ϕp,c′,R0
] +M

R0
[ϕp,c′,R0

] + (a(x) + λp(c
′
Dx +M

R0
+ a) + δ)ϕp,c′,R0

≥ c′ − c

c′
d1(c

′) +
δ

2
ϕp,c′,R0

.

Fix now c′ ≤ inf{c0, c(δ)} then from the above inequality and by using (4.8) we achieve

(4.9) cDx[ϕp,c′,R0
] +M

R0
[ϕp,c′,R0

] + (a(x) + λp(cDx +M
R0

+ a) + δ)ϕp,c′,R0
≥ c′ − c

c′
d1(c

′) +
δ

4
ϕp,c′,R0

.

For τ < 1
4 , let us now choose a family of increasing cut-off function ζτ (x) such that











ζτ (x) = 0 for −R0 ≤ x ≤ −R0 + τ

ζ ′τ (x) ≥ 0 for −R0 + τ < x < −R0 +
√
τ

ζτ (x) = 1 for −R0 +
√
τ ≤ x ≤ R0

and that for some uniform constant C0 verifies |ζ ′τ (x)| ≤ C0√
τ
. Choose τ0 <

1
4 small such that

inf
x∈Ω

ˆ R0

−R0+
√
τ0

J(x− y)ϕp,c′,R0
(y) dy := d0 > 0.

Let us define ψ := ϕp,c′,R0
(x)ζτ (x) and for τ ≤ τ0 let us compute

cDx[ψ] +M
R0
[ψ] + (a(x) + λp(cDx +M

R0
+ a) + δ)ψ.

Observe that ψ ≡ 0 for x ≤ −R0 + τ and τ ≤ τ0, so we have for x ≤ −R0 + τ

cDx[ψ] +M
R0
[ψ] + (a(x) + λp(cDx +M

R0
+ a) + δ)ψ =

ˆ R0

−R0

J(x− y)ψ(y) dy

≥
ˆ R0

−R0+
√
τ0

J(x− y)ϕp,c′,R0
(y) dy ≥ d0.(4.10)

On the other hand, for x ∈ (−R0 +
√
τ ,R0) we have ζτ (x) = 1 and thanks to (4.9) we deduce that

cDx[ψ] +M
R0
[ψ] + (a(x) + λp(cDx +M

R0
+ a) + δ)ψ ≥

ˆ R0

−R0

J(x− y)ϕp,c′,R0
(y)(ζτ (y)− 1) dy +

c′ − c

c′
d1 +

δ

4
ψ.

≥
ˆ −R0+

√
τ

−R0

J(x− y)ϕp,c′,R0
(y) dy +

c′ − c

c′
d1 +

δ

4
ϕp,c′,R0

.

≥ −‖J‖∞
√
τ +

c′ − c

c′
d1 +

δ

4
ϕp,c′,R0

.

By taking τ ≤ inf

{

(

c′ − c

2c′‖J‖∞
d1

)2

, τ0

}

we then achieve for x ∈ (−R0 +
√
τ ,R0)

(4.11) cDx[ψ] +M
R0
[ψ] + (a(x) + λp(cDx +M

R0
+ a) + δ)ψ ≥ c′ − c

2c′
d1 +

δ

4
ϕp,c′,R0

≥ 0.

Similarly, thanks to (4.9) and since ζτ is a monotone non decreasing function, a short computation shows
that on (−R0 + τ,−R0 +

√
τ)

cDx[ψ] +M
R0
[ψ] + (a(x) + λp(cDx +M

R0
+ a) + δ)ψ ≥

ˆ R0

−R0

J(x− y)ϕp,c′,R0
(y)(ζτ (y)− ζτ (x)) dy

+ ζτ (x)

(

c′ − c

c′
d1 +

δ

4
ϕp,c′,R0

)

.
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Define I :=

ˆ R0

−R0

J(x− y)ϕp,c′,R0
(y)(ζτ (y)− ζτ (x)) dy, and let us estimate I.

Since ζτ ≡ 1 in (−R0 +
√
τ ,R0), ζτ is monotone non decreasing and |ζ ′τ (x)| ≤ C0√

τ
and since τ ≤ τ0 and

x ∈ (−R0 + τ,−R0 +
√
τ) we can estimate I as follows:

I ≥ (1 − ζτ (x))

ˆ R0

−R0+
√
τ
J(x− y)ϕp,c′(y) dy +

ˆ x

−R0

J(x− y)ϕp,c′(y)(ζτ (y)− ζτ (x)) dy,

≥ (1 − ζτ (x))d0 −
ˆ x

−R0

J(x− y)

∣

∣

∣

∣

ζτ (y)− ζτ (x)

y − x

∣

∣

∣

∣

|x− y| dy,

≥ (1 − ζτ (x))d0 −
C0√
τ

ˆ

√
τ

0
J(z)|z| dz,

≥ (1 − ζτ (x))d0 −
C0

√
τ‖J‖∞
2

.

As a consequence, by setting d∗ := inf
{

d0,
c′−c
2c′ d1

}

and by choosing τ small, say

τ ≤ τ1 := inf

{

τ0,

(

c′ − c

2c′‖J‖∞
d1

)2

,

(

d∗

C0‖J‖∞

)2
}

,

we then achieve for all x ∈ (−R0 + τ,−R0 +
√
τ)

(4.12) cDx[ψ] +M
R0
[ψ] + (a(x) + λp(cDx +M

R0
+ a) + δ)ψ ≥ ζτ (x)

δ

4
ϕp,c′,R0

(x) +
d∗

2
.

By using that a ∈ C1,α(R) we can check that the eigenfunction ϕp,c′,R0
∈ C2((−R0, R0)) and by

definition of ψ this implies that ψ ∈ C2((−R0, R0)). Moreover collecting (4.10), (4.11) and (4.12), for any
x ∈ (−R0, R0), we also have

εDxx[ψ] + cDx[ψ] +M
R0
[ψ] + (a(x) + λp(cDx +M

R0
+ a) + δ)ψ ≥ εDxx[ψ] +

d∗

2
ψ(−R0) = ψ(R0) = 0

which for ε small enough says ε ≤ ε∗ := d∗

4‖ψ‖C2
satisfies

εDxx[ψ] + cDx[ψ] +M
R0
[ψ] + (a(x) + λp(cDx +M

R0
+ a) + δ)ψ ≥ d∗

4
> 0,

ending thus the proof of the Lemma. �

Remark 4. From the above construction, since ψ ≡ 0 in (−R0,−R0 + τ), we can easily observe that for
all ε ≤ ε∗ the function ψ is still a good test function in (r1, R0) for all r1 ≤ −R0.

Remark 5. Observe that for small κ, the function κψ can also serve as a sub-solution of the problem
(4.2)-(4.3) defined in (−R0, R0). Indeed, a straightforward computation shows that

εDxx[κψ] + cDxκψ +M
R0
[κψ] + f(x, κψ) ≥ κd∗

4
+ (−λp(cDx +M

R0
+ a)− δ)κψ + o(κψ)

≥ κd∗

4
−
λp(cDx +M

R0
+ a)

2
κψ + o(κψ) ≥ 0.

Thus since large constants are super-solutions of the problem and the problem admits a unique positive
solution we will have

κψ ≤ uε,R0
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4.2. Existence of a non-trivial positive solution in R. Thanks to the previous subsection, for a
fixed c > 0 we know that there exists ε0 > 0 and R0 > 0 such that for any 0 < ε ≤ ε0 and R ≥ R0 there
exists uε,R a unique positive solution to (4.2)– (4.3). In addition, for a fixed ε and for any R1 > R2 ≥ R0,
the solution uε,R1

is a super-solution for the problem

εDxx[u] + cDx[u] +M
R2
[u] + f(x, u) = 0 in (−R2, R2)

u(−R2) = u(R2) = 0

Therefore by a sweeping argument we get

uε,R2
≤ uε,R1

in (−R2, R2).

Thus, for ε fixed the map R 7→ uε,R is monotone increasing. As a consequence and thanks to Remark 5
for all R ≥ R0 we will always have

(4.13) κψ ≤ uε,R0
≤ uε,R on (−R0, R0)

for some κ > 0 independent of ε.
On the other hand, since f satisfies (H3)-(H4), we can find a constant M such that for all R ≥ R0

this constant is a super-solution of the problem (4.2)– (4.3). Thus, by uniqueness of the solution, we then
have uε,R ≤M for all ε ≤ ε0 and R ≥ R0.

Let us fix now ε ≤ ε0 and let (Rn)n∈N be an increasing sequence starting from R0 and such that
Rn → +∞. Let us denote by (un)n∈N the corresponding sequence of solutions of (4.2)–(4.3) set on
(−Rn, Rn). Since un is uniformly bounded, by using local elliptic estimate we can check that (un)n∈N is
bounded uniformly in C2,α(−Rn, Rn) and therefore by a diagonal extraction process we can extract of
the sequence (un)n∈N a subsequence, still denoted (un)n∈N that converges locally uniformly to a positive
bounded function uε which is solution to

εDxx[uε] + cDx[uε] +M[uε] + f(x, uε) = 0 in R.

Moreover, thanks to (4.13), we have κψ ≤ uε ≤M in (−R0, R0). Note that the latter bound is independent
of ε so we get for all ε ≤ ε0

(4.14) κψ1(−R0,R0) ≤ uε ≤M.

Whence, for all ε ≤ ε0 there exists a non trivial solution uε to (4.1) thus proving Theorem 4.1.

4.3. Uniqueness of the solution of (4.1). Let us now prove that the solution uε is unique. We argue
by contradiction and assume that there exists v another positive solution to (4.1). We will show that
uε < v and v ≤ uε which will give us our contradiction.

Let us first remark that v is a supersolution of problem (4.2) – (4.3) for any R > 0. Therefore by a
standard sweeping argument we conclude that v ≥ uε,R for all R ≥ R0. Since uε,R is monotone with
respect to R, it follows that v ≥ uε. By assumption v 6≡ uε almost everywhere and by using the strong
maximum principle we then have v > uε. Our main task is then to prove the inequality v ≤ uε. To do
so we will use a sweeping type argument. But first we will establish some useful properties of v that will
constantly used along our proof. Namely,

Proposition 4.6. Assume that f and J satisfy (H1)−(H4) and assume further that J satisfies (H6).Let
v ∈ C2

loc(R) be a positive bounded solution to (4.1). Then v ∈ L1(R).

Proof. By assumption since f is in C1 and v ∈ L∞(R) ∩ C2
loc(R) is a solution to (4.1), by using interior

elliptic regularity we deduce that Dx[v] ∈ L∞(R). Now to prove that v ∈ L1 and let us integrate (4.1)
over (−R,R), we then get

ε(Dx[v](R)−Dx[v](−R))+ c(v(R)− v(−R))+
ˆ R

−R

ˆ

R

J(−z)[v(x+ z)− v(x)] dz dx = −
ˆ R

−R
f(x, v(x)) dx.
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Let us set AR := ε(Dx[v](R) −Dx[v](−R)) + c(v(R) − v(−R)) and by using that J has a first moment,
that v is smooth, and Fubini’s Theorem we can rewrite the equality as follows

−
ˆ R

−R
f(x, v(x)) dx = AR +

ˆ R

−R

ˆ

R

J(−z)z
ˆ 1

0
Dx[v](x+ sz) dsdzdx

= AR +

ˆ 1

0

ˆ

R

J(−z)z[v(R + sz)− v(−R + sz]) dsdz

Therefore, since v and Dx[v] are bounded we get for all R > 0

(4.15) −
ˆ R

−R
f(x, v(x)) dx < C0 := 2‖v‖∞

(

c+

ˆ

R

J(z)|z| dz
)

+ 2ε‖Dx[v]‖∞.

Now since f satisfies (H3) and (H4) we can find R0 > 0 and κ0 > 0 such that f(x, s) < −κ0s for all
|x| > R0 and s ∈ R

+. Whence, for all R > R0 we get from (4.15) that

−
ˆ −R0

−R
f(x, v(x)) dx −

ˆ R

R0

f(x, v(x)) dx ≤
∣

∣

∣

∣

ˆ R0

−R0

f(x, v(x)) dx

∣

∣

∣

∣

+ C0

κ0

(
ˆ −R0

−R
v(x) dx +

ˆ R

R0

v(x) dx

)

≤ C0 + 2R0‖f‖∞,

which by using that v is bounded implies that

(4.16)

ˆ R

−R
v(x) dx ≤ C0 + 2R0[‖f‖∞ + ‖v‖∞]

κ0
.

Since v is positive, the later estimate shows that v ∈ L1.
�

Remark 6. Note that as a corollary of the fact v ∈ L1, since v is smooth we must have lim
x→±∞

v(x) = 0.

In addition since v ∈ L1(R) ∩ L∞(R), by interpolation v ∈ Lp for any 1 ≤ p. In particular, v ∈ L2(R).

Remark 7. We observe that the above proof only rely on elementary computations which will be true as
well when ε = 0. Therefore we then have that any bounded positive smooth solution to (1.5) is in L1(R).

Equipped with the Proposition 4.6, we are now in position to prove v ≤ uε. To this end, we will use
a sweeping type argument,which essentially relies on two main steps. First we prove that v ≤ τ0uε for
some τ0 > 0 and then in a second step we show that v ≤ τuε for all τ ≥ 1. Let us start by proving the
following:

Claim 4.7. There exists τ0 > 0 such that v(x) ≤ τ0uε(x) for all x ∈ R

Proof. Let us define b1(x) :=
f(x,uε(x))
uε(x)

and b2(x) :=
f(x,v(x))
v(x) . Since f satisfies (H3)–(H5) and v > uε we

have b1(x) > b2(x) and therefore uε, v satisfy:

εDxx[uε](x) + cDx[uε](x) +M[uε](x) + b2(x)uε(x) < 0

εDxx[v](x) + cDx[v](x) +M[v](x) + b2(x)v(x) = 0.

By using that f satisfies (H4) and since v is bounded we can find R0 and ν0 > 0 such that b2(x) < −ν0
for all |x| ≥ R0. Now since uε and v are bounded and positive the following positive quantity are well
defined

M0 := max
x∈[−R0,R0]

v(x) m0 := min
x∈[R0,R0]

uε(x).

By considering now the function Cuε with C := M0

m0
+ 1 we then have Cuε > v in [−R0, R0]. Therefore

since 0 = lim|x|→+∞ v(x) ≤ lim|x|→+∞Cuε(x), by using the weak comparison principle, Theorem 2.1, we
then conclude that v ≤ Cuε. �
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From the Claim 4.7 the following quantity is then well defined

τ∗ := inf{τ > 0, | v ≤ τuε},
and we claim that

Claim 4.8. τ∗ ≤ 1

Note that by proving the claim we end our proof since we then achieved that v ≤ τ∗u ≤ u.

Proof. Again, to show this claim we will argue by contradiction and assume that τ∗ > 1. By definition
we have v ≤ τ∗uε and by the strong comparison principle, Theorem 2.2, either v < τ∗uε or v ≡ τ∗uε. In
the later case, we get the contradiction

0 = εDxx[v] + cDx[v] +M[v] +
f(x, v)

v
v = εDxx[σ

∗uε] + cDx[σ
∗uε] +M[σ∗uε] +

f(x, σ∗uε)
σ∗uε

σ∗uε

< σ∗ (εDxx[uε] + cDx[uε] +M[uε] + f(x, uε)) = 0.

Let us now obtain a contradiction in the other situation. Since v < τ∗uε, we may find τ ′ < τ∗ such
that v(x) < τ ′uε(x) for all x ∈ [−R0, R0]. In addition we can check that v and τ ′uε satisfy



















εDxx[τ
′uε](x) + cDx[τ

′uε](x) +M[τ ′uε](x) + b2(x)(τ
′uε(x)) < 0 for all |x| > R0

εDxx[v](x) + cDx[v](x) +M[v](x) + b2(x)v(x) = 0 for all |x| > R0,

v(x) < τ ′uε(x) for all x ∈ [−R0, R0],

lim|x|→∞ v(x) ≤ lim|x|→+∞ τ ′uε(x).

Thus by applying the weak comparison principle, Theorem 2.1, we get v ≤ τ ′uε contradicting the definition
of τ∗. Whence we must have τ∗ ≤ 1. �

5. The sufficient condition: Existence of a non trivial steady state

In this section, by analysing the singular limit problem (4.1) as ε→ 0 we construct a positive solution
ū of (1.5) and prove the sufficient condition stated in Theorem 1.1. The proof being similar for c > 0 and
c < 0, we only present the construction for the case c > 0 and when necessary we add some remarks to
handle the case c < 0.

So let us now analyse the singular limit of uε when ε→ 0 and construct a positive non trivial solution
to (1.5). From (4.14) we know that M ≥ uε ≥ κψ1(−R0,R0) with M and κ constants independent of ε.
Next, we show that there exists C1 such that for all ε, we have

(5.1) |Dx[uε]| ≤ C1

To obtain such estimate, we will first establish the following estimate:

Proposition 5.1. Assume J and f satisfies (H1)-(H4), then for all 0 < ε < ε0 there exists Cε such that

‖uε‖H1(R) ≤ Cε.

Assume for the moment that the proposition holds true and let us prove that it implies (5.1). In-
deed, since uε is bounded in H1(R) and smooth we can then infer that lim|x|→+∞Dx[uε](x) = 0 and
lim|x|→+∞ uε(x) = 0 and as a consequence, the quantities sup

x∈R
Dx[uε](x) and inf

x∈R
Dx[uε](x) are achieved

at some points x0, x1 in R. Now, by using (4.1) we deduce that at these points we have

−M − sup
x∈R,s∈[0,M ]

|f |(x, s) ≤ cDx[uε](xi) ≤M + sup
x∈R,s∈[0,M ]

|f |(x, s)

and thus

|Dx[uε](xi)| ≤ C1 :=
M + supx∈R,s∈[0,M ] |f |(x, s)

c
.

Now thanks to (5.1) we can construct a non trivial solution to (1.5). Indeed, take a sequence (εn)n∈N
such that εn → 0 and let uεn be the non trivial solution of the regularised equation (4.1) with εn. Thanks
to (5.1) and (4.14) the sequence (uεn)n∈N is uniformly bounded in C1(R) and therefore by a diagonal
extraction process we can find a subsequence that converges locally uniformly and pointwise to a non
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negative function ũ. Moreover, κψ1(−R0,R0) ≤ ũ ≤ M and passing to the limit in the equation in the
sense of distribution, we can check that ũ satisfies in a weak sense

cDx[ũ] +M[ũ] + f(x, ũ) = 0.

Recall that c 6= 0, thereby by a standard regularity argument, we can see that ũ is smooth and satisfies
the above equation strongly whence

cDx[ũ](x) +M[ũ](x) + f(x, ũ(x)) = 0 for all x ∈ R.

To finish our proof let us prove the proposition.

Proof of the Proposition. To prove that, let us first recall that since ε > 0 and uε is a bounded solution
of (4.1) by using standard regularity estimates it follows that Dx[uε] is also uniformly bounded in R. So
by multiplying (4.1) by uε and by integrating the resulting equation over (−R,R) we then obtain

ε

ˆ R

−R
uεDxx[uε](x) dx+

c

2

ˆ R

−R
Dx[u

2
ε](x) dx+

ˆ R

−R
(uε(x)M[uε](x)−u2ε(x)) dx+

ˆ R

−R
f(x, uε(x))uε(x) dx = 0.

By integrating by part the first terms and rearranging the other terms it then follows that

(5.2) ε

ˆ R

−R
|Dx[uε]|2 dx−

ˆ R

−R
(uε(x)M[uε](x)− u2ε(x)) dx =

ˆ R

−R
f(x, uε(x))uε(x) dx+ IR

where IR is the quantity

IR :=
c

2
[u2ε(R)− u2ε(−R)] + uε(R)Dx[uε](R)− uε(−R)Dx[uε](−R).

Let us estimates all the terms in the equality (5.2). By Proposition 4.6 and Remark 6 it follows that
uε ∈ L2 and uε(±R) → 0 as R → +∞, and thus lim

R→∞
IR = 0 since |Dx[uε]| is bounded uniformly. As a

consequence there exists a positive constant C1 such that for all R > 0

(5.3) IR ≤ C1.

Now by recalling that f satisfies H3-H4 and 0 < uε ≤M := ‖S‖∞ since by Proposition 4.6 uε is
integrable we also deduce that for some positive constant C2

(5.4)

∣

∣

∣

∣

ˆ R

−R
f(x, uε)uε(x) dx

∣

∣

∣

∣

≤
ˆ R

−R
|f(x, uε(x))|uε(x) dx ≤ sup

x∈R,s∈[0,M ]
|f(x, s)|

ˆ R

−R
uε(x)dx ≤ C2.

Lastly, since uε is bounded and integrable we also have the following estimate for some positive constant
C3:

−
ˆ R

−R
(uε(x)M[uε](x)− u2ε(x)) dx ≥

ˆ R

−R
u2ε(x) dx−

ˆ R

−R

ˆ

R

J(x− y)uε(x)uε(y) dxdy

≥
ˆ R

−R
u2ε(x) dx−M‖J‖∞

ˆ R

−R
uε(x) dx

≥
ˆ R

−R
u2ε(x) dx− C3.(5.5)

Combining (5.2) with (5.3),(5.4) and (5.5), we then achieve for all R > 0

ε

ˆ R

−R
|Dx[uε]|2 dx+

ˆ R

−R
u2ε dx ≤ C1 +C2 + C3 < +∞.

�
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6. Uniqueness

Having constructed a smooth positive solution of (1.5) in L1(R), we continue our proof of Theorem
1.1 by proving its uniqueness. Unfortunately, the argument used to proved the uniqueness of uε does not
applies here and we require a new approach. To obtain the uniqueness of u, we argue by contradiction
and assume that v ∈ C1(R) ∩ L∞(R) is another positive solution. Our argumentation is rather long and
for convenience we decompose it three subsections

6.1. v is H1. Let us show that the solution v is in H1. Thanks to Proposition 4.6 and Remarks 7 and 6,
we already know that v ∈ L2 and we only need to prove that Dx[v] ∈ L2(R).

To do so, let us multiply the equation satisfied by v by Dx[v] and integrate it over (−R,R). By
rearranging the term, we get

c

ˆ R

−R
(Dx[v])

2 =

ˆ R

−R
vDx[v]−

ˆ R

−R

ˆ

R

J(x− y)Dx[v](x)v(y) dxdy −
ˆ R

−R

f(x, v)

v
vDx[v]

≤ 1

2
[v2(R)− v2(−R)] + ‖Dx[v]‖∞

(
ˆ R

−R

ˆ

R

J(x− y)v(y) dxdy + ‖fs(x, 0)‖∞‖v‖L1

)

≤ ‖v‖∞ + ‖Dx[v]‖∞‖v‖L1 (1 + ‖fs(x, 0)‖∞) .

6.2. On the sign of some principal eigenvalue. Let us assume there exists v ∈ L1(R)∩C0,1(R) such
that v > 0 and v satisfies

(6.1) cDx[v](x) +M[v](x) + f(x, v(x)) ≥ 0 for almost every x ∈ R.

Set b(x) := f(x,v(x))
v(x) and let us consider the principal eigenvalue λp(cDx + M + b) of the operator

cDx +M+ b where λp is defined in sub-section 3.1. Let us also define the following quantity

λ′′p(−cDx+M∗+b) := inf{λ ∈ R | ∃ϕ > 0, ϕ ∈W 1,∞(R)∩C1(R) s.t. cDx[ϕ]+M[ϕ]+(b(x)+λ)ϕ ≥ 0}.
We claim that

Proposition 6.1. Assume that f satisfies (H3)-(H4) and J satisfies (H1)-(H2) then

λ′′p(−cDx +M∗ + b) ≤ λp(cDx +M+ b) ≤ 0.

Moreover, there exists ϕ > 0, ϕ ∈W 1,1(R) ∩W 1,∞(R) ∩C1(R) such that

−cDx[ϕ] +M∗[ϕ] + b(x)ϕ ≥ 0.

Proof. We split our proof into two main steps, namely we start by showing that

(6.2) λp(cDx +M+ b) ≤ 0,

then we prove that

(6.3) λ′′p(−cDx +M∗ + b) ≤ λp(cDx +M+ b).

The existence of ϕ will come as a side results of the proof of (6.3).

Step One : λp(cDx +M+ b) ≤ 0. To prove (6.2), we argue by contradiction and assume that λp(cDx +
M+ b) > 0.
Let 0 < ρ < λp(cDx +M+ b) to be fixed later on. Then by definition of v we have

cDx[v](x) +M[v](x) + b(x)v(x) + ρv(x) ≥ ρv(x) > 0 for almost every x ∈ R.

Let ι > 0 be a small parameter to be fixed later on, and let us define bι(x) :=
f(x, v(x) + ι)

v(x) + ι
. Since f

satisfies (H4) and (H5), we have bι(x) < b(x) and there exists C0 > 0 such that

‖bι − b‖∞ ≤ C0ι.

Since bι(x) ≥ b(x)− ‖bι − b‖∞ ≥ b(x)−C0ι by taking ι := ρ
2C0

, then we easily check that v then satisfies
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cDx[v](x) +M[v](x) + bι(x)v(x) + ρv(x) ≥ (ρ− C0ι)v ≥ ρ

2
v > 0 for almost every x ∈ R.

Pick now ζτ ∈ C∞
c (R) a positive symmetric mollifier whose support is include in [−τ, τ ] and define

vτ := ζτ ⋆ v(x). Then using the definition of cDx +M and (6.1) we can check that vτ satisfies

cDx[vτ ](x) +M[vτ ](x) + bι(x)vτ (x) + ρvτ (x) +

ˆ

R

ζτ (x− y) [bι(y)− bι(x)] v(y) dy ≥ ρ

2
vτ (x).

Recall that v ∈ C0,1(R) and f(·, s) ∈ C0,1(R), since by definition infR(v(x) + ι) > 0 we have bι ∈ C0,1(R)
and therefore there exists κ > 0 such that for all x, y ∈ R

|bι(y)− bι(x)| ≤ κ|x− y|.

As a consequence, since supp(ζτ ) ⊂ [−τ, τ ] we have

cDx[vτ ](x) +M[vτ ](x) + bι(x)vτ (x) + ρvτ (x) ≥
ρ

2
vτ (x)−

∣

∣

∣

∣

ˆ

R

ζτ (x− y) [bι(y)− bι(x)] v(y) dy

∣

∣

∣

∣

≥ ρ

2
vτ (x)− κ

ˆ

R

ζτ (x− y)|x− y|v(y) dy

≥
(ρ

2
− 2κτ

)

vτ (x).

By choosing τ small enough, say τ ≤ τ0 :=
ρ
8κ , we then achieve that

(6.4) cDx[vτ ](x) +M[vτ ](x) + b(x)vτ (x) + ρvτ (x) > 0 for all x ∈ R.

On the other hand since bι < b, by Proposition 3.1 we have λp(cDx + M + b) ≤ λp(cDx +M + bι)
and therefore ρ < λp(cDx +M+ bι). So by definition of λp, there exists ψ > 0, ψ ∈ C1(R) such that

(6.5) cDx[ψ](x) +M[ψ](x) + bι(x)ψ(x) + ρψ(x) < 0 for all x ∈ R.

Now let us recall that f satisfies (H4), so there exists positive constant R0 and ν > 0 such that
f(x,s)
s < −ν for all |x| ≥ R0, s ≥ 0. Let us now fixed ρ := 1

2 min{ν, λp(cDx +M+ bι)} and on [−R0, R0]
let us define the following constant

M := sup
x∈(−R0,R0)

vτ (x) m := inf
x∈(−R0,R0)

ψ(x).

Next we consider the function Ψ := Cψ with C :=
M

m
+ 1. Since v ∈ L1(R) ∩ C0,1(R) v(x) → 0 as

|x| → +∞ and so does vτ therefore by using (6.4) and (6.5) and by definition of C, we then have

(6.6)



















cDx[vτ ](x) +M[vτ ](x) + bι(x)vτ (x) + ρvτ (x) > 0 for all x ∈ R

cDx[Ψ](x) +M[Ψ](x) + bι(x)Ψ(x) + ρΨ(x) ≤ 0 for all x ∈ R

vτ (x) < Ψ(x) for all x ∈ [−R0, R0],

0 = lim|x|→∞ vτ (x) ≤ lim|x|→∞Ψ(x).

By successively applying the weak and the strong comparison principle, Theorems 2.1 and 2.2, we then
get vτ < Ψ and we can define γ∗ := inf{γ ≥ 0|vτ ≤ γΨ}. Since for all γ ≥ 0 the function γΨ satisfies,

cDx[γΨ](x) +M[γΨ](x) + bι(x)γΨ(x) + ργΨ(x) ≤ 0 for all x ∈ R,

by a classical sweeping argument we then get that γ∗ = 0 and thus get the following contradiction

0 < vτ ≤ 0.

Therefore (6.2) holds true, meaning that λp(cDx + M + b) ≤ 0. Let us now prove that the inequality
(6.3) holds true as well.
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Step Two : λ′′p(−cDx +M∗ + b) ≤ λp(cDx + M + b). Observe that in order to prove that (6.3) holds
true, since by Proposition 3.4 λp(cDx + M + b) = λp(−cDx + M∗ + b) and by the definition of λ′′p,
it is then enough to prove the existence of ϕp ∈ C1(R), ϕp a principal eigenfunction associated with
λp(−cDx +M∗ + b) such that ϕp ∈W 1,∞ ∩ C1(R). To do so, thanks to the a priori regularity provided
by the equation, it is enough to show that such ϕp exists and that ϕp ∈ L∞.

Consider now the increasing sequence (Rn)n∈N := (R0+n)n∈N and the sequence λp(−cDx+M∗
Rn

+b)

associated to the operator −cDx +M∗
Rn

+ b defined in (−Rn, Rn) for ϕ ∈ C([−Rn, Rn])∩C1((−Rn, Rn)).
Let (ϕn)n∈N be the sequence of positive principal eigenfunction associated with λp(−cDx + M∗

Rn
+ b).

Such sequence (ϕn)n∈N exists thanks to [31, 30] and moreover λp(−cDx+M∗
Rn

+b) → λp(−cDx+M∗+b)
as n→ ∞.

In addition, for all n ≥ 0, ϕn satisfies

(6.7) − cDx[ϕn](x) +M∗
Rn

[ϕn](x) + (b(x) + λp(cDx +M
Rn

+ b)ϕn = 0 in (−Rn, Rn).
Let us recall that b(x) < −ν for all |x| > R0. Therefore since by Proposition 3.4 and the previous step

λp(−cDx +M∗ + b) = λp(cDx +M + b) ≤ 0 and since λp(−cDx +M∗
Rn

+ b) → λp(−cDx +M∗ + b)
there exists R1 > 0 such that

b(x) + λp(−cDx +M∗
Rn

+ b) ≤ −ν
4

for |x| ≥ R1.

Let us now consider ψ(x) := 2e−α(|x|−R1) where α will be chosen later on. By a straightforward
computation, we see that for all R > R1 and |x| ≥ R1

−cDx[ψ](x) +M∗
Rn

[ψ](x) + (b(x) + λp(−cDx +M∗
Rn

+ b))ψ(x) ≤ h(α)ψ(x),

with

h(α) :=

(

|c|α+

ˆ

R

J(z)eα|z|dz − 1− ν

4

)

.

Since J is compactly supported, by the Lebesgue Theorem, the function h is continuous and we can see
that h(0) = −ν

4 . By assumption ν > 0, and by continuity of h there exists α0 > 0 such that h(α0) < 0.
Thus, for α = α0 we achieve

(6.8) − cDx[ψ](x) +M∗
Rn

[ψ](x) + (b(x) + λp(−cDx +M∗
Rn

+ b))ψ(x) ≤ 0 for |x| ≥ R1.

Recall that by construction, the function ϕn satisfies :

(6.9) − cDx[ϕn](x) +M∗
Rn

[ϕn](x) + (b(x) + λp(−cDx +M∗
Rn

+ b))ϕn(x) = 0 for x in (−Rn, Rn).
Since Rn → ∞, there exists n0 such that for all n ≥ n0 Rn > R1. Up to a rescaling, without loss of

generality, we can assume that for all n ≥ n0, sup
[−R1,R1]

ϕn = 1. Therefore for all n ≥ n0 we get

− cDx[ϕn](x) +M∗
Rn

[ϕn](x) + (b(x) + λp(−cDx +M∗
Rn

+ b))ϕn(x) = 0 for all x ∈ (−Rn, Rn)
− cDx[ψ](x) +M∗

Rn
[ψ](x) + (b(x) + λp(−cDx +M∗

Rn
+ b))ψ(x) ≤ 0 for all |x| ≥ R1

ϕn < ψ(x) for all x ∈ [−R1, R1]

We claim that

Claim 6.2. For all n ≥ n0, then ϕn ≤ ψ.

Assume for the moment the claim holds true then we can readily finish our proof by arguing as
follows. Since ϕn ≤ ψ < 2eα0R1 , by using the local regularity we can see that the sequence (ϕn)n∈N is
bounded uniformly in C1,1(R). Therefore by using a diagonal extraction and that sup

[−R1,R1]
ϕn = 1, from

the sequence (ϕn)n∈N we can extract a subsequence that converges to a nontrivial smooth function ϕ ≥ 6≡ 0
in the C1

loc(R) topology. Moreover, ϕ ≤ ψ satisfies

−cDx[ϕ] +M∗[ϕ](x) + (b(x) + λp(−cDx +M∗ + b))ϕ(x) = 0 for all x ∈ R,

which since λp(−cDx +M∗ + b) ≤ 0 enforces

−cDx[ϕ](x) +M∗[ϕ](x) + b(x)ϕ(x) ≥ 0 for all x ∈ R.
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By using the strong maximum principle, we see that ϕ > 0 and from the local regularity since ϕ ∈ L∞

we see that ϕ ∈ W 1,∞. Hence (ϕ, λp(cDx + M + b)) belongs to the set of test function that define
λ′′p(cDx +M+ b) and therefore

λ′′p(−cDx +M∗ + b) ≤ λp(−cDx +M∗ + b) = λp(cDx +M+ b),

proving that (6.3) holds true. We get similarly ϕ ∈W 1,1(R) by observing that ϕ ∈ L1(R) since 0 ≤ ϕ ≤ ψ
and ψ ∈ L1. �

Let us now prove the claim.

Proof of the claim. Recall that ϕn ∈ C1((−Rn, Rn))∩L∞((−Rn, Rn)) and inf
(−Rn,Rn)

ψ > 0. Therefore, we

can find γ0 > 0 such that ϕn ≤ γ0ψ and therefore the following quantity is then well defined:

(6.10) γ∗ := inf{γ ≥ 0|ϕn ≤ γψ}.
We will show that γ∗ ≤ 1. Assume by contradiction that γ∗ > 1. By definition of γ∗ and since ϕn and ψ
are continuous in [−Rn, Rn] we have ϕn ≤ γ∗ψ in [−Rn, Rn] and there exists x0 ∈ [−Rn, Rn] such that
ϕn(x0) = γ∗ψ(x0). Since γ∗ > 1 and ϕn < ψ in [−R1, R1], we deduce that x0 ∈ [−Rn, Rn] \ [−R1, R1].
Since ϕn ≤ γ∗ψ, by the strong maximum principle we then infer that ϕn < γ∗ψ in (−Rn, Rn) and thus
x0 = ±Rn. Since −c < 0, thanks to Theorems 3.2 we have ϕn(−Rn) = 0 < γ∗ψ(−Rn), so we must have
x0 = +Rn. By using now (6.9) and (6.8), we can check that the function w := γ∗ψ − ϕn satisfies

−cDx[w](x) +M∗
Rn

[w](x) + (b(x) + λp(cDx +M
Rn

+ b)w < 0 for all |x| > R1

Since w(Rn) = 0, and since w is continuous in [−Rn, Rn] we then infer that

lim inf
x→Rn

Dx[w] = lim
x→Rn

−1

c

ˆ Rn

−Rn

J(x− y)w(y) dy > 0,

which since w(Rn) = 0 implies that there exists x2 ∈ (−Rn, Rn) such that w(x2) < 0 contradicting that
w ≥ 0 in [−Rn, Rn]. Hence γ∗ ≤ 1 and thus ϕn ≤ ψ.

�

6.3. The final argument. We show that the equation (1.5) has a unique solution. To do so let us argue
by contradiction and assume that there is another solution u2. From the above subsection, we know that
u2 ∈ L1. Let us denote v(x) := sup(u(x), u2(x)), then from the definition of v, we deduce that v is a weak
sub-solution to (1.5), that is we have

cDx[v](x) +M[v](x) + f(x, v)(x) ≥ 0 for almost every x ∈ R.

As above set b(x) := f(x,v(x))
v(x) and now let us consider the operator −cDx +M∗ + b.

We claim that

Claim 6.3. There exists a sequences (δn)n∈N and (ψn)n∈N and a smooth bounded non trivial function
ψ ≥ 0 such that :

i) for all n ≥ 0, δn > 0, δn+1 ≤ δn, and lim
n→∞

δn = 0

ii) for all n ≥ 0, ψn ≥ 0, ψn ∈ Ck(R) ∩W 1,∞(R), and ψn → ψ in Ck,αloc (R)
iii) for all n ≥ 0

−cDx[ψn](x) +M∗[ψn](x) + b(x)ψn(x) + δnψn ≥ 0 for all x ∈ R.

Assume for the moment that the claim holds true, then we finish our proof of the uniqueness by arguing
as follows. Let us multiply by u the equation satisfied by ψn and integrate it over R, the integration is
licit since u ∈ C1(R) ∩H1(R) and ψn ∈W 1,∞(R). We then get

In := −c
ˆ

R

uDx[ψn] +

ˆ

R

uM[ψn] +

ˆ

R

b(x)uψn + δn

ˆ

R

uψn(x) ≥ 0.

Therefore

(6.11) lim inf
n→∞

In ≥ 0
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Since ψn ∈ W 1,∞ and u ∈ H1(R) by using integration by parts, Fubini’s Theorems and the equation
satisfied by u, we can check that

In = c

ˆ

R

Dx[u]ψn +

ˆ

R

ψnM[u] +

ˆ

R

b(x)uψn + δn

ˆ

R

uψn

=

ˆ

R

(

f(x, v(x))

v(x)
− f(x, u(x))

u(x)

)

uψn + δn

ˆ

R

uψn.

Since δn → 0, uε ∈ L1, ψ ∈ L∞ and ψn → ψ pointwise we get that

lim sup
n→∞

In =

ˆ

R

(

f(x, v(x))

v(x)
− f(x, u(x))

u(x)

)

uψ,

which using that u ≤ 6≡ v and f(x, s)/s is decreasing implies that
ˆ

R

(

f(x, v(x))

v(x)
− f(x, u(x))

u(x)

)

uψ < 0

and thus

(6.12) lim sup
n→∞

In < 0

By combining the later estimate with (6.11) we get the following contradiction

0 ≤ lim inf
n→∞

In ≤ lim sup
n→∞

In < 0.

Hence u ≡ v ≡ u2.

Proof of the Claim. Thanks to Proposition 6.1 we know that λ′′p(−cDx+M∗+b) ≤ 0. Let us now analyse
two separate possibility either λ′′p(−cDx+M∗+b) = 0 or λ′′p(−cDx+M∗+b) < 0. In the later situation,

the existence of the sequences is straightforward. Indeed from the definition of λ′′p there exists a test

function ψ ≥ 0, ψ ∈ C1(R) ∩W 1,∞(R) such that −cDx[ψ] +M∗[ψ] + b(x)ψ ≥ 0. We achieve i), ii) and
iii) by taking the sequence (ψn)n∈N defined for all n by ψn = ψ, and any decreasing sequence (δn)n that
converges to 0.

Let us now look at the situation λ′′p(−cDx+M∗+b) = 0. In this situation, let (λn)n∈N be a monotone

decreasing sequence of positive numbers such that λn → 0 as n → ∞. By definition of λ′′p, for each n
there exists ψn such that

(6.13) − cDx[ψn](x) +M∗[ψn](x) + b(x)ψn + λnψn(x) ≥ 0 for all x ∈ R.

By assumption for n large enough, says n ≥ n0, we have λn < ν/2 and thus b(x)+ λn ≤ −ν
2 for |x| ≥ R0.

So by integrating (6.13) over (−R,R), we then get

−c
ˆ R

−R
Dx[ψn] +

ˆ R

−R
M∗[ψn] ≥

ν

2

ˆ R

−R
ψn(x)− Cn,

with C0 :=

(

ν

2
+ sup
x∈[R0,R0]

‖b(x) + λn‖∞
)

ˆ R0

−R0

ψn.

After integration, since ψn ∈ L∞, there exists Cn such that

Cn ≥ ν

2

ˆ R

−R
ψn.

Therefore, ψn ∈ L1(R) and as a consequence ψn(x) → 0 as |x| → +∞.
Now by arguing as in the proof of Proposition 6.1, we can also find α > 0 independent of n such that

for all C > 0, the function w := Ce−α|x| satisfies for all |x| ≥ R0

−cDx[w] +M∗[w] + b(x)w + λnw +
ν

4
w < 0.
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Let us now normalised ψn such that sup
x∈[−R0,R0]

ψn(x) = 1 and take C := 2eαR0 . By our choice of

parameter, we have w ≥ ψn on [−R0, R0]. Now since for n ≥ n0 b(x) + λn ≤ 0 for |x| ≥ R0 by repeating
the argument used in the proof of Proposition 6.1 we see that for all n ≥ n0, we then have ψn ≤ w in R.

Therefore the sequence (ψn)n∈N is uniformly bounded in L∞(R) ∩ C1
loc(R), and as a consequence by

a diagonal extraction we can extract a converging subsequence, that is there exists ψ ≥ 6≡ 0 such that
ψn → ψ in C1

loc(R). Moreover we can check that ψ ∈ L∞ satisfies −cDx[ψ] + M∗[ψ] + b(x)ψ = 0 and
sup

[−R0,R0]
ψ = 1. Hence (ψn)n∈N, (λn)n∈N are our desired sequence. �

7. Non-existence of a solution

In this section, we deal with the non-existence of positive solution to (1.5) when λp(cDx+M+fs(x,0)) ≥
0, proving the necessary condition stated in Theorem 1.1 validating that the sign of this quantity is the
right criteria in order to predict the survival of the population. To simplify the presentation of the proofs,
we treat the two cases: λp(cDx+M+ fs(x,0)) > 0 and λp(cDx+M+ fs(x,0)) = 0 separately, the proof
in the second case being more involved.

Case λp(cDx +M+ fs(x,0)) > 0: In this situation we argue as follows. Assume by contradiction that a
positive bounded solution u exists. By assumption, u satisfies

(7.1) cDx[u] +M[u] +
f(x, u)

u
u = 0 in R.

From Proposition 6.1 we deduce that λp

(

cDx +M+ f(x,u)
u

)

≤ 0. Therefore since f(x, u)/u ≤ fs(x, 0),

by using the monotonic property of λp with respect to the potential, we see that

λp(cDx +M+ fs(x,0)) ≤ λp

(

cDx +M+
f(x,u)

u

)

≤ 0.

Thus, we then obtain an obvious contradiction since λp(cDx +M+ fs(x,0)) > 0.

Case λp(cDx+M+fs(x,0)) = 0: To treat this case, we will adapt to our situation an argument introduced
in [5] in the case c = 0. We argue again by contradiction. Assume that a non-negative, non identically
zero, bounded solution u exists. By a straightforward application of the maximum principle, since u 6≡ 0

we have u > 0 in R. Set a(x) := fs(x, 0) and b(x) :=
f(x,u(x))
u(x) , then by Propositions 6.1 and 3.1 we have

0 = λp(cDx +M+ a) ≤ λp(cDx +M+ b) ≤ 0.

Therefore we have

(7.2) λp(cDx +M+ a) = λp(cDx +M+ b) = 0.

Fix R0 > 0 and let us denote ζ ∈ C(R) a smooth regularisation of χR0/2 the characteristic function of

the interval (−R0

2 ,
R0

2 ). Since b < a, we can find ε0 > 0 small enough such that b ≤ b+ ε0ζ < a.
By Proposition 3.1 and (7.2) then have

λp(cDx +M+ b+ ε0ζ) = 0.

Since by Theorem 1.2 we can check that λp(−cDx+M+b+ ε0ζ) = λp(cDx+M+b+ ε0ζ), we then
have

λp(−cDx +M+ b+ ε0ζ) = 0.

Now thanks to Proposition 6.1 there exists ϕ > 0, ϕ ∈ C1(R) ∩W 1,1(R) ∩W 1,∞(R) and sequences
(ψn)n∈N, (δn)n∈N and a positive function ψ ∈ L∞ such that

i)

−cDx[ϕ](x) +M[ϕ](x) + b(x)ϕ(x) ≥ 0 for all x ∈ R.

ii) for all n ≥ 0, δn > 0, δn+1 ≤ δn, and lim
n→∞

δn = 0

iii) for all n ≥ 0, ψn > 0, ψn ∈ C1(R) ∩W 1,∞(R), and ψn → ψ in C1,α
loc (R)
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iv) for all n ≥ 0

−cDx[ψn](x) +M∗[ψn](x) + (b(x) + ε0ζ(x))ψn(x) + δnψn ≥ 0 for all x ∈ R.

Arguing now as in the final argument subsection of the section 6 we achieve the contradiction

0 = −ε0
ˆ

R

ϕ(x)ψ(x)ζ(x) dx < 0.

8. Long time Behaviour

In this section, we investigate the long-time behaviour of the positive solution u(t, x) of

∂tu(t, x) = M[u](t, x) + f(x− ct, u(t, x)) for t > 0, and x ∈ R,(8.1)

u(0, x) = u0(x) in R.(8.2)

For any u0 ∈ Ck(R)∩L∞ or in Ck(R)∩L1(RN ) the existence of a smooth solution u(t, x) ∈ C1((0,+∞), Cmin{1,k}(R))
respectively u(t, x) ∈ C1((0,+∞), Cmin{1,k}(R) ∩L1(R)) is a straightforward consequence of the Cauchy-
Lipschitz Theorem and of the KPP structure of the nonlinearity f . Note also that in the moving frame
of speed c the smooth solution uc(t, x) := u(t, x+ ct) will be also a solution of the following problem

∂tuc(t, x) = M[uc](t, x) + cDx[uc](t, x) + f(x, uc(t, x)) for t > 0, and x ∈ R,(8.3)

uc(0, x) = u0(x) in R.(8.4)

Observe that the function ũ(t, x) := uc(t, x−ct) is also a solution to (8.1) so by uniqueness of the solution
of the Cauchy problem, we deduce that u(t, x) = ũc(t, x) = uc(t, x− ct).

Before going to the proof of the asymptotic behaviour, let us recall some useful results

Lemma 8.1. Assume that u0 is a sub-solution to (8.3), then the solution uc(t, x) is increasing in time.
Conversely, if u0 is a super-solution to (8.3) then uc(t, x) is decreasing in time.

The proof of this Lemma follows from a straightforward application of the parabolic maximum principle
and is left to reader. Note that it may happen that u0 is sub-( super-) solution of (8.1) but not of (8.3)
and vice versa.

Let us now prove the asymptotic behaviour of the solution of (1.4) and finish the proof of Theorem
1.1. We split our analysis into two main steps, first we establish a local uniform convergence towards the
steady states of the system then by adapting an argument used in [13, 4] to our situation we prove the
uniform convergence.

8.1. Step One : Local uniform convergence. Let us first prove that for any bounded and smooth u0
then the solution uc(t, x) of (8.3) converges locally uniformly to ūc(x) a stationary solution of (8.3).
Depending on the sign of λp(cDx + M + a) this stationary solution will be either 0 or the unique non
trivial solution of (8.3). So, let z(t, x) be the solution of

∂tz(t, x) = M[z](t, x) + f(x− ct, z(t, x)) for t > 0, and x ∈ R,(8.5)

z(0, x) = C‖u0‖∞ on R.(8.6)

Since S(x) ∈ L∞ by choosing C large enough, the constant C‖u0‖∞ is a super-solution of (8.1). Note that
since z(0, x) ≡ Cste, then it is also a super-solution of (8.3). Therefore both z and zc(t, x) are decreasing
function of t and by the parabolic maximum principle u(t, x) ≤ z(t, x) for all (t, x) ∈ [0,+∞) × R and
uc(t, x) ≤ zc(t, x) for all (t, x) ∈ [0,+∞)× R. Therefore,

(8.7) lim sup
t→∞

u(t, x) ≤ lim sup
t→∞

z(t, x) for all x ∈ R.

(8.8) lim sup
t→∞

uc(t, x) ≤ lim sup
t→∞

zc(t, x) for all x ∈ R.
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Since zc(t, x) is a decreasing function of t, and zc ≥ 0, we get limt→∞ zc(t, x) = z̄(x), for all x ∈ R.

Moreover by using standard regularity estimates zc(t, x) converges to z̄ in C1,α
loc (R) topology and thus z̄

is a bounded stationary solution of (8.3). By uniqueness of the positive stationary solution, we conclude
that z̄ = ūc.

Therefore we have

(8.9) lim sup
t→∞

uc(t, x) ≤ ūc(x) for all x ∈ R.

When λp(cDx+M+a) ≥ 0, then no non trivial solution exists and therefore we have ūc ≡ 0 and u(t, x)
as well as uc(t, x) converges locally uniformly to 0. Let us now prove that when λp(cDx +M + a) < 0,
then ūc > 0 and u(t, x) → ūc locally uniformly as t → +∞.

In this situation, from Subsection 4.1, thanks to Remark 5, there exists R0 > 0, ψ ∈ C2(−R0, R0) ∩
C([−R0, R0]) such that for all x ∈ (−R0, R0) we have

cDx[ψ] +M
R0
[ψ] + (a(x) + λp(cDx +M

R0
+ a) + δ)ψ ≥ d∗

4
> 0

with λp(cDx +M
R0

+ a) + δ) <
λp(cDx +M

R0
+ a)

2
<
λp(cDx +M

R0
+ a)

4
.

Set γ := λp(cDx +M
R0

+ a) + δ) and let us extend ψ continuously by zero outside (−R0, R0), and let us

denote ψ̄ this extension. One one hand since by definition ψ̄ ∈ C0,1(R)∩C2((−∞, R0)) we have ψ̄ ≡ 0 in
R \ (−R0 + τ,R0] it follows that

(8.10) cDx[ψ̄] +M[ψ̄] + (a(x) + γ)ψ̄ =

ˆ

R

J(x− y)ψ̄(y) dy ≥ 0 for all x ∈ R \ (−R0 + τ,R0].

On the other hand, since ψ̄ ≥ 0 and M[ψ̄] ≥ M
R0
[ψ̄], we then have

(8.11) cDx[ψ̄] +M[ψ̄] + (a(x) + γ)ψ̄ ≥ d∗

4
> 0 for all x ∈ (−R0, R0)

Therefore, ψ̄ satisfies

(8.12) cDx[ψ̄] +M[ψ̄] + (a(x) + γ)ψ̄ ≥ 0 for almost every x ∈ R

Pick now ζι ∈ C∞
c (R) a positive symmetric mollifier whose support is include in [−ι, ι] and define

ψι := ζι ⋆ ψ̄.
Then from the above equation we can check that ψι satisfies for all x ∈ R

cDx[ψι] +M[ψι] + (a(x) + γ)ψι +

ˆ

R

ζτ (x− y) [a(y)− a(x)] ψ̄(y) dy ≥ 0.

By using that a ∈ C0,α(R), there exists L0 such that for all x, y ∈ R, we have |a(x)− a(y)| ≤ L0|x− y|α
and therefore from the above inequality we deduce that

cDx[ψι] +M[ψι] +
(

a(x) +
γ

2

)

ψι ≥
(

−γ
2
− 2L0ι

α
)

ψι.

Then by taking ι small enough, says ι ≤ ι0 :=
(

−γ
4L0

)
1

α
we then achieve for all x ∈ R.

cDx[ψι] +M[ψι] + (a(x) +
γ

2
)ψι ≥ 0.

Let us now check that for κ small, then κψι is a subsolution to (8.3). Indeed, thank to the regularity of
f and since ψι is bounded and f(x, 0) = 0, we can find κ∗ such that for all κ ≤ κ∗ we have for all x ∈ R

∣

∣

∣

∣

f(x, κψι)

κψι
− fs(x, 0)

∣

∣

∣

∣

≤ −γ
4
.

Now observe that since f(x, 0) = 0, when ψι = 0, we trivially have

cDxκψι +M[κψι] + f(x, κψι) = M[ψι] ≥ 0
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whereas for x such that ψι > 0 by definition we have

cDxκψι +M[κψι] + f(x, κψι) =

([

f(x, κψι)

κψι
− fs(x, 0)

]

− γ

2

)

ψι ≥ −γκ
4
ψι > 0.

Therefore
cDxκψι +M[κψι] + f(ξ, κψι) ≥ −γ

4
ψι ≥ 0 in R.

For κ ≤ κ∗ let hκ(t, x) and hc,κ(t, c) be the respectively the solution of

∂thκ(t, x) = M[hκ](t, x) + f(x− ct, hκ(t, x)) for t > 0, and x ∈ R,(8.13)

hκ(0, x) = κψι on R.(8.14)

and

∂thc,κ(t, x) = cDx[hc,κ](t, x) +M[hc,κ](t, x) + f(x, hc,κ(t, x)) for t > 0, and x ∈ R,(8.15)

hc,κ(0, x) = κψι(x) on R.(8.16)

By definition since ψι is bounded we can find κ0 such that for all κ ≤ κ0, κψι ≤ C‖u0‖∞ = zc(0, x) =
z(0, x) and by a straightforward application of the parabolic comparison principle, we see that for all
t > 0 and x ∈ R

hκ(t, x) ≤ z(t, x) and hc,κ(t, x) ≤ zc(t, x).

Thanks to Lemma 8.1 the function hc,κ is monotone increasing and therefore zc(t, x) > κψι for all
times and x. As a consequence the stationary solution z̄ = ūc > 0 is the unique non trivial stationary
solution of (8.3). Similarly, since hc,κ(t, x) is increasing and uniformly bounded by C‖u0‖∞, the positive
function limt→∞ hc,κ(t, x) = h̄(x), is well defined for all x ∈ R and by standard regularity estimates we
can check that h̄ the unique positive stationary solution of (8.3) that is h̄ = ūc. In addition, we also have

hc,κ(t, x) → ūc(x) in C
1,α
loc (R) as t→ +∞.

Lastly, let us remark that thanks to the strong maximum principle, we have u(1, x) > 0 so since ψι is
compactly supported and bounded we can find κ2 such that u(1, x) ≥ κ2ψι(x) for all x. Therefore, by
using the uniqueness of the solution of the Cauchy problem and the comparison principle it then standard
to obtain that for all t > 0 and x ∈ R uc(t+ 1, x) ≥ hc,κ2(t, x). Hence we have

(8.17) uc(x) = lim inf
t→+∞

hc,κ2(t, x) ≤ lim inf u(t, x) for all x ∈ R.

By collecting (8.9) and (8.17) we get for all x ∈ R

(8.18) ūc(x) ≤ lim inf
t→∞

uc(t, x) ≤ lim sup
t→∞

uc(t, x) ≤ lim sup
t→∞

zc(t, x) = ūc(x).

8.2. Step Two: Uniform convergence. Now, to complete the proof it remains to show that ‖uc −
ūc‖∞ → 0 as t→ ∞. To this end, we follow an argument used in [13, 4]. We argue by contradiction and
assume that there exists ε > 0 and sequences (tn)n∈N ∈ R

+, (xn)n∈N ∈ R such that

(8.19) lim
n→∞

tn = ∞, |uc(tn, xn)− ūc(xn)| > ε, ∀n ∈ N.

By (8.18), we already know that uc → ūc locally uniformly in R, so, without loss of generality, we
can assume that |ξn| → ∞. From the construction of ūc, subsection 4.2, we have lim|x|→∞ ūc(x) = 0.
Therefore, for some R0 > 0, we have ūx(x) ≤ ε

2 for all x ≥ R0. This, combined with (8.18) and (8.19)
enforces

(8.20) zc(tn, xn)− ūc(xn) ≥ uc(tn, xn)− ūc(xn) > ε, ∀n ∈ N.

Next we require the following limiting result

Lemma 8.2. For all sequences (tn)n∈N, (xn)n∈N such that limn→∞ tn = limn→∞ |xn| = +∞, we have
zc(tn, xn) → 0.
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Assume for the moment that the Lemma holds. Then we obtain a straightforward contradiction since :

0 = lim
n→∞

zc(tn, xn)− ūc(xn) ≥ lim
n→∞

uc(tn, xn)− ūc(xn) > ǫ.

We now prove the Lemma.

Proof. Again, we argue by contradiction and assume that there exists ε > 0 and sequences (tn)n∈N, (xn)n∈N
satisfying limn→∞ tn = limn→∞ |xn| = ∞ such that z(tn, xn) > ε for all n ∈ N. Let us define zn(t, x) :=
zc(t, x+ xn). It satisfies

∂tzn(t, x) = cDx[zn](t, x) +M[zn](t, x) + f(x+ xn, zn(t, x)) for t > 0, and x ∈ R,

zn(0, x) = C‖u0‖∞ on R
N ,

and 0 < zn(t, x) < C‖u0‖∞ for t > 0 and x ∈ R
N . Since for all n, zn(0, x) ∈ C∞, by the Cauchy

Lipschitz Theorem, we see that zn ∈ C1(R+, C1,1(R)). Thus, there exists C0 > 0 independent of n
such that ‖zn‖C1,1(R+,C1,1(R)) < C0. From these estimates, the sequence (zn)n∈N is uniformly bounded in

C1,1((0, T ), C1,α(RN )) for any T > 0. By a diagonal extraction, there exists a subsequence of (zn)n∈N
that converges locally uniformly to z̃. Moreover, thanks to lim|x|→∞

f(x,s)
s < 0, there exists κ > 0 such

that z̃ satisfies

∂tz̃(t, x) ≤ cDx[z̃](t, x) +M[z̃](t, x) − κz̃(t, x) for t > 0, and x ∈ R,(8.21)

z̃(0, x) = C‖u0‖∞ on R.(8.22)

In addition, for all t > 0, z̃(t, 0) = limn→∞ zn(t, 0) ≥ ε. Since z̃(0, x) is a super-solution of (8.21), by
Lemma 8.1 the function z̃(t, x) is monotone decreasing in time. By sending t → ∞, since z̃ ≥ 0, z̃
converges locally uniformly to a non-negative function z̄ that satisfies

cDx[z̄] +M[z̄]− κz̄ ≥ 0 in R,

0 ≤ z̄ ≤ C‖u0‖∞,
z̄(0) ≥ ε.

Let us now consider the function w(x) := ε
2 cosh(αx)− z̄ with α to be chosen. A short computation shows

that w satisfies

cDx[w](x) +M[w](x) − κw(x) ≤ ε

2
cosh(αx)

(

cα tanh(αx) +

ˆ

R

J(z)eαz dy − 1− κ

)

for x ∈ R.

The left hand side of the inequality is well defined and continuous with respect to α since J is compactly
supported. Since

´

R
J(z)dz = 1 and α| tanh(αx)| ≤ α, we can find α small such that

cDx[w] +M[w]− κw < 0 in R.

By construction, since z̄ is bounded, lim|x|→∞w(x) = +∞ and w achieves a minimum in R
N , say at x0.

Since w(0) = ε
2 − z̄(0) ≤ − ε

2 , we have w(x0) < 0. At this point, we get the following contradiction

0 <

ˆ

R

J(x0 − y)[w(y) −w(x0)] dy − κw(x0) < 0.

�

9. Fat tailed dispersal kernel

In this last section, we look at the impact of the tail of the kernel J and prove Theorem 1.6. We split
this section into two subsection, each one dedicated respectively to the construction of non trivial solution
to (1.5) and to the existence of a threshold speed c∗∗ for which no positive solution to (1.5) can exists.
In this section, we will always assume that supR ∂sf(x, 0) < 1 and J is symmetric.
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9.1. Existence of solution. In this subsection, we will show that for any symmetric kernel J there
exists c(J) such that for all |c| ≤ c(J) then (1.5) has a solution. More precisely,

Lemma 9.1. Assume that f satisfy (H3)-(H5). Assume further that sup
x∈R

∂sf(x, 0) > 1. Then for any

symmetric kernel J that satisfies (H1) -(H2) then, there exists 0 < c∗(J) such that for all |c| < c∗ there
exists a positive solution to (1.5).

Remark 8. Observe that there is no condition on the tail of J for the existence of a positive solution to
(1.5).

Proof. Let ζ ∈ C∞
c (R) be a cut-off function such that ζ(z) = 1 for all |z| ≤ 1, ζ(z) = 0 for all |z| > 2,

ζ(z) = ζ(−z) and ζ ′(z) ≤ 0 for all z > 0.

For N ∈ N define now the function ζN := ζ
( z

N

)

, the kernel JN (z) := J(z)ζN (z) and the operator

M
N

standing for the operator M with the kernel JN . By definition, we have JN ≤ J for all N and
(JN )N∈N is an increasing sequence of kernel such that JN → J pointwise. We now consider the following
approximated problem:

(9.1) cDx[uN ] +M
N
[uN ] + f(x, uN ) = 0 in R.

Since sup
x∈R

∂sf(x, 0) > 1, thanks to the Proposition 3.2 of [5], we know that for all N ,

λp(MN
+ ∂sf(x,0)) ≤ − sup

x∈R
(1− ∂sf(x, 0)) < 0.

As a consequence, by Theorem 1.4 since JN is compactly supported and symmetric, there exists 0 < c∗N
such that for all |c| ≤ c∗N the problem (9.1) has a positive solution and

λp(cDx +M
N
+ ∂sf(x,0)) < 0.

Define c∗ := c∗1, we claim that

Claim 9.2. For all N ≥ 1 there exists a unique positive solution to (9.1) for all |c| < c∗.

Assume for the moment that the claim holds true and let us finish our argumentation. Let us fix c
such that |c| < c∗. By the above claim, for all N the equation (9.1) admits a unique positive solution uN .
Note that since JN is an increasing sequence, uN then satisfies

cDx[uN ] +M
N+1

[uN ] + f(x, uN ) ≥ 0 in R.

As a consequence, since uN is bounded, by a standard sweeping argument, we can check that uN ≤ uN+1,
meaning that the sequence (uN )N∈N is monotone increasing. From (9.1) and since f satisfies (H3), by
using the maximum principle we can find a universal positive constant C1 depending on f such that
‖uN‖∞ < C1. By using that c 6= 0, we see that (uN )N∈N is bounded uniformly in C1,α

loc (R) and therefore
by a diagonal extraction process we can extract of the non decreasing sequence (uN )N∈N an non decreasing
subsequence, still denoted (uN )N∈N that converges locally uniformly to a positive bounded function u
which is solution to (1.5). The above argument being independent of c, we then obtain a positive solution
to (1.5) for all |c| < c∗ and the Lemma is proved. �

To complete the argument of the Lemma, let us now prove the claim.

Proof of the claim. We make an inductive argument. For N = 1 then since c∗ = c∗1 for all |c| < c∗ then
the problem (9.1) has a unique solution with M

1
. Let us assume that for some N ≥ 1 then the problem

(9.1) with the operator M
N

has a unique solution for all |c| < c∗ and let us prove that this is still true
for N + 1.

Let −c∗ < c < c∗ be fixed, then by assumption there exists uN > 0 a solution to (9.1) with the operator
M

N
and thanks to Theorem 1.1 and Theorem 1.2 we must have

λp(c +M
N
+ ∂sf(x,0)) < 0.



CAN A POPULATION SURVIVE IN A SHIFTING ENVIRONMENT USING NON-LOCAL DISPERSION 35

Since JN is an increasing sequence, thanks to the monotone behaviour of the principal eigenvalue, it
follows that

λp(cDx +M
N+1

+ ∂sf(x,0)) ≤ λp(cDx +M
N
+ ∂sf(x,0)) < 0.

We now treat the three cases c >, c = 0 and c < 0 separately.
Case c > 0 :. In this situation, by Theorem 1.1 we readily conclude that there exists a unique solution to
the problem (9.1) with M

N+1
, that is a positive solution to

(9.2) cDx[u] +M
N+1

[u] + f(x, u) = 0 in R.

Case c = 0: In this situation the existence of a positive solution is already known thanks to [5].
Case c < 0: In this situation, let us observe that by using Theorem 1.2, we have

0 > λp(cDx +M
N+1

+ ∂sf(x,0)) = λp(−cDx +M∗
N+1

+ ∂sf(−x,0)).

Therefore by using Theorem 1.1, we can check that there exists a unique solution to

−cDx[v] +M∗
N+1

[v] + f(−x, v) = 0 in R.

Now by taking u(x) := v(−x), a short computation shows that u is then a solution to (9.2).
In summary, in all situations, there exists a positive solution to (9.1) with the operator M

N+1
. Since

the above argument is independent of c, we conclude that there exists a solution to (9.1) with the operator
M

N+1
for all |c| < c∗. The claim then follows by induction. �

9.2. An upper bound of the speed. As for compactly supported kernel, we will obtain in this sub-
section an estimate on the critical speed c∗∗ for fat-tailed kernel that satisfies the additional assumption

ˆ

R

J(z)|z|2 dz < +∞.

Namely, let us consider the C1 function

wτ (x) :=

{

1− τx when x ≤ 0,
1

1+τx when x ≥ 0.

To obtain our bound, it then enough to verify that for c >> 1 we can find τ > 0 and δ > 0 such that
wτ satisfies:

cDx[wτ ](x) +M[wτ ](x) + (a(x) + δ)wτ (x) ≤ 0 for all x ∈ R.

Indeed, by definition of the principal eigenvalue the above inequality then implies that λp(cDx +M+
a(x)) > 0, which in turn implies the non existence of a positive solution as proved in Section 7.

So let us compute R[wτ ] := cDx[wτ ](x) +M[wτ ](x) + a(x)wτ (x). For x ≤ 0, we then have

R[wτ ](x) = −cτ − τ

ˆ −x

−∞
J(z)z dz +

ˆ +∞

0
J(x− y)

[

1

1 + τy
− 1 + τx

]

dy + a(x)(1− τx)

= −cτ + I1 + I2 + a(x)(1 − τx).

Observe that thanks to the symmetry of J we can estimate I1 by

I1 = −τ
ˆ x

−∞
J(z)z dz = τ

ˆ +∞

−x
J(z)z dz

Let us now estimate I2, by a direct computation since x ≤ 0 we have

I2 =

ˆ +∞

0
J(x− y)

1− (1− τx)(1 + τy)

1 + τy
dy

= τ

ˆ +∞

0
J(x− y)

x− y

1 + τy
dy + τx

ˆ +∞

0
J(x− y)

τy

1 + τy
dy

= −τ
ˆ +∞

−x
J(z)

z

1 + τ(x+ z)
dy + τx

ˆ +∞

0
J(x− y)

τy

1 + τy
dy

≤ 0.
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Therefore we have

(9.3) R[wτ ](x) ≤ τ

(

−c+
ˆ +∞

−x
J(z)z dz

)

+ a(x)wτ (x).

On the other hand, for x ≥ 0 we have

R[wτ ](x) =

(

− cτ

1 + τx
+

ˆ 0

−∞
J(x− y)

[

τ(x− y)− τ2xy
]

dy +

ˆ +∞

0
J(x− y)

[

1 + τx

1 + τy
− 1

]

dy + a(x)

)

wτ (x)

=

(

− cτ

1 + τx
+ I3 + I4 + a(x)

)

wτ (x).

Let us estimate I3 and I4. First observe that by a direct computation we have

I4 =

ˆ +∞

0
J(x− y)

τ(x− y)

1 + τy
= −τ

ˆ +∞

−x
J(z)

z

1 + τ(x+ z)
dz ≤ τ

ˆ 0

−x
J(z)z dz = τ

ˆ x

0
J(z)z dz.

Let us estimate I3, again a direct computation gives

I3 =

ˆ −x

−∞
J(z)

[

−τz − τ2x(x+ z)
]

dz = τ

ˆ +∞

x
J(z)z dz −

ˆ +∞

x
J(z)

[

τ2x(x− z)
]

dz

≤ τ

ˆ +∞

x
J(z)z dz + τ2x

ˆ +∞

x
J(z)z dz

≤ τ

ˆ +∞

x
J(z)z dz + τ2

ˆ +∞

x
J(z)z2 dz.

Therefore we have

(9.4) R[wτ ](x) ≤
(

− cτ

1 + τx
+ τM1 + τ2M2 + a(x)

)

wτ (x),

where the constant M1 and M2 refers to

M1 :=

ˆ +∞

0
J(z)z dz, M2 :=

ˆ +∞

0
J(z)z2 dz.

Now since f satisfies (H3)-(H5) then there exists R0 > 0, δ > 0, κ > 0 such that a(x) + δ ≤ −κ for

all |x| ≥ R0. Let τ0 :=
−M1+

√
M2

1
+4κM2

2M2
, then τ0 satisfies τ2M2 + τM1 − κ = 0 and for any c ≥ 0 we can

check from (9.4) that for x ≥ R0

(9.5) R[wτ0 ](x) + δwτ0(x) ≤ − cτ

1 + τx
wτ0(x) ≤ 0.

Similarly thanks to (9.3) for c ≥ c0 :=

ˆ +∞

0
J(z)z dz we have for all τ ≥ 0 and all x ≤ −R0

(9.6) R[wτ0 ](x) + δwτ0(x) ≤ −τ
ˆ −x

0
J(z)z dz + (a(x) + δ)wτ0(x) ≤ 0,

To conclude, it remains to find c large such that the inequality holds for |x| ≤ R0 and τ = τ0. By

taking c ≥ c1 := c0 + sup
x∈R

(a(x) + δ)
1 + τ0R0

τ0
and by using (9.3) we can check that for −R0 ≤ x ≤ 0 we

have

(9.7) R[wτ0 ](x) + δwτ0(x) ≤ −τ0
ˆ −x

0
J(z)z dz + (a(x) + δ)wτ0(x)− sup

x∈R
(a(x) + δ) sup

x∈[0,R0]
wτ0(x) ≤ 0,
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Whereas for c ≥ c2 := (κ+ δ + supx∈R a(x))
1+τ0R0

τ0
and for 0 ≤ x ≤ R0, thanks to (9.4), we have

(9.8) R[wτ0 ](x) + δwτ0(x) ≤
(

− cτ0
1 + τ0R0

+ κ+ δ + sup
x∈R

a(x)

)

wτ0(x) ≤ 0.

By collecting (9.5), (9.6), (9.7) and (9.8), for c ≥ c# := sup{c0, c1, c2} we can see that the function wτ0
satisfies

R[wτ0 ](x) + δwτ0(x) ≤ 0 for all x ∈ R.
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