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Automated methods that can identify white matter bundles from large tractography datasets have several ap-
plications in neuroscience research. In these applications, clustering algorithms have shown to play an important
role in the analysis and visualization of white matter structure, generating useful data which can be the basis for
further studies. This work proposes FFClust, an efficient fiber clustering method for large tractography datasets
containing millions of fibers. Resulting clusters describe the whole set of main white matter fascicles present on an
individual brain. The method aims to identify compact and homogeneous clusters, which enables several appli-
cations. In individuals, the clusters can be used to study the local connectivity in pathological brains, while at
population level, the processing and analysis of reproducible bundles, and other post-processing algorithms can be
carried out to study the brain connectivity and create new white matter bundle atlases. The proposed method was
evaluated in terms of quality and execution time performance versus the state-of-the-art clustering techniques
used in the area. Results show that FFClust is effective in the creation of compact clusters, with a low intra-cluster
distance, while keeping a good quality Davies-Bouldin index, which is a metric that quantifies the quality of
clustering approaches. Furthermore, it is about 8.6 times faster than the most efficient state-of-the-art method for
one million fibers dataset. In addition, we show that FFClust is able to correctly identify atlas bundles connecting
different brain regions, as an example of application and the utility of compact clusters.

1. Introduction

Diffusion Magnetic Resonance Imaging (dMRI) is an in-vivo and non-
invasive technique that estimates the structure of white matter (WM)
through the measurement of water molecules diffusion (Basser et al.,
1994; Le Bihan and lima, 2015). The main trajectories of WM can be
reconstructed using tractography algorithms based on local orientation
fields estimated from dMRI. The generated datasets consist of a 3D rep-
resentation of the main WM fiber tracts (Basser et al., 2000). Streamline
deterministic tractography follows the preferred direction of water
diffusion in each voxel to reconstruct trajectories or lines represented by
a sequence of point coordinates in 3D space. These lines are called
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“streamlines” or simply “fibers”, though they do not represent real neural
fibers but an estimation of the main trajectory of WM fascicles.
Tractography datasets contain fibers belonging to well known
anatomical bundles, and also a set of bundles, mostly short association
bundles, which have not yet completely described. They also have noisy
fibers and artifacts, coming from dMRI intrinsic limitations and uncer-
tainty, producing an incomplete reconstruction of the fibers (Maier-Hein
et al., 1349). The application of clustering methods has helped to develop
methods for the study of deep white matter bundles (DWM), in partic-
ular, the construction of deep white matter bundle atlases (O’Donnell and
Westin, 2007; Guevara et al., 2012). More recently, the study of super-
ficial white matter (SWM) or short association fiber has been carried out,
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with the study of reproducibility of these bundles and the construction of
two SWM bundle atlases (Guevara et al., 2017; Roman et al., 2017).

In general, there are two main strategies to study the brain connec-
tions given by tractograms. One is the segmentation based on anatomical
Regions Of Interest (ROI) of the brain, which takes into account infor-
mation on the morphology of the folding patterns of the cerebral cortex
or other grey matter structures (Catani et al., 2002, 2012), to extract fi-
bers connecting two regions. The second strategy is the clustering of fi-
bers used to obtain bundles of similar fibers, considering their shape and
position (O’Donnell et al., 2006; Guevara et al., 2011a).

Both strategies can be combined resulting in a hybrid approach that
can improve the definition of anatomical bundles, since more informa-
tion is included in the analysis (O’Donnell et al., 2013).

Typically, exploratory clustering methods find a great amount of
bundles that characterize the structure of the white matter in its totality
by using representatives such as clusters and centroids (Garyfallidis et al.,
2012, 2016; Guevara et al., 2011a).

The method proposed by Guevara et al. (2011b) consists of several
processing steps to subsequently subdivide the fibers into groups based
on different criteria, like brain masks, voxel connectivity, fiber length
and point-wise fiber distance. This method obtains compact and thin
clusters that can be represented by a centroid. Another important work
that performs clustering with large tractographies is QuickBundles (QB)
(Garyfallidis et al., 2012). This is an unsupervised clustering algorithm
that groups the fibers into clusters, without recalculating the clusters, like
classical methods such as K-means. The algorithm uses a distance
threshold to define whether a new fiber will be assigned to the closest
cluster or will start a new cluster. It is based on the Minimum average
Direct-Flip (MDF) fiber distance, although other fiber distance measures
can be used. The clustering results of this method depend on the initial
permutation of input fibers. This algorithm is very fast, taking about 30
min for a set of one million fibers.

Using a clustering method aids to process the tractography data, to
subsequently apply other analyses on the resulting clusters. Example of
analyses are the construction of WM bundle atlases (O’Donnell and
Westin, 2007; Guevara et al., 2012, 2017; Roman et al., 2017; Zhang
et al., 2018a). Another application is the segmentation of bundles, also
called virtual dissection, that seeks to label the anatomical bundles,
already described by anatomists. Clustering-based segmentation
methods use a fiber similarity or distance measures to group similar fi-
bers along with anatomical information to identify known bundles. The
algorithms embed anatomical knowledge commonly in the form of a
bundle atlas or model (O’Donnell and Westin, 2007; Guevara et al., 2012;
Ros et al., 2013; Jin et al., 2014; Yoo et al., 2015; Garyfallidis et al.,
2018), or use a ROI atlas to guide the identification of anatomical bun-
dles (Wassermann et al., 2010; Li et al., 2010; Chekir et al., 2014).
Recently, methods using Deep Learning have been proposed for the
segmentation of anatomical fascicles with promising results (Gupta et al.,
2017, 2018; Wasserthal et al., 2018). Other applications are the study of
reproducibility of white matter bundles (Guevara et al., 2017, 2020), the
creation of diffusion-based cortex parcellations (Moreno-Dominguez
et al., 2014; Lopez-Lopez et al., 2019) and the study of the human brain
connectome (Zhang et al., 2018b). Furthermore, the segmentation of
anatomical bundles have been extensively applied to perform clinical
studies. These methods in general compare features extracted from the
bundles, such as mean FA (Fractional Anisotropy) or other
diffusion-based indices, bundle volume or bundle shape descriptors. For
example, studies have been carried out to study bipolar disorder (Sar-
razin et al., 2014), schizophrenia and autism spectrum disorder (Katz
et al., 2016), parkinson (Cousineau et al., 2017) and major depressive
disorder (Wu et al., 2018). Also, white matter fiber tracts can be identi-
fied in patients with brain tumors for neurosurgical planning (O’Donnell
et al., 2017; Garyfallidis et al., 2018).

The size increment of tractography datasets from new high quality
MRI databases, and various analysis that can take advantage of clustering
results, has imposed the challenge to develop high quality and optimized
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fiber clustering methods.

This work proposes a new method for the clustering of large trac-
tography datasets. The main goal is to develop an efficient clustering to
group fibers into compact and regular clusters, representing the whole
brain WM structure. The representation must be of good quality, i. e. the
clusters must be compact along all the fibers, so that several analyses can
be performed, using as input the resulting clusters or cluster centroids. A
special interest is its use for the study of short association bundles and
their segmentation, as well as of subdivisions of long anatomical bundles.

The proposed approach consists of four steps. The first step reduces
data dimensionality by applying a partitioning clustering algorithm on
fiber points instead of whole fibers. The second step groups fibers sharing
the same cluster points into preliminary streamline clusters. Next, small
preliminary streamline clusters are reassigned to larger clusters based on
their direct or flipped distance. The last step builds compact clusters by
merging candidate clusters based on a maximum Euclidean distance
threshold using a graph representation of candidate cluster centroids.
The experimental evaluation and comparison with the state-of-the-art
shows that the proposed method is effective in the creation of compact
clusters, with a low intra-cluster distance, while keeping an inter-cluster
distance not excessively large, and it provides high performance. The
proposed method is about 8.6 times faster than the state-of-the-art
method, which enables a fast processing and visualization of main
white matter fiber clusters. FFClust implementation is publicly available
from https://github.com/andvazva/FFClust.

2. Materials and methods
2.1. Tractography dataset

We used the ARCHI database (Schmitt et al., 2012) that contains high
quality MRI acquisition sequences of a 3T MRI scanner with an antenna
of 12 channels (Siemens, Erlangen). The MRI protocol included the
acquisition of T1 images at 1 mm isotropic spatial resolution using a
MPRAGE sequence (Brant-Zawadzki et al., 1992) and the following pa-
rameters: 160 slices, TH = 1.10mm, TE/TR = 2.98/2300ms, TI =
900ms, deflection angle FA = 9; matrix = 256x240; RBW =
240Hz /pixel. The protocol also included a BO fieldmap to correct for
susceptibility artifacts, and a single-shell HARDI SS-EPI sequence
(Mansfield, 1977) with an isotropic spatial resolution of 1.7x1.7x1.7
mm?®, with the following parameters: 60 optimized diffusion directions,
b = 1500s/mm?, 70 slices, TH = 1.7mm, TE = 93ms, TR = 14,000ms,
FA = 90, matrix = 128x128, RBW = 1502Hz/pixel, echospacing ES =
0.75ms, partial Fourier factor PF = 6/8; GRAPPA = 2 (Griswold et al.,
2002). All data was processed with the BrainVISA/Connectomist-2.0
software (Duclap et al., 2012).

The HARDI dataset was corrected for artifacts using a threefold
strategy. First, signal dropouts and spikes are detected and corrected.
Then, geometrical distortions induced by susceptibility effects are cor-
rected using a further fieldmap calibration providing a non linear
deformation to be applied along the phase axis. Finally, a joint correction
for eddy currents and motion is applied to each diffusion-weighted vol-
ume. This processing corrects each diffusion direction using the rotation
stemming from the rigid motion of each DW volume (Dubois et al.,
2014). The diffusion-weighted (DW) processing pipeline includes the
calculation of the analytic g-ball diffusion model (Descoteaux et al.,
2007). Also, a robust brain white matter propagation mask is created,
relying on a Tl-weighted segmentation (Guevara et al, 2011c).
Whole-brain streamline deterministic tractography was calculated with
one seed per voxel, from all the voxels of the propagation mask, in for-
ward and backward directions, with a tracking step of 0.2 mm and a
maximum curvature angle of 30°. Resulting tractography datasets
contain about one million fibers per subject. As a post-processing step, all
the fibers were resampled using 21 equidistant points, as in (Guevara
et al., 2011a, 2012).
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2.2. Approach

Let T be a tractography dataset of an individual subject consisting of
a collection of fibers or streamlines, where each fiber is formed by 21
points in IR3. The streamlines on a dataset are loaded into the main
memory following the order of points calculated during the tracking.
Hence, two orientations are possible: direct, or reverse (flipped), which
must be considered in the streamline analysis. In this work, the similarity
between fibers is defined by the maximum Euclidean distance between
corresponding points (dyg) (Guevara et al., 2011b, 2012, 2017; Roman
etal., 2017). It is a restrictive distance, since any relevant local difference
between the fibers, on the fiber extremities and along all their shape, will
be successfully captured.

We denote a fiber in direct order as a with 21 points in IR3, that is
each g; € a is a 3D point, with coordinates x, y and z. In addition, we
denote the fiber flipped representation as a’, which contains 21 points in
IR® in reverse order, that is, the first 3D point in a” is the last in a, and so
on. We denote dg(a;, b;) as the Euclidean distance between corresponding
points g; and b; of fibers a and b. We assume a direct (dg), as the maximum
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distance between any of the 21 points in fibers a and b, in direct order,
and a flipped Euclidean distance (dgr) with one fiber in inverse order. We
consider the minimum of distances dg and dgr, denoted as dyz, to mea-
sure the distance between streamlines a and b, as defined in Eq. (1).

delab) = llac— bl = (@, —b.)* + (@, —b) + (@ —b.)’
dE(a, b) = MaXie1 (dE(an ))
der = dg (lL bF) dE(a .b)

dye = min(dg(a,b),dgr(a,b))

(e

(€Y

Hence, distance dyz calculates the maximum Euclidean distance be-
tween corresponding points, taking into account the two possible fiber
orientations.

Our approach aims at improving the final clusters quality and the
algorithm time complexity. A special interest is to keep a good similarity
between fibers along all the fiber shape, in particular, on the extremities
of the fibers. This feature is crucial for the study of superficial white
matter, where short association fibers connect small grey matter regions,
and a difference in the fiber end points for a group of fibers must lead to
different clusters. To achieve this goal, the algorithm is based on a

(a) STEP 1: Building point clusters.
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(b) STEP 2: Generating preliminary streamline clusters.
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(d) STEP 4: Merging candidate streamline clusters.

Fig. 1. FFClust. (a) STEP 1: Building point clusters. MK is applied on the marked points. (b) STEP 2: Generating preliminary streamline clusters. Fibers sharing the
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partition clustering applied separately to a subset of points along the fi-
bers in parallel. Then, fibers with points sharing the same cluster points
are merged. This strategy is more efficient than using the complete fiber
data representation which requires more expensive fiber distance
computation.

The algorithm proceeds in the following four steps: (1) building point
clusters, (2) generating preliminary streamline clusters, (3) reassigning
small preliminary streamline clusters and (4) merging candidate
streamline clusters. Fig. 1 displays the complete workflow.

STEP 1 Building point clusters

This step aims at reducing the dimensionality of the input data by
applying a partition clustering on a subset of streamline points. Applying
the clustering locally on a subset of fiber points reduces the number of
dimensions of the input elements and then the number of pairwise dis-
tance computations needed to form clusters. Distance computations are
performed on three dimensions fiber points instead of fibers formed by
21 points, where each point has three dimensions. The method uses a
subset of five points, including the two ending points (1, 21), the central
point (11) and two intermediate points (4, 18). The decision of using
these points is given because it has been shown that this sampling
strategy is efficient and significant to estimate the maximum distance
between fibers (Labra et al., 2017) and hence, to discriminate fiber
differences.

The Minibatch K-means (Sculley, 2010) (MK) was chosen as a parti-
tion algorithm because it is known to provide good quality, and low time
and space complexity. Moreover, given that the clustering algorithm is
applied on each streamline point independently, the number of clusters
do not need to be the same in all streamline points. In fact, the proposed
algorithm uses different numbers of clusters for streamline ending points
and central points. We denote the number of clusters for ending points as
Kp,, and the number of clusters for intermediate and central points as
Kp.. We apply the elbow method to find out the best number of clusters
on each point (Kodinariya and Makwana, 2013).

Fig. 1. (a) illustrates with an example this STEP, using the five
streamline points 1, 4, 11, 18, and 21. The intermediate and central points
of the clusters are shown as p. and the ending points as p,. The central and
intermediate point clusters are identified by the membership labels C, B, G,
D, and H; and the ending points clusters by the labels A, F, E and 1.

STEP 2 Generating preliminary streamline clusters

This step builds preliminary streamline clusters by grouping stream-
lines based on the membership labels of point clusters obtained in the
previous step. A preliminary streamline cluster will contain all the fibers
which points share the same point cluster labels. The method uses a
dictionary data structure in which the key is the set of membership labels
where each streamline point belongs to, and the value contains all fiber
IDs that share the same set of point cluster membership labels. A pre-
liminary streamline cluster contains all fiber IDs stored in the value
associated to a key in the dictionary.

Fig. 1-(b) shows two streamline preliminary clusters, one is formed by
streamlines (p, q) and the other by streamlines (r,s). As seen in Fig. 1-(a),
points 1, 4, 11, 18 and 21 of fibers p and g belong to the same point
clusters, then such streamline cluster is defined by the corresponding
point cluster labels (A,B,C,D,E). In the same way the streamlines (r,s)
formed a second preliminary streamline cluster identified by the point
cluster labels (F,G,C,H,I).

STEP 3 Reassigning small preliminary streamline clusters

This step reassigns small preliminary streamline clusters that could be
separated from large clusters in the previous steps. A small cluster is
reassigned to the nearest large cluster, given a maximum distance
threshold. In addition, with this processing, small noisy clusters are

Neurolmage 220 (2020) 117070

identified and discarded.

In order to do this, we first divide the preliminary clusters in two sets
based on their number of streamlines. A set S; contains all preliminary
clusters with number of streamlines equal or greater than 6, and set Sg
contains all preliminary clusters with 5 or fewer streamlines.

Centroids for each preliminary cluster in both sets are computed as
the arithmetic mean of each streamline point. Then, a preliminary cluster
in set Sg is reassigned to the closest preliminary cluster in set Sy, only if
the distance between their centroids is below the threshold dgpy, that is,
if dye(a,b) < drmax (see Eq. (1)).

Otherwise, corresponding clusters are not reassigned.

At the end of this step, if there still are preliminary clusters in set Sg
containing one or two streamlines, these are considered noise and
eliminated by default. Fig. 1-(c) shows preliminary streamline cluster set
separation (Fig. 1-(c).3.1.), centroid computation (Fig. 1-(c).3.2.), reas-
signment, not reassignment and elimination cases (Fig. 1-(c).3.3). At the
end of this step we obtain candidate clusters.

STEP 4 Merging candidate streamline clusters

This is a global refining step that aims to merge candidate clusters
which still might be close based on a maximum distance parameter
dymax, in particular, clusters with flipped streamlines. This step first
makes candidate cluster groups, where each group consists of clusters
that share the same central point membership label obtained during the
STEP 1. This makes groups that are close only by the central point. This
processing is done only to avoid the pairwise comparison among all
cluster centroids, however, this processing adds no error to the merging
computation.

Then candidate cluster centroids in each group are merged based on
the maximum distance parameter dymqe. If candidate cluster centroids
are below dpmqx for a maximum Euclidean direct or flipped distance, then
such clusters are merged. To avoid the computation of all possible con-
figurations of multiple candidate clusters that can be merged we
formulate the problem using a graph representation and approximate the
solution using a graph algorithm.

The graph representation considers that each candidate cluster
centroid is a vertex, u, in an undirected graph, G(u,v), and there is an
edge, e, between two vertices, u and v, only if the cluster centroids they
represent are below a maximum Euclidean distance threshold dymayx, that
is, only if dyr(1,v) < dymax- Fig. 1-(d) shows an example where there are
six candidate cluster centroids (c1, ca, c3, €4, Cs, C¢) represented with
corresponding vertices (v1, V2, V3, V4, Vs, Ve). In this case, there are four
edges (e1, ez, e3, e4), which exist only because the distance threshold is
satisfied.

Then, a graph algorithm is applied to find groups of centroids, where
each group contains all of its centroids close to each other. In a graph
representation this is called a clique, where each group consists of vertices
where all pair of vertices are connected by an edge. Specifically, the
proposed method aims at finding maximal cliques, which are cliques that
cannot grow by adding another vertex. Fig. 1-(d) shows three maximal
cliques, one is formed by vertices (v1, v4, V), another is formed by
vertices (v, v3) and the other has vertex (vs). Next, the method sorts all
maximal cliques by decreasing size and merges all candidate clusters
represented in cliques having at least two vertices, which clusters have
not been previously merged. Note that a clique of size one means that the
centroid is not close to any other centroid and then no merge should be
performed. Given that a vertex in a clique represents a cluster centroid,
and that the graph representation does not include the actual distance
values among centroids, merging largest cliques first aims at joining more
clusters that are close to each other based on the given threshold dgmqy-

Fig. 1-(d) shows that candidate clusters represented by the centroids
1, ¢4 and cg are merged into the final green cluster, candidate clusters
represented by the centroids c; and c3 are merged into the final red cluster
and candidate cluster represented by the centroid cs becomes the final
orange cluster.
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3. Results

This section describes the experimental evaluation and the results
obtained in terms of clustering quality and performance of the method. It
also performs a comparison analysis with the state-of-the-art techniques
including the methods: Guevara (Guevara et al., 2011a), QuickBundles
(Garyfallidis et al., 2012), and QuickBundlesX (Garyfallidis et al., 2016).
In addition, it presents the results obtained for the segmentation of
bundles based on a recent SWM atlas (Guevara et al., 2017). All results
are obtained by using 50 subjects.

The method proposed by Guevara et al. (2011a) consists of several
processing steps to subsequently subdivide the fibers into groups based
on different criteria, like brain masks, fiber length, voxel-based connec-
tivity, and point-wise fiber distance. The method provides high quality
clusters, but it has about 13 configuration parameters and it is time
consuming. QuickBundles (Garyfallidis et al., 2012) builds clusters using
a greedy approach, and it uses a distance threshold to define whether a
new fiber is assigned to the closest cluster or will start a new cluster. It is
based on the Minimum average Direct-Flip (MDF) fiber distance,
although other fiber distance measures can be used. QuickBundlesX
(Garyfallidis et al., 2016) optimizes the QuickBundles algorithm using a
tree data structure. More details in Supplementary file.

FFClust method was implemented in Python version 3.6 and in C
language using compiler g++ version 7.4.0. The method supports
sequential and parallel execution using OpenMP. All experiments were
executed in a machine consisting of a 12-core Intel Core i7-8700K CPU
with 3.70 GHz,680, and 32 GB of RAM, using Ubuntu 18.04.2 LTS with
kernel 4.15.0-51 (64 bits).

The experiments were performed using deterministic tractography
datasets from the ARCHI database (Schmitt et al., 2012), with one million
of streamlines. To compare execution times, we use tractography datasets
with resampled subjects from 330,000 to 2,729,000 streamlines.

3.1. Parameter configuration for quantitative analysis

The method has three configurable parameters. First, the number of
clusters (Kp, and Kp,) for each of the five streamline points on which the
MK algorithm is applied (STEP 1). Second, the maximum Euclidean
distance threshold (dgmgy) for the reassignment of small to large pre-
liminary clusters (STEP 3). Third, the maximum Euclidean distance
threshold (dymayx) for merging candidate clusters into final clusters in the
last step (STEP 4).

3.1.1. Finding the number of fiber point clusters

First, the number of clusters for applying MK in STEP 1 is determined
using the Elbow method (Kodinariya and Makwana, 2013). To do this,
the MK algorithm is executed for each of the five streamline points of a
subject of one million fibers of a subject of the ARCHI database with 50,
150, 200, 250, 300, 350, 400 and 450 clusters. Fig. 2 displays the total
intra-cluster variation or total within-cluster sum of squares (WCSS) for
different number of clusters for the five streamline points. The elbow
method shows the total WCSS as a function of the number of clusters. As
the number of clusters increases the WCSS decreases, which indicates
that clusters get more compact. The idea of the elbow method is to choose
anumber of clusters where the WCSS does not decrease much when using
more clusters.

Fig. 2 shows that a good number of clusters for the intermediate and
central points (Kp.) is between 150 and 200, and for the ending points
(Kp,) is between 150 and 300. Finding the best values for the parameters
drmax and dymex Were considered using intra-cluster maximum distance.
Such experiments are available in the Supplementary file.

3.1.2. Best configuration

The best parameter configuration for the proposed method consists of
the number of clusters for the intermediate and central points Kp. = 200
and the ending points Kp, = 300 (STEP 1), and the value of 6 mm for the
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The Elbow Method showing the optimal K
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Fig. 2. Elbow method showing the optimal number of clusters K. The x-axis
shows the number of clusters, y-axis shows the inertia. K’s optimal values are
located at the elbow of the line.

threshold distances dgrmax in STEP 3, and dyymqy in STEP 4.

3.2. Comparison with the state-of-the-art methods

This section provides a quality comparison with the state-of-the-art
methods including Guevara (Guevara et al., 2011a), QuickBundles
(Garyfallidis et al., 2012), and QuickBundlesX (Garyfallidis et al., 2016).
QuickBundlesX, is the successor of QuickBundles, and it performs clus-
tering on streamlines by building a tree at different levels, with different
distance thresholds. The experimental evaluation considers both the
default and best parameter configurations for all methods. Specifically,
QBmdf6 refers to using QuickBundles using MDF distance of 6 mm;
QBmdf10 using MDF distance with 10 mm; QBXmdf6 using QuickBund-
lesX with distance 6 mm; and QBXmdf10, using QuickBundlesX with
distance 10 mm. Finally, Guevara refers to the method proposed in
(Guevara et al., 2011a), which uses a maximum Euclidean distance of 10
mm.

The first evaluation, showed in Fig. 3, considers the quality of the
clustering approaches, by computing the intra-cluster, inter-cluster
maximum Euclidean distances and the cluster sizes obtained by all the
alternatives. The comparison includes the error bars using 50 subjects,
with tractography datasets of 1,045,676 fibers in average.

Fig. 3-(top) shows the number of clusters with corresponding intra-
cluster distance, Fig. 3-(middle) shows the number of clusters with
inter-cluster distance, and Fig. 3-(bottom) shows the number of clusters
with cluster sizes. As observed, FFClust provides clusters with small intra-
cluster distance, where all clusters have distances below 60 mm.
QuickBundles with MDF of 6 mm also provides clusters with small intra-
cluster distance, but the number of clusters with intra-cluster distance
over 30 mm is greater than the number of clusters FFClust generates. All
other methods produce considerable more clusters with intra-cluster
distance greater than 45 mm. Note that the intra-cluster distance is
measured with the maximum Euclidean distance between the corre-
sponding points. This distance is more restrictive that MDF distance,
based on the mean Euclidean distance, and employed by QB. Further-
more, the distance threshold used to compare and fuse the clusters in all
the analyzed methods (QB, Guevara and FFClust) is applied to the cluster
centroids. Hence, the distance between the fibers of the clusters can be
higher than the threshold.

On the other hand, as seen in Fig. 3-(middle), the inter-cluster dis-
tance of FFClust is similar to the inter-cluster distance of QBmdf6 and
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Method comparison with intra-cluster distance
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Fig. 3. Method comparison with intra-cluster, inter-cluster maximum distances, and cluster sizes. Error bars are computed by using 50 subjects with approximately
one million fibers. Top figure shows intra-cluster maximum distance, middle figure shows inter-cluster maximum distance, and bottom figure shows cluster sizes.

QBXmdf6. The other methods have more clusters with a greater inter-
cluster distance than FFClust, but as mentioned, they also have greater
intra-cluster distances. Also, Fig. 3-(bottom) shows that FFClust and
Guevara generates smaller clusters than the other methods, however,
they are also able to find large clusters. The maximum cluster size is
about 8,000 for FFClust and 9,000 for Guevara. In contrast QBmdf10,
QBXmd6, and QBXmdf10 have clusters of sizes over 15,000.

Note that Fig. 3 shows the results in logarithmic scale. The Supple-
mentary file contains the same results in linear scale.

Both FFClust and Guevara methods eliminate fibers, but QuickBun-
dles and QuickBundlesX do not. The Guevara method eliminates 37%,
and FFClust eliminates 13% of the total number of fibers. Note that
FFClust eliminates only small clusters containing 1 or 2 fibers.

Another experimental evaluation was performed to consider

QuickBundles and QuickBundlesX using maximum Euclidean distance
instead of the MDF. However, both methods become time consuming,
taking days to complete on a dataset of 100,000 fibers. Experiments
showed the quality of clusters, considering the same measures, i. e. intra-
cluster and inter-cluster maximum distances, and cluster sizes, are similar
to FFClust’'s. The Supplementary file contains the results for this
experiment.

A third quality clustering evaluation uses the Davies-Bouldin (DB)
index (Xu and Tian, 2015). The DB index is defined as the average sim-
ilarity between each cluster with its most similar cluster, where similarity
refers to the ratio of intra-cluster and inter-cluster distances. The DB
index is computed by Equation (2), where n is the number of clusters; o;
and q; are the average distances between all elements of cluster i and j
respectively; c; and ¢; are the centroids of cluster i and j; and d(c;, ;) is the
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average distance between both centroids. A DB index has normalized
values between 0 and 1, where a value closer to zero indicates a better
separation between the clusters.

1< a; +a;
DB=- - El 2
n ;nt']g)((d(ci,cj)) ( )
Fig. 4 displays the DB index for all methods, which shows that
QBmdf6 provides the best score, and FFClust is the second best method.

Then, closely follows the Guevara method. The figure also shows that QB
provides better DB score than QBX.

3.3. Qualitative analysis using segmentation

This section describes a qualitative analysis based on the segmenta-
tion of bundles using an atlas of superficial white matter bundles (Gue-
vara et al., 2017). This analysis compares the segmentation results
obtained by the state-of-the-art methods. The segmentation method se-
lects and labels the closer cluster to each atlas bundle, based on a
maximum Euclidean distance threshold (Labra et al., 2017; Vazquez
et al., 2019).

Fig. 5 shows the segmentation comparison with the SWM atlas
(Guevara et al., 2017), obtaining the closest clusters for each method
using the four atlas bundles connecting the postcentral (PoC) and pre-
central (PrC) gyri. To obtain the closest clusters, the strategy uses a
segmentation threshold distance of 6 mm, and then if a method does not
find all bundles, it is increased to 8 mm. The Guevara and FFClust
methods are able to identify the four bundles with a threshold distance of
6 mm, and QB alternatives are able to identify the four bundles using the
segmentation threshold of 8 mm. Fig. 5 also shows an error percentage on
the bottom right of each image. This error measures the percentage of
fibers that are out of the correct regions. Since there is no ground truth,
this is not a real measure of quality but provides an insight into the fibers
that are included in the clusters but differ from the main fiber shape, with
fibers that connect surrounding cortical regions. The Guevara method
achieves the best streamline endpoint error (5.4%) and the second best is
achieved by FFClust (6.2%), and QBmdf6 follows with 6.5%.

Fig. 6 shows the segmentation comparison with the SWM bundle atlas
(Guevara et al., 2012) for the corticospinal tract (CST), the inferior
fronto-occipital fasciculus (IFO), and the inferior longitudal fasciculus
(IL). We can observe that all the methods are able to regroup the fibers
belonging to these long bundles, with a variable number of clusters,
depending on the threshold and the method itself.

Davies-Bouldin index for all methods

0.9 H

0.8 1

0.7

Davies-Bouldin index

0.0 -

FFClust QBmdf6 QBXmdf6  QBmdfl0 QBXmdfl0 Guevara

Fig. 4. Davies-Bouldin index for each method. X-axis contains each method.
FFClust (drmax = 6mm and dymee = 6mm). Y-axis shows the DB index, the closer
to zero the better value.
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3.4. Comparison with QuickBundles by qualitative analysis

This section evaluates the final clusters obtained in FFClust, QBmdf6,
QBmdf10, and Guevara using a visual inspection to observe the quality of
the final clusters. QBX is not considered because both the DB index and
the segmentation evaluation show that QB achieves better quality than
OBX.

The evaluation considered five cases: thinner clusters (50 thinnest
clusters that present between 2 and 5 fibers), thicker clusters (50 clusters
with the most fibers), short fiber clusters (200 short fiber clusters, be-
tween 30 and 60 mm), long fiber clusters (50 clusters with the longest
fibers, starting at 80 mm), the least homogeneous clusters, i. e., clusters
with the largest maximum intra-cluster distance, and the most similar
clusters (94 clusters with the most similar ones among them). The
following is a detailed description of each of the cases:

1. Thinner clusters. The thinnest clusters are those with the least
number of streamlines. We considered such clusters are those having
between 2 and 5 streamlines. Fig. 7 shows the results of FFClust,
QBmdf6, QBmdf10, and Guevara with the 50 thinner clusters. Visual
inspection shows that the methods provide similar clusters, however
QB and Guevara clusters seem to be more scattered than clusters
obtained by FFClust.

2. Thicker clusters. The thickest clusters are those having the largest
sizes, that is, clusters with the largest number of streamlines. We
consider the 50 thickest clusters for visual inspection. Fig. 8 shows the
results for both algorithms. We provide each of the three views of the
brain (coronal, axial and sagittal). We note that FFClust, QBmdf6 and
Guevara obtain clusters that look uniform. As for QBmdf10, we see
that the clusters have less homogeneous and scattered ending points.

3. Short fiber clusters. We visualize short fiber clusters having fibers of
length up to 60 mm. Fig. 9 shows the comparison of short fibers for
the three algorithms. We observe that the quality of QBmdf6, FFClust
and Guevara are very similar, but we see some clusters with more
scattered ending points for QB. Again QBmdf10 presents clusters too
wide with frizzy ending points. Short fibers are usually analyzed
based on the regions they connect (Guevara et al., 2020). Hence,
having endpoints from different streamlines close to each other in a
cluster will help to minimize the number of streamlines connecting
neighboring regions. However, this does not ensure that all the cluster
streamlines will land on the same anatomical structure.

4. Long fiber clusters. We denote long fiber clusters those clusters with
fibers of length greater than 80 mm. To facilitate visual inspection we
present the 50 longest clusters. Fig. 10 shows the comparison between
FFClust, QBmdf6, QBmdf10, and Guevara for coronal, axial and
sagittal views. As in the previous experiments, we observe that the
clusters generated by FFClust, QBmdf6 and Guevara are very similar
and compact, whereas clusters for QBmdf10 have frizzy ending point.

5. Clusters with largest maximum intra-cluster distance. This
experiment studies the final clusters that have a maximum intra-
cluster distance over 40 mm. FFClust obtains three clusters over
this maximum distance, shown in Fig. 11-(left). QBmdf6 obtains about
15 clusters over 50 mm, shown in Fig. 11-(middle left).

QBmdf10 and Guevara obtain about 140 over 50 mm, hence we
display only the clusters with maximum intra-cluster distance over 70
mm (see Fig. 11-(middle right) and Fig. 11-(right)).

Fig. 11 shows that FFClust has only a few clusters with small number
of streamlines and atypical forms. We suggest that they are noise in the
tractography. Some clusters found in QB with intra-cluster distance were
probably divided into several small clusters by FFClust. FFClust only
discards small and isolated clusters, that are dissimilar to all the other
large clusters. This is performed in its third step, which tries to reassign
the small clusters (with five or fewer streamlines) to the largest clusters.
All small clusters, with one or two streamlines that are not reassigned to a
large cluster are eliminated. It should be noted that none of the compared
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FFClust

Guevara

SWM Atlas

DWM atlas

Guevara FFClust

QBmdf6

QBXmdfl0 QBXmdf6 QBmdf10

Fig. 6. Segmentation comparison based on a DWM bundle atlas (Guevara et al., 2012) for the corticospinal tract (CST), the inferior fronto-occipital fasciculus (IFO),

methods were designed to eliminate erroneous clusters of medium or QBmdf10, and Guevara. To identify similar clusters, we used the 100
large size. Further analyzes with additional information are required to bundles of a SWM atlas (Guevara et al., 2017) as a reference. Those
perform this kind of filtering. bundles where found to be the short association bundles most stable
across subjects (Guevara et al., 2017). We identified the clusters that

6. The most similar clusters. We also analyze the most similar clusters, most resemble them, using a maximum threshold of 6 mm, obtaining
i. e. those that most resemble each other for FFClust, QBmdf6, 94 bundles for the four configurations. Fig. 12 shows the results of
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Thinner clusters

FFClust dRmax = 6mm. dMmax= 6mm QB. MDF = 6mm QB. MDF = 10mm Guevara max_cdist = 10mm

Fig. 7. Thinner cluster comparison. In the comparison we show FFClust with Kp. = 200, Kp, = 300, drmax = 6 mm, dyme = 6 mm, together with QB with MDF = 6
mm, MDF = 10 mm, and Guevara max_cdist = 10 mm.

Thicker clusters

FFClust dRmax = 6mm. dMmax= 6mm QB. MDF = 6mm QB. MDF = 10mm Guevara max_cdist= 10mm

Fig. 8. Thicker cluster comparison. The comparison shows FFClust with Kp. = 200, Kp, = 300, drmax = 6 mm, dymex = 6 mm, together with QB with MDF = 6 mm,
MDF = 10 mm, and Guevara max-cdist = 10 mm. Display of coronal, axial and sagittal views.

Short fiber clusters

FFClust dRmax = 6mm. dMmax= 6mm QB. MDF = 6mm QB. MDF = 10mm Guevara max_cdist = 10mm

Fig. 9. Comparison of short fiber clusters. The comparison contains the 200 thickest clusters with fiber lengths between 30 mm and 60 mm. It shows FFClust with Kp,
= 200, Kp, = 300, dgmax = 6 mm, dymax = 6 mm, together with QB with MDF = 6 mm, MDF = 10 mm, and Guevaramax_cdist = 10 mm. Display of coronal, axial and
sagittal views.
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Long fiber clusters

FFClust dRmax = 6mm. dMmax= 6mm QB. MDF = 6mm QB. MDF = 10mm Guevara max_cdist = 10mm

Fig. 10. Comparison of long fiber clusters. In the comparison appears the 50 thickest clusters with fibers longer than 60 mm long. We show FFClust with Kp, = 200,
Kp, = 300, drmax = 6 mm, dymax = 6 mm, together with QB with MDF = 6 mm, and MDF = 10 mm, and Guevara max_cdist = 10 mm. Display of coronal, axial and
sagittal views.

FFClust dRmax = 6mm. dMmax= 6mm QB with MDF = 6mm QB with MDF = 10mm Guevara max_cdist = 10mm
Intra-cluster distance > 40 mm Intra-cluster distance > 50 mm Intra-cluster distance > 70 mm Intra-cluster distance > 70 mm

Fig. 11. Images of clusters with greater intra-cluster distance. Clusters with large intra-cluster distance, FFClust with dgmex = 6 mm and dymex = 6 mm are shown with
distance > 40 mm, QB with MDF = 6 mm with distance > 50 mm, QB with MDF = 10 mm with distance > 70 mm, and in Guevara with max_cdist = 10 mm.

The most similar clusters

FFClust dRmax = 6mm. dMmax= 6mm QB. MDF = 6mm QB. MDF = 10mm Guevara max_cdist = 10mm

Fig. 12. Comparison of most similar clusters. In the comparison appears the 94 most similar clusters taking as a reference a SWM atlas (Guevara et al., 2017). We
apply FFClust with drmex = 6 mm and dymex = 6 mm, together with QB with MDF = 6 mm, and MDF = 10 mm, and Guevara max_cdist = 10 mm. Display of coronal,
axial and sagittal views.
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FFClust, QBmdf6, QBmdf10, and Guevara with the 94 most similar
clusters. Those clusters appear very similar for all the methods.

3.5. Runtime comparison

This section evaluates the execution time of FFClust with state-of-the-
art methods. FFClust-seq denotes the sequential version of FFClust,
where the complete algorithm is executed using only one thread. FFClust-
par denotes the parallel implementation of FFClust, where each of the
steps of the algorithm is executed using five threads in the first step and
12 in the other steps. The methods used for comparison are: QuickBun-
dles with MDF of 6 mm (QBmdf6), with MDF of 10 mm (QBmdf10),
QuickBundlesX with MDF of 6 mm and 10 mm (QBX). However, we did
not include the Guevara (Guevara et al., 2011a) method for this experi-
ment because its execution times are longer than 2 h for any dataset, far
exceeding the execution times of algorithms such as QB and FFClust,
which were designed to be efficient. The evaluation was performed using
subjects from the ARCHI database with a number of streamlines varying
from 330,000 to 2,729,000.

Table 1 shows the execution times in seconds for all considered
methods. Fig. 13 shows the execution times in logarithmic scale of the
methods. FFClust-seq and FFClust-par provide the best execution times. It
is at least an order of magnitude faster than QuickBundles. Also, we can
see the trend of the QB algorithm, where the execution time increases
when MDF is set to 6 mm, instead of using the QB default value of 10 mm.

3.5.1. Execution time complexity

As FFClust consists of four steps, its time complexity is based on each
of the steps.

The time complexity of the STEP 1: Building point clusters is based on
MK. Its upper bound is ¢ (tKDN), where N is the number of elements, D is
the dimensionality of the elements, K is the number of clusters and t is the
number of iterations or until convergence. FFClust reduces the impact of
the dimensionality parameter by defining the input elements as stream-
line points instead of complete streamlines. Then, the algorithm reduces
the dimensionality from D =21 x3 to D = 3. FFClust sequential
implementation executes the MK algorithm on five streamline points, as
FFClust uses five points. FFClust parallel implementation executes MK on
each streamline point in parallel.

The STEP 2: Generating preliminary streamline clusters of the algorithm
builds a dictionary data structure to map the clusters of points to
streamline clusters. It is the fastest step of all and its complexity is @'(N).
This step is also parallelized in the FFClust parallel implementation.

The time complexity of the STEP 3: Reassigning small preliminary
streamline clusters is (|Ss| x |Si|), where both |S;| < N and |§;] < N
because they are centroids not fibers. The parallel version of this step is
described by Vazquez et al. (Vazquez et al., 2019) and it is included in
FFClust parallel implementation.

Finally, last STEP 4: Merging candidate streamline clusters time
complexity is determined by the maximal clique algorithm. Although the
problem is NP-hard, when using parameterized complexity in sparse

Table 1
Execution times in seconds for FFClust-par, FFClust-seq, QBmdf6, QBmdf10 and
QBX, varying the number of streamlines in the range of 330,000 and 2,729,000.

Total fibers FFClust-par FFClust-seq QBmdf6 QBmdf10 QBX
time (s) time (s) time (s) time (s) time (s)
330K 9.92 28.13 334.03 108.77 32.24
659K 24.61 70.09 3,594.02 1,031.37 217.41
955K 45.96 119.84 8,032.76 2,318.02 399.61
1296K 76.82 181.08 13,404.17 4,186.45 604.14
1634K 94.75 250.13 21,813.78 7,253.64 850.67
1945K 125.91 317.59 30,394.23 10,002.94 1,125.90
2338K 193.58 460.76 50,946.22 14,312.24 1,540.61
2729K 264.30 623.13 71,243.69 19,861.15 2,194.00

11

Neurolmage 220 (2020) 117070

—e— FFClust-par —e— FFClust-seq QBmdf6 QBmdf10 —e— QBX
10° F10°
104 F 104

)

[}

£

= 103 4 E10°

2

=]

=

o)

Q

i
102 4 E 102
10! 4 F 10t

500000 1000000 1500000 2000000 2500000

Number of fibers

Fig. 13. Execution times for FFClust-par, FFClust-seq, QBmdf6, QBmdf10 and
QBX, varying the number of streamlines in the range of 330,000 and 2,729,000.

graphs, algorithms can be near linear (Eppstein and Strash, 2011). This
step is also parallelized in the FFClust parallel implementation.

4. Discussion and conclusions

We propose FFClust, a new fast clustering algorithm for large whole-
brain tractography datasets of the brain’s white matter. We compare our
clustering results with the state-of-the-art clustering using the Quick-
BundlesX (QBX) (Garyfallidis et al., 2016), QuickBundles (QB) (Gar-
yfallidis et al., 2012) and Guevara (Guevara et al., 2011b) methods.

After tuning the parameters of all methods, our experimental evalu-
ation shows that FFClust identifies homogeneous clusters with a mod-
erate maximum intra-cluster Euclidean distance and still it is able to find
large clusters. Using the DB index as a metric of clustering quality, we
found that QB, using MDF of 6 mm, is the best and FFClust is the second
best, whereas using QB with the default distance MDF of 10 mm its DB
index is less competitive. Based on the DB index, QBX does not improve
the quality of QB.

We also compare the resulting clusters using as reference bundles
connecting the postcentral (PoC) and precentral (PrC) gyri of a superficial
WM bundle atlas. The results show that only the Guevara method and
FFClust are able to find all bundles with a small error, i. e. with fewer
fibers connecting surrounding regions. On the other hand, QB and QBX
are able to identify the bundles, but with higher error. This analysis was
performed to evaluate the potential applications of FFClust. It was
designed to create compact clusters, with the purpose to be used in ap-
plications like bundle segmentation (Guevara et al., 2012; Labra et al.,
2017; Vazquez et al., 2019) and inter-subject analyses for the creation of
WM bundle atlases (Guevara et al., 2012, 2017; Roman et al., 2017;
Zhang et al, 2018a) and connectivity-based parcellations (Mor-
eno-Dominguez et al., 2014; Lopez-Lopez et al., 2019). However, for
some applications, bigger clusters would be more suitable. For example,
if the main goal is the segmentation of large anatomical bundles, large
clusters would be more useful, or easier to handle. On the other hand, if
the clusters will be used for the study of short association bundles, small
clusters are more suitable, since large clusters could connect neighboring
anatomical regions. Another application is the diffusion-based parcella-
tion, where, the size of the clusters depends on the size desired for the
final parcels (or the number of parcels). Hence, the utility of each method
must be evaluated by the user, in function of the particular requirements
of the analysis to be performed.

Another advantage of FFClust, in comparison with the state-of-the-art
methods, is the improvement in execution time. FFClust is at least an
order of magnitude faster than QB. For instance, with a subject of 1
million of fibers, the sequential version of FFClust takes 1.99 min and its
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parallel implementation takes 45 s. QB, on the other hand, takes 2.2 h
using its best quality configuration (MDF of 6 mm). Also, at the expense
of decreasing quality for some applications, using QB with its default
value for MDF of 10 mm still takes 38 min, and its optimized version,
QBX takes 6.6 min, which makes FFClust parallel implementation at least
50.4 times faster than QB and 8.6 times faster than QBX.

In summary, in addition to its reduced computation time, FFClust
presents the advantage of producing good quality clusters, with a
compact shape and without frizzy ending points. This feature will enable
a more detailed study of brain connectivity, in particular, short associa-
tion fibers, and could enable the development of diffusion-weighted
parcellations. We notice that FFClust provides similar results to the
Guevara method. In particular, they achieve a similar DB index score, and
both are able to identify all bundles in the segmentation application.
Moreover, both provide the lowest error percentages in the quality of
such identified bundles. However, FFClust is more simple than the
Guevara method, requires fewer parameters and it is faster. Then, we
suggest that FFClust can be used in similar applications where the Gue-
vara has been successfully used (Guevara et al., 2012, 2017).

Finally, it is important to note that since FFClust has four steps, as
future work we plan to improve the execution times for the slower stages.
This could be useful for integrating the clustering algorithm with visu-
alization applications to enable the quick exploration and other post-
processing analyses of the structure of the white matter for one or mul-
tiple subjects.
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