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Abstract

Multivariate processes with long-range memory properties can be encountered in many
applications fields. Two fundamentals characteristics in such frameworks are the long-memory
parameters and the correlation between time series. We consider multivariate linear processes,
not necessarily Gaussian, presenting long-memory dependence. We show that the covariances
between the wavelet coefficients in this setting are asymptotically Gaussian. We also study the
asymptotic distributions of the estimators of the long-memory parameter and of the long-run
covariance by a wavelet-based Whittle procedure. We prove the asymptotic normality of the
estimators and we give an explicit expression for the asymptotic covariances. An empirical
illustration of this result is proposed on a real dataset of a rat brain connectivity.

Keywords. Multivariate processes, long-range memory, covariance, wavelets, asymptotic
normality, cerebral connectivity

Multivariate processes with long-range dependence (LRD) properties can be found in a large
scope of applications, such as geoscience (Whitcher and Jensen, 2000), finance (Gençay et al, 2001)
or neuroscience (Achard and Gannaz, 2016a). Extensions to multivariate settings was intiated
by Robinson (1995) and this topic has encountered much interest over the last several decades.
Several models have been proposed, like multivariate ARFIMA models (Lobato, 1997; Sela and
Hurvich, 2008). Kechagias and Pipiras (2014) give properties in time and spectral domains of linear
representations of multivariate LRD processes. A nonlinear example of multivariate long-range
memory processes is also proposed by Didier et al (2011), where a multivariate Brownian motion
is defined.

We focus on semi-parametric estimators, which are more robust to model misspecification
(Robinson, 1995). A common estimation procedure in this framework is Whittle estimation, which
is based on a Fourier representation of the processes (Lobato, 1999; Nielsen, 2011; Shimotsu, 2007).
The authors establish the consistence and the asymptotic distribution of their estimators. More
recently, asymptotic normality of estimators was provided by Baek et al (2020), in prolongation
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of Robinson (2008), in a multivariate framework where components can be co-integrated. An
estimation with a Lasso penalty was also proposed in this setting by Pipiras et al (2017) and Düker
and Pipiras (2019) established the asymptotic normality of this procedure.

As an alternative to Fourier, wavelet-based estimators can be used. Wavelet transforms are
interesting especially because the wavelet analysis performs an implicit differentiation, which
offers the possibility to consider non stationary processes. Wavelet-based Whittle estimation
was introduced in Moulines et al (2008) for univariate LRD time series. It was generalized to
multivariate setting by Achard and Gannaz (2016a). Estimators are consistent and they have
theoretical rates comparable to Fourier-based estimators. The numerical performances of wavelet-
based and Fourier-based estimators are also similar, as illustrated in Achard and Gannaz (2019).

This paper considers linear processes, not necessarly Gaussian, with long-memory properties. The
two main characteristics we are interested in are the long-memory parameters, which measure
the LRD behavior of the processes, and the long-run covariance, which captures the dependence
structure between the components. Long-memory parameters and long-run covariance are
estimated jointly with the procedure described in Achard and Gannaz (2016a). Our goal is to
establish the asymptotic normality of these estimators. Roueff and Taqqu (2009a) prove that this
asymptotic normality is acquired in univariate setting, but no result was provided for wavelet-
based estimation in multivariate setting. We first state that the covariances between the wavelet
coefficients at a given scale are asymptotically Gaussian. Asymptotic distributions of the estimators
of long-memory parameters and long-run covariance are then obtained.

The paper is organized as follows. Section 1 introduces the specific framework of our study. The
long-memory properties of the processes are described and assumptions on a linear representation
of the time series are given. The wavelet representation of the processes is also synthesized. The
asymptotic behavior of the covariance between wavelet coefficients is given in Section 2. Wavelet-
based Whittle estimation is considered in Section 3. Asymptotic normality of the estimators is
established. Section 4 illustrates the asymptotic normality of the estimators on a real data example,
with the study of functional Magnetic Resonance images (fMRI) on a dead rat.

1 The semiparametric multivariate long-memory framework

Let X = {X`(k), k ∈ Z, ` = 1, . . . , p} be a multivariate stochastic process. We consider a long
memory process X with memory parameters d = (d1, d2, . . . , dp). Let ∆ denote the difference
operator, (∆X)t = Xt+1 − Xt. The k-th difference operator, ∆k, k ∈ N, is defined by k recursive
applications of ∆. For any D > d − 1/2, we suppose that the multivariate process Z =
diag(∆D` , ` = 1, . . . , p)X is covariance stationary with a spectral density matrix given by:

for all (`, m) , f (D`,Dm)
`,m (λ) =

1
2π

Ω`,m(1− e−iλ)−ds
`(1− eiλ)−ds

m f S
`,m(λ), λ ∈ [−π, π],

where the long memory parameters are given by dS
m = dm − Dm for all m. The functions f S

`,m(·)
correspond to the short memory behavior of the process. The generalized cross-spectral density of
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processes X` and Xm can be written:

f`,m(λ) =
1

2π
Ω`,m(1− e−iλ)−d`(1− eiλ)−dm f S

`,m(λ), λ ∈ [−π, π].

The spectral density of the multivariate process X is thus,

f (λ) = Ω ◦ (Λ0(d) f S(λ)Λ0(d)), λ ∈ [−π, π], with Λ0(d) = diag((1− e−iλ)−d)

where d = D + ds. The overline is the conjugate operator and ◦ denotes the Hadamard product.

The spectral density f S(·) corresponds to the short-memory behaviour. The matrix Ω is called
fractal connectivity by Achard et al (2008) or long-run covariance matrix by Robinson (2005). Similarly
to Achard and Gannaz (2016a); Moulines et al (2007) we assume that f S(·) ∈ H(β, L) with
0 < β 6 2 and 0 < L. The spaceH(β, L) is defined as the class of non-negative symmetric functions
g(·) on [π, π] such that for all λ ∈ (−π, π), ‖g(λ)− g(0)‖∞ 6 L‖g(0)‖∞|λ|β.

When λ tends to 0, the spectral density matrix can be approximated at the first order by:

f (λ) ∼ Λ̃(d)ΩΛ̃(d), λ ∈ (0, π], with Λ̃(d) = diag(|λ|−de−iπd/2). (1)

Lobato (1999) used Λ̃(d) = diag(λ−d) as an approximation of f (·). Whereas Shimotsu (2007)
chose to approximate f (·) using Λ̃(d) = diag(λ−de−i(π−λ)d/2), which corresponds to a second
order approximation due to the remaining term λ in the exponential.

We refer to Section 2.1 of Achard and Gannaz (2016a) and references therein for examples of
processes which satisfy approximation (1).

1.1 Linear decomposition

We suppose hereafter that the multivariate process admits a linear representation.

Suppose that there exists a sequence {A(u)}u∈Z in Rp×p such that ∑u ‖A(u)‖2
∞ < ∞ and

∀t, ∆DX(t) = µ + ∑
u∈Z

A(t + u)ε(u)

with ε(t) weak white noise process, in Rp. Let Ft−1 denote the σ-field of events generated by
{ε(s), s 6 t − 1}. Assume that ε satisfies E[ε(t)|Ft−1] = 0, E[εa(t)εb(t)|Ft−1] = 11a=b and
E[εa(t)εb(t)εc(t)εd(t)|Ft−1] = µa,b,c,d with |µa,b,c,d| 6 µ∞ < ∞, for all a, b, c, d = 1, . . . , p.

Define for all λ ∈ R, A∗(λ) = ∑t∈Z A(t)eiλ t the Fourier series associated to {A(u)}u∈Z. We add an
additional assumption:

(A) For all (a, b) ∈ {1, . . . , p}2, for all λ ∈ R the sequence (2−j da |A∗a,b(2
−jλ)|)j>0 is convergent as j

goes to infinity.
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This assumption is necessary for technical reasons. It does not seems restrictive. Indeed remark
that for all (a, b) ∈ {1, . . . , p}2, for all λ ∈ R, the sequence(

∑
p
a′=1

(
2−2 j da A∗a,a′(2

−jλ)
)(

2−2 j db A∗b,a′(2
−jλ)

))
j>0

converges (see (12)).

An example of process which satisfies these assumptions is the causal multivariate linear
representations with trigonometric power law coefficients proposed in Kechagias and Pipiras
(2014).

1.2 Wavelet representation

We introduce a pair of wavelet filters (φ, ψ) satisfying:

(W1) The functions φ(·) and ψ(·) are integrable, have compact supports,
∫
R φ(t)dt = 1 and∫

ψ2(t)dt = 1;

(W2) There exists α > 1 such that supλ∈R |ψ̂(λ)|(1 + |λ|)α < ∞, i.e. the wavelet is α-regular;

(W3) The mother wavelet ψ(·) has M > 1 vanishing moments.

(W4) The function ∑k∈Z k`φ(· − k) is polynomial with degree ` for all ` = 1, . . . , M− 1.

(W5) For all i = 1, . . . , p, (1 + β)/2− α < di 6 M.

At a given resolution j > 0, for k ∈ Z, we define the dilated and translated functions φj,k(·) =

2−j/2φ(2−j · −k) and ψj,k(·) = 2−j/2ψ(2−j · −k). The wavelet coefficients of the process X are defined
by

Wj,k =
∫
R

X̃(t)ψj,k(t)dt j > 0, k ∈ Z,

where X̃(t) = ∑k∈Z X(k)φ(t − k). For given j > 0 and k ∈ Z, Wj,k is a p-dimensional vector
Wjk =

(
Wj,k(1) Wj,k(2) . . . Wj,k(p)

)
where Wj,k(`) =

∫
R X̃`(t)ψj,k(t)dt.

As the wavelets have a compact support, only a finite number nj of coefficients are non null at each
scale j. Suppose without loss of generality that the support of ψ(·) is included in [0, Tψ] with Tψ > 1.
For every j > 0, define

nj := max (0, 2−j(NX − Tψ + 1)− Tψ + 1).

At each scale j, the non-zero coefficients belong to {Wj,k, k = 0, . . . , nj}.

Let j0 be the minimal scale and j1 = j0 +∆ the maximal scale which are considered in the estimation
procedure. In the following, n will denote the number of wavelet coefficients used for estimation
and < J > the mean of scales, that is,

n =
j1

∑
j=j0

nj and < J >=
1
n

j1

∑
j=j0

nj j .

Define also

η∆ :=
∆

∑
u=0

u
2−u

2− 2−∆ and κ∆ :=
∆

∑
u=0

(u− η∆)
2 2−u

2− 2−∆ .
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These sequences converge respectively to 1 and to 2 when ∆ goes to infinity.

Let

Du,τ(λ; δ) = ∑
t∈Z
|λ + 2tπ|−δψ̂(λ + 2tπ) 2u/2ψ̂(2u(λ + 2tπ)) e−i2uτ(λ+2tπ) ,

D̃u,∞(λ; δ) =
2−u−1

∑
τ=0

D̃u,τ(λ; δ) . (2)

Moulines et al (2007) establish that under assumptions (W1)-(W5) Du,τ(λ; δ) is an approximation
of the cross spectral density between {Wj,k, k ∈ Z} and {Wj+u, 2u + τ, τ = 0, . . . , 2u − 1, k ∈
Z}. Function D̃u,∞(λ; δ) will appear naturally when taking into account the between-scales
dependence.

2 Asymptotic normality of wavelet covariances and correlations

Define σ̂a,b(j) the empirical covariance of the wavelet coefficients at a given scale j, between
components a and b, and let σa,b(j) denote the theoretical covariance,

σ̂a,b(j) =
1
nj

nj−1

∑
k=0

Wj,k(a)Wj,k(b),

σa,b(j) = E[Wj,k(a)Wj,k(b)].

Proposition 2 of Achard and Gannaz (2016a) proposes an approximation of the wavelet covariance
at a given scale. It states that for all j > 0, for all λ ∈ (−π, π),

|σa,b(j)− 2−j(da+db)Ga,b| 6 CL2(da+db−β)j. (3)

with constant C depending on β, d, max`,m |Ω`,m|, φ and ψ and

Ga,b = Ωa,b cos(π(da − db)/2)K(da + db)

K(δ) =
∫ ∞

−∞
|λ|−δ|ψ̂(λ)|2dλ,

K(δ) being defined for all δ ∈ (−α, M).

The asymptotic behavior of the covariance process is given in the following theorem.

Theorem 2.1. For all j0 > 0, u > 0, define

T̂(j0 + u) = vect
(

2−j0(da+db)σ̂a,b(j0 + u), a, b = 1, . . . , p
)

T(j0 + u) = vect
(

2−j0(da+db)σa,b(j0 + u), a, b = 1, . . . , p
)
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where vect (M) denotes the operation which transforms a matrix M ∈ Rp1×p2 in a vector of Rp1 p2 . Suppose
assumptions (A), (W1) to (W5) hold. Let 2−j0β → 0 and N−1

X 2j0 → 0. Then{√
nj0+u

(
T̂(j0 + u)− T(j0 + u)

)
, u = 0, . . . , ∆

}
L−→

j0→∞
{Q(d)

u , u = 0, . . . , ∆}

where Q(d)
· is a centered Gaussian process with covariance function V(d)

u,u′((a, b), (a′, b′)) =

Cov(Q(d)
u (a, b), Qu′(d)(a′, b′)) equal to

V(d)
u,u′((a, b), (a′, b′)) = 2π 2(da+db+da′+db′ )u∨u′−|u−u′|/2(

Ga,a′Gb,b′
I|u−u′|(da + da′ , db + db′)

K(da + da′)K(db + db′)
+ Ga,b′Gb,a′

I|u−u′|(da + db′ , db + da′)

K(da + db′)K(db + da′)

)

with
Iu(δ1, δ2) =

∫ π

−π
D̃u,∞(λ; δ1)D̃u,∞(λ; δ2) dλ ,

and D̃u,∞(λ; δ2) defined in (2).

The proof is given in Section A. It is very similar to the one of the univariate setting given in
Theorem 5 of Roueff and Taqqu (2009a). It relies on decimated processes and limit theorems
developped in Roueff and Taqqu (2009b).

To simplify the expression of the variance, let define Ĩu(δ1, δ2) as

Ĩu(δ1, δ2) =
Iu(δ1, δ2)

K(δ1)K(δ2)
.

Then the variance can be written as

V(d)
u,u′((a, b), (a′, b′)) = 2π 2(da+db+da′+db′ )u∨u′−|u−u′|/2(

Ga,a′Gb,b′ Ĩ|u−u′|(da + da′ , db + db′) + Ga,b′Gb,a′ Ĩ|u−u′|(da + db′ , db + da′)
)

. (4)

Remark that

Ĩ0(δ1, δ2) =

∫ π
−π gψ(λ; δ1)gψ(λ; δ2)dλ(∫ π

−π gψ(λ; δ1)dλ
) (∫ π

−π gψ(λ; δ2)dλ
)

where gψ(λ; δ) = ∑t∈Z|λ + 2tπ|−δ|ψ̂(λ + 2tπ)|2. It is straightforward that Ĩ0(δ1, δ2) 6 1.

In the univariate setting, we obtain the same result as Roueff and Taqqu (2009a). Remark that they
use a different normalization, by

√
NX2−j0 rather than by √nj0+u, and that √nj0+u ∼

√
NX2−j0−u.

Whitcher et al (2000) give asymptotic normality for wavelet correlations of bivariate multivariate
time series with long-range dependence. They prove their result under the assumption that the
wavelet coefficients are a stationary bivariate gaussian process. As stated by Moulines et al (2007),
wavelet coefficients are not Gaussian in the general case and the assumption of Whitcher et al (2000)
seems restrictive. Consequently, our result is more reliable.
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As already pointed out by Roueff and Taqqu (2009a), the covariance of the wavelet coefficients
involves between scales correlations which do not vanish when the sample size goes to infinity.
This fact contrasts with the behavior of Fourier periodogram. In the variance formulation (4), these
correlations appear through quantities { Ĩu(δ1, δ2), u > 0, (a, b) ∈ {1, . . . , p}2}.

Using approximation of {σa,b(j), j0 6 j 6 j1} given in (3), we obtain the following corollary.

Corollary 2.2. Under conditions of Theorem 2.1,{√
nj0+u

(
T̂(j0 + u)− vect

(
Ωa,b cos

(π

2
(da − db)

)
K(da + db), a, b = 1 . . . , p

))
, u = 0, . . . , ∆

}
L−→

j0→∞
{Q(d)

u , u = 0, . . . , ∆}.

We can deduce asymptotic normality for wavelet correlations by Delta method. We do not present
here the multivariate result for the sake of concision. We only give the pointwise result to highlight
the specificity of our setting.

Corollary 2.3. Let (a, b) ∈ {1, . . . , p}2, a 6= b, and j > j0 > 0. Define

ρ̂a,b(j) =
σ̂a,b(j)√

σ̂a,b(j)σ̂b,b(j)
and ρa,b(j) =

σa,b(j)√
σa,b(j)σb,b(j)

.

Then, under conditions of Theorem 2.1,√
nj (ρ̂a,b(j)− ρa,b(j)) L−→

j→∞
N
(

0, Ṽa,b(j)
)

with

Ṽa,b(j) = 2π
(

Ĩ0(2da, 2db) + Ĩ0(da + db, da + db)(ρa,b(j)2 + ρa,b(j)4)

−( Ĩ0(2da, 2db) + Ĩ0(2db, da + db)) 2 ρa,b(j)2 − ( Ĩ0(2da, 2da) + Ĩ0(2db, 2db)) ρa,b(j)2/2
)

.

In particular, when da = db,√
nj 2−j da(ρ̂a,b(j)− ρa,b(j)) L−→

j→∞
N
(

0, 2π Ĩ0(2da, 2da)(1− ρ2
a,b)

2
)

.

The proof does not present major difficulty and it is thus omitted. Approximation (3) has been used
to simplify expressions. Remark that when parameter da and db are equal, we recover a traditional
form of the variance for a correlation.

Whitcher et al (2000) used the assumption of the convergence of the Fisher transform of ρ̂a,b(j) to
a standard Gaussian distribution at a rate √nj, when the correlation ρa,b(j) is equal to zero. The
authors suppose that wavelet coefficients are independent, which is asymptotically satisfied when
the regularity of the wavelet goes to infinity (McCoy and Walden, 1996). Corollary 2.3 illustrates

that an additional normalization by
(

2π Ĩ0(2da, 2db)
)−1/2

of ρ̂a,b(j) is necessary.
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Wavelet correlation at a given scale is also known at wavelet coherence. It is used in some
application, as in environnemental studies by Whitcher et al (2000), or in neurosciences in Achard
et al (2019). In such real data applications, the crucial point is the access to test procedures. In
particular, the test of the nullity of the correlations at a given scale is essential. Yet Corollary 2.3
shows that the asymptotic distribution depends of the long-memory parameters d. An additional
step is thus necessary to provide test statistics, e.g. by plugging estimations of parameters d.

3 Asymptotic normality of the parameters estimates

For a better understanding, the true parameters are denoted with an exponent 0 in this part.

Let d̂ and Ω̂ be the Wavelet Whittle estimators as defined by Achard and Gannaz (2016a). They
maximize the criterion

L(G(d), d) =
1
n

j1

∑
j=j0

[
nj log det

(
Λj(d)G(d)Λj(d)

)
+ ∑

k
WT

j,k
(
Λj(d)G(d)Λj(d)

)−1 Wj,k

]
,

where the superscript T denotes the transpose operator and Λj(d) and the matrix G(d) are given
by:

Λj(d) = diag
(

2jd
)

G`,m(d) = Ω`,mK(d` + dm) cos(π(d` − dm)/2) . (5)

The estimation of the vector of long-memory parameters d satisfies d̂ = argmin
d

R(d), with

R(d) = log det(Ĝ(d)) + 2 log(2)

(
1
n

j1

∑
j=j0

jnj

)(
p

∑
`=1

d`

)
.

The covariance matrix Ω is estimated by

Ω̂`,m = Ĝ`,m(d̂)/(cos(π(d̂` − d̂m)/2)K(d̂` + d̂m)),

where Ĝ(d) =
1
n

j1

∑
j=j0

njΛj(d)−1Σ̂(j)Λj(d)−1, (6)

with Σ̂(j) = (σ̂a,b(j))a,b=1,...,p.

The following theorem gives the asymptotic normality of the estimation of the long-memory
parameters.

Theorem 3.1. Suppose assumptions (A), (W1) to (W5) hold. Let

j1 − j0 → ∆ ∈ {1, . . . , ∞}, j0(NX2−j0)−1/8 → 0 and NX2−j0(1+2β) → 0.
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Then
√

n(d̂− d0) converges in distribution to a centered Gaussian distribution with a variance equal to

π

log(2)2 (G
0−1 ◦G0 + Ip)

−1 W(∆) (G0−1 ◦G0 + Ip)
−1,

with component (a, a′) of W(∆), for (a, a′) ∈ {1, . . . , p}, given by

W(∆)
a,a′ = ∑

b,b′
G0(−1)

a,b G0(−1)
a′,b′

(
G0

a,a′G
0
b,b′I∆(d0

a + d0
a′ , d0

b + d0
b′) + G0

a,b′G
0
a′,bI∆(d0

a + d0
b′ , d0

a′ + d0
b)
)

(7)

where quantities I∆(δ1, δ2) are defined by

I∆(δ1, δ2) =
2

κ∆
Ĩ0(δ1, δ2) (8)

+
2

κ2
∆

∆

∑
u=1

(2uδ1 + 2uδ2) 2−u 2− 2−∆+u

2− 2−∆ (u− η∆)(u− η∆ − η∆−u) Ĩu(δ1, δ2) if ∆ < ∞,

I∞(δ1, δ2) = Ĩ0(δ1, δ2) +
∞

∑
u=1

(2uδ1 + 2uδ2) 2−u Ĩu(δ1, δ2) , if ∆ = ∞.

(9)

Quantities (G0(−1)
a,b ) denote the (a, b)-th elements of G0−1.

The proof is given in Section B.

In univariate setting, we recover Theorem 5 of Roueff and Taqqu (2009a), using the equality

∆−u

∑
v=0

2−v

2− 2−∆ (u− η∆)(u− v− η∆) =
2− 2−∆+u

2− 2−∆ (u− η∆)(u− η∆ − η∆−u),

in (8). Remark that we also normalized by
√

n rather than
√

NX2−j0 .

If the vector d is constant equal to d, the resulting covariance is

π

2 log(2)2I∆(d, d, d, d)(G0−1 ◦G0 + Ip)
−1 .

We recognize a usual form of the variance, similar for example to the ones given by Lobato (1999),
Shimotsu (2007) and Düker and Pipiras (2019) with Fourier-based Whittle estimators. Remark that
they used a different approximation of the spectral density at the zero frequency. Lobato (1999) and
Shimotsu (2007) considered respectively G0

a,b = Ωa,beiπ(da−db)/2 and G0 = Ω. Düker and Pipiras
(2019)’s model is more general and does not suppose a linear representation of the time series.
Their result is valid for a general form of matrix Ω. Remark also that Baek et al (2020) establish
asymptotic normality of estimators in a bivariate model with possible co-integration.

Consider the bivariate setting with Ω =

(
1 ρ
ρ 1

)
and d1 = d2 = d. The variance matrix is equal to

(G−1 ◦G + Ip)
−1 2 σ2(d, j1 − j0) =

(
1− ρ2/2 ρ2/2

ρ2/2 1− ρ2/2

)
σ2(d, j1 − j0),
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where σ2(d, j1 − j0) denotes the variance of univariate components. This result proves that we
reduce the variance when we do multivariate estimation rather than univariate estimation. A
similar conclusion was provided for Fourier-based estimation by Lobato (1999) and Nielsen (2011).
Achard and Gannaz (2019) support this assertion on simulated data. In real data application,
Achard and Gannaz (2016b) also establish that the multivariate approach performs better than the
univariate one, comparing their application on fMRI data where subjects were scanned twice.

Even if the form of the variance in Theorem 3.1 seems complicated, it would be easily computable
once the quantities Ω is given. Yet it prevents from building directly a test procedure on parameters
d.

We now study the asymptotic behavior of the estimation of the long-run covariance. We give a
result on the estimation of G0 = G(d0) by Ĝ(d̂), defined respectively in (5) and in (6).

Theorem 3.2. Suppose assumptions (A), (W1) to (W5) hold. Let

j1 − j0 → ∆ ∈ {1, . . . , ∞}, j0(NX2−j0)−1/8 → 0 and NX2−j0(1+2β) → 0.

Then vect
(√

n
(

Ĝa,b(d̂)− G0
a,b

)
, a, b = 1, . . . , n

)
converges in distribution to a centered Gaussian

distribution with a variance equal to WG(∆), with

WG(∆)
(a,b),(a′,b′) = 2π

(
G0

a,a′G
0
b,b′IG

∆ (da + da′ , db + db′) + G0
a,b′G

0
b,a′ IG

∆ (da + db′ , db + da′)
)

where

IG
∆ (δ1, δ2) = Ĩ0(δ1, δ2) +

∆

∑
u=1

(2uδ1 + 2uδ2)2−u 2− 2−∆−u

2− 2−∆ Ĩu(δ1, δ2) if ∆ < ∞,

IG
∞(δ1, δ2) = Ĩ0(δ1, δ2) +

∞

∑
u=1

(2uδ1 + 2uδ2)2−u Ĩu(δ1, δ2) if ∆ = ∞.

The proof is given in Section C.

As previously, we can state a similar result for correlations.

Corollary 3.3. Let (a, b) ∈ {1, . . . , p}2, a 6= b. Define

r̂a,b =
Ĝa,b(d̂)√

Ĝa,b(d̂)Ĝb,b(d̂)
and ra,b =

G0
a,b√

G0
a,bG0

b,b

.

Then, under conditions of Theorem 3.2,
√

n (r̂a,b − ra,b)
L−→

j→∞
N
(

0, W̃G(∆)
a,b (j)

)
with

W̃G(∆)
a,b = 2π

(
I∆(2da, 2db) + I∆(da + db, da + db)(r2

a,b + r4
a,b)

−(I∆(2da, 2db) + I∆(2db, da + db)) 2 r2
a,b − (I∆(2da, 2da) + I∆(2db, 2db)) r2

a,b/2
)

.
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In particular, when da = db,

√
n(r̂a,b − ra,b)

L−→
j→∞

N
(
0, 2π I∆(2da, 2da)(1− r2

a,b)
2) .

The proof does not present difficulties and it is omitted. The covariance structure of
vect (r̂a,b, a, b = 1, . . . , p) can also be deduced from Theorem 3.2 but it is not displayed here.

The result is very similar than the one presented in Corollary 2.3. Remark that, for all (a, b) ∈
{1, . . . , p}2, the sequence (ρa,b(j))j>0 converges to ra,b as j goes to infinity. The strength of
Corollary 3.3 is that all the scales are used to estimate ra,b, which reduces the variance.

Similarly to Corollary 2.3, the variance depends on parameters d. Hence a test procedure cannot be
directly derived. Düker and Pipiras (2019) propose a global test for non-connectivity. A similar test
would consider (H0) ∀a 6= b, ra,b = 0 against (H1) ∃a 6= b, ra,b = 0. In our setting, the variance of
ra,b under the null hypothesis is equal to 2πI∆(2da, 2db), which still depends of parameters da and
db.

We can go further than Theorem 3.1 and Theorem 3.2 by giving the joint distribution of estimates d̂
and Ĝ.

Proposition 3.4. Suppose assumptions of Theorem 3.2 hold.
Let T =

(
d̂− d0, vect

((
Ĝa,b(d

0)− G0
a,b

)
, a, b = 1, . . . , n

))
.

Then
√

n T converges in distribution to a centered Gaussian distribution.

A proof is given in Section D. An explicit form of the covariance term is given in (36)-(37). It is not
displayed here to gain in clarity.

Baek et al (2020) and Düker and Pipiras (2019) also obtained that the estimates of long-memory
and of long-run covariance converges jointly to a Gaussian distribution in a Fourier-based Whittle
estimation framework. As stated before, they consider a more general model, allowing for a general
form of the matrix Ω.

4 Illustration on real data

We choose here to illustrate the asymptotic Gaussian behavior on real data either than on
simulations. We consider fMRI recordings on a dead rat. The dataset is freely available at
10.5281/zenodo.2452871 (Becq et al, 2020a,b). The duration of the scanning is 30 minutes with a
time repetition of 0.5 second so that 3, 600 time points are available at the end of experience. After
preprocessing as described in Pawela et al (2008), we extracted 51 time series, each time series
being associated with a brain region of the rat. We expect that the long-memory dependence and
the long-run covariance are closely linked to the brain activity and not to recording artifacts. We
would like to check this assertion on the dataset. This means that we expect d0 = 0 and a diagonal
matrix G0.

11
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Suppose d0 = 0 and G0 is diagonal. Theorem 3.1 and Corollary 3.3, with ∆ = ∞, give
√

n d̂ L−→ N
(

0,
π

2 log(2)2I∆(0, 0) Ip

)
,

∀a, b = 1, . . . , p, a 6= b,
√

n r̂a,b
L−→ N

(
0, 2π IG

∆ (0, 0)
)

.

Figure 1 shows that the estimations of d̂ and the estimated correlations (r̂a,b) are closed from
Gaussian distributions. Observed and theoretical standard deviations are given in Table 1.
Theoretical standard deviations have the same order of magnitude than empirical observations.
Theory slightly overestimates the empirical standard deviations of the estimations of long-run
correlation. These observations tend to confirm that long-memory and long-run covariance result
from brain activity.

d̂

D
en

si
ty

−0.3 −0.2 −0.1 0.0 0.1 0.2 0.3

0
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4
6

8

r̂
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Figure 1: Histograms of long-memory estimators d̂ (left) and of long-run correlation estimation
{r̂a,b, a, b = 1, . . . , p, a 6= b} (right).

Parameter Observed standard Theoretical Theoretical
deviation with finite ∆ with ∆ = ∞

Long-memory d̂ 0.061 0.054 0.061
Correlation (r̂a,b)a,b 0.057 0.083 0.084

Table 1: Standard deviations of the estimators of the parameters on the rat dataset. Estimation was
conducted with j0 = 4, ∆ = 4 and n = 405 wavelet coefficients.

Conclusion

In this paper, we consider a multivariate process with long-memory properties, with a linear
representation. We first establish that the covariance between wavelet coefficients is asymptotically

12



Gaussian. The variance is explicitely given, and the convergence is established under mild
assumptions on the wavelet transform and on the process. Asymptotic normality for the wavelet-
based Whittle estimators defined in Achard and Gannaz (2016a) is also provided.

An essential point for real data application is the development of statistical tests, on the long-
memory parameters and on the long-run covariance. For example, as illustrated here on a real
data example, these characteristics are intrinsically related to the brain activity recordings in
neuroscience. Some works highlighted that their distributions can be modified by pathologies (see
e.g. Maxim et al (2005) and Achard et al (2012)). Statistical tests may be useful to assess rigorously
such observations. The variances obtained in the present work show that the estimations are highly
correlated. Additional work is necessary to propose test procedures.

A Proof of Theorem 2.1

As the wavelet ψ admits M vanishing moments, at each scale j > 0, the associated filter Hj is
factorized as Hj(λ) = (1− eiλ)MH̃j(λ), with H̃j trigonometric polynomial, H̃j(λ) = ∑t∈Z h̃j,teitλ.

Since M > D, the wavelet coefficients can be written as

Wj,k(a) = ∑
t∈Z

h̃j,2jk−t(∆
DXa)(t) = ∑

t∈Z
Ba(j, 2jk− t)︸ ︷︷ ︸

1×p

ε(t)︸︷︷︸
p×1

,

where B`(j, 2jk− t) = h̃j,2jk−t(∆
M−DAa)(t). For all a = 1, . . . , p, the sequence {Ba(j, u)}u∈Z belongs

to `2(Z). Define
A∗a,m(λ) = (2π)−1/2 ∑

t∈Z
Aa,m(t)e−iλt , λ ∈ R .

Let j > 0 and k ∈ {0, . . . , nj − 1}. Following Roueff and Taqqu (2009a), we introduce a new
indexing. This indexing is motivated by the study of the asymptotic normality for the vector
(γ̂j0(a, b), . . . , γ̂j1(a, b)) and it would not be necessary if we were interested only in γ̂j(a, b). Let u =

j− j0, u ∈ {0, . . . , ∆}, and define (i, s) such that k = 2∆−u(s− 1)+ i, with i ∈ {2∆−u, . . . , 2∆−u+1− 1}
and s ∈ Z. We have 2jk = 2j1(s− 1+ 2u−∆i). Index i varies from 1 to N = 2∆+1− 1 and each couple
(j, k) corresponds to a unique couple (i, s). We can express wavelet coefficients in an uniform way:

2−j0 daWj,k(a) = ∑
t∈Z

p

∑
a′=1

v(a,a′)
i,j0

(2j1 s− t)εa′(t)

with
v(a,a′)

i,j0
(t) = 2−j0 da Ba,a′(j, 2j(i− 2j1−j) + t), j = j1 − blog2(i)c,

where blog2(i)c = ∆− u denotes the integer part of log2(i). Denote

Zi,s,j0(a) = ∑
t∈Z

p

∑
a′=1

v(a,a′)
i,j0

(2j1 s− t)εa′(t) = 2−j0 daWj,2−[log2(i)](s−1)+i(a) .
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For all u = 0, . . . , ∆, denoting j = j0 + u, the empirical variance satisfies

2−j0 (da+db)σ̂a,b(j) =
1
nj

nj−1

∑
k=0

2−j0 daWj,k(a) 2−j0 dbWj,k(b)

=

√nj1

nj

2∆−u+1−1

∑
i=2∆−u

n−1/2
j1

nj1−1

∑
s=0

Yi,s,j0(a, b)︸ ︷︷ ︸
Si,j0 (a,b)

+ n−1
j

Tψ (2∆−u−1)

∑
i=2∆−u

Yi,nj1 ,j0(a, b)︸ ︷︷ ︸
Rj(a,b)

,

with
Yi,s,j0(a, b) = Zi,s,j0(a)Zi,s,j0(b) .

Indeed, when s ∈ {0, . . . , nj1 − 1} and i ∈ {2∆−u, . . . 2∆−u+1 − 1}, then k = 2∆−u(s− 1) + i varies in
{0, . . . , 2∆−unj1 − 1}, and when s = nj1 and i ∈ {2∆−u, . . . Tψ (2∆−u − 1)}, then k varies from 2∆−unj1
to 2∆−u(nj1 − 1) + Tψ (2∆−u − 1) = 2−j(NX − Tψ + 1)− Tψ = nj − 1.

The vector of empirical correlations at different scales satisfies

2−j0 (da+db)

σ̂a,b(j0)
...

σ̂a,b(j1)

 =
√

nj1 An

S1,j0(a, b)
...

SN,j0(a, b)

+

Rj0(a, b)
...

Rj1(a, b)


with

An =



0 . . . . . . . . . 0

2∆ times︷ ︸︸ ︷
n−1

j0 . . . n−1
j0

0 . . . . . . 0

2∆−1 times︷ ︸︸ ︷
n−1

j0+1 . . . n−1
j0+1 0 . . . 0

...
...

...
n−1

j1
0 . . . . . . . . . . . . 0


Let {ua,b, a, b = 1, . . . , p} be a given real vector. We want to establish that ∑a,b=1,...,p ua,bσ̂a,b(j)
is asymptotically Gaussian. We will establish that the vector (∑a,b=1,...,p ua,bSi,j0(a, b))i=1,...,N is
asymptotically Gaussian when j0 goes to infinity, while the terms (∑a,b=1,...,p ua,bRj(a, b)) are
negligible.

A.1 Preliminary results on (v(a,a′)
i,s,j0

)

Introduce
v(a,a′)∗

i,j0
(λ) = (2π)−1/2 ∑

t∈Z
v(a,a′)

i,j0
(t)e−iλt , λ ∈ R .

We have [v(a,a′)
i,j0

(2j1 s − t)]∗(λ) = v(a,a′)∗
i,j0

(λ)e−i 2j1 s. We first give some results on the behavior of

(v(a,a′)∗
i,j0

).
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Lemma A.1. Define for all i, i′ = 1, . . . , N,

w(a,b)?
i,i′ (λ) = Ωa,be−i sign(λ)π(da−db)/2 2(u−∆)/2+(u′−∆)/2+∆ (da+db)

ψ̂(2u−∆λ) ψ̂(2u′−∆λ)|λ|−da−db ei( 2u−∆(i−1)− 2u′−∆(i′−1))λ,

with u = ∆− blog2(i)c, u′ = ∆− blog2(i
′)c.

For all i = 1, . . . , N, for all λ ∈ R,

∃δv > 1/2, ∀j0 > 0, ∀a, b = 1, . . . , p, sup
|λ|<π

2−j/2
∣∣∣v(a,b)∗

i,j0
(λ)
∣∣∣ (1 + 2j |λ|)δv < ∞ (10)

∃Φ(a,b)
i,j0

(λ), ∃v(a,b)∗
i,∞ (λ), 2−j1/2v(a,b)∗

i,j0
(λ)(2−j1 λ)e−iΦ(a,b)

i,j0
(2−j1 λ) −→

j0→0
v(a,b)∗

i,∞ (λ) (11)

2−j1
p

∑
a′=1

v(a,a′)∗
i,j0

(2−j1 λ)v(b,a′)
i′,j0

(2−j1 λ) −→
j0→∞

w(a,b)∗
i,i′ (λ) . (12)

Proof. Let us give some preliminary results. Remark first that

v(a,a′)∗
i,j0

(λ)v(b,a′)∗
i,j0

(λ) = 2−j0(da+db)(2π)−1 ∣∣Hj(λ)
∣∣2 A∗a,a′(λ)A∗b,a′(λ)

and ∣∣∣∣∣ p

∑
a′=1

A∗a,a′(λ)A∗b,a′(λ)

∣∣∣∣∣ = | fa,b(λ)| 6 C |λ|−da−db .

The last inequality results from the fact that | fa,b(λ)| 6 L(1 + πβ)max`,m |Ω`,m|
∣∣1− eiλ

∣∣−da−db and∣∣∣ f S
a,b(λ)

∣∣∣ 6 L(1 + πβ).

Moreover, Moulines et al (2007) established that

(2π)−1 ∣∣Hj(λ)
∣∣ 6 C2j/2

∣∣∣2jλ
∣∣∣M (1 + 2j |λ|)−α−M (13)

where α denotes the regularity of the wavelet function ψ. Thus, since da + db < 2 M,∣∣∣∣∣ p

∑
a′=1

v(a,a′)∗
i,j0

(λ)v(b,a′)∗
i,j0

(λ)

∣∣∣∣∣ 6 C 2(j−j0)(da+db) 2j(1 + 2j|λ|)−2α−da−db .

When j− j0 is bounded,∣∣∣∣∣ p

∑
a′=1

v(a,a′)∗
i,j0

(λ)v(b,a′)∗
i,j0

(λ)

∣∣∣∣∣ 6 C 2j(1 + 2j|λ|)−2α−da−db (14)

Now, consider the proof of Lemma A.1. For all a′ = 1, . . . , p,

v(a,a′)∗
i,j0

(λ) = 2−j0 daHj0+u(λ)A∗a,a′(λ)e
i (i−2∆−u) 2j0+u λ.
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Using equation (14),

sup
a′=1,...,p

2−j
∣∣∣v(a,a′)∗

i,j0
(λ)
∣∣∣2 6 p

∑
b=1

2−j
∣∣∣v(a,a′)∗

i,j0
(λ)
∣∣∣2 6 C(1 + 2j |λ|)−2 α−2 da .

Inequality (10) follows as we have α + da > 1/2.

Proposition 3 of Moulines et al (2007) states that that for all j > 0, for all λ,∣∣∣Hj(λ)− 2j/2φ̂(λ)ψ̂(2jλ)
∣∣∣ 6 C2j/2−jα |λ|M . (15)

Let Φi,j0(λ) be the argument of v(a,b)∗
i,j0

(λ). We have∣∣∣∣2−j1/2v(a,b)∗
i,j0

(2−j1 λ)e−iΦ(a,b)
i,j0

(2−j1 λ) − 2−∆/2+∆da
∣∣∣φ̂(2−j1 λ)ψ̂(2u−∆λ)2−j1da A∗a,b(2

−j1 λ)
∣∣∣∣∣∣∣

6 C2j(1/2−α−M)+(u−∆)M|λ|M2−∆/2+∆da
∣∣∣2−j1da A∗a,b(2

−j1 λ)
∣∣∣ . (16)

Using the inequality∣∣∣2−j1da A∗a,b(2
−j1 λ)

∣∣∣2 6 2−2 j1da

p

∑
a′=1

∣∣∣A∗a,a′(2
−j1 λ)

∣∣∣2 = 2−2 j1da | faa(2−j1 λ)| 6 C|λ|−2da ,

and the fact that 1/2 − α − M < 0, we obtain that the bound in (16) goes to 0 when j0 goes to
infinity. By continuity,

∣∣φ̂(2−j1 λ)
∣∣ tends to

∣∣φ̂(0)∣∣ = 1 when j0 goes to infinity. We conclude (11) by
Assumption (A).

Inequalities (15) and (13) lead to:∣∣∣Hj(λ)Hj′(λ)− 2j/2+j′/2|φ̂(λ)| ψ̂(2jλ)ψ̂(2j′λ)
∣∣∣

6
∣∣Hj(λ)

∣∣ ∣∣∣Hj′(λ)− 2j′/2φ̂(λ) ψ̂(2j′λ)
∣∣∣+ ∣∣Hj′(λ)

∣∣ ∣∣∣Hj(λ)− 2j/2φ̂(λ) ψ̂(2jλ)
∣∣∣

6 C2j/2+j′/22−jα−j′α |λ|2M .

Using the equality ∑
p
a′=1 A∗a,a′(λ)A∗b,a′(λ) = fa,b(λ), we get:∣∣∣∣∣2−j1

p

∑
a′=1

v(a,a′)∗
i,j0

(2−j1 λ)v(b,a′)∗
i′,j0

(2−j1 λ)

−2−j1−j0da−j0db+j/2+j′/2|φ̂(2−j1 λ)| ψ̂(2j−j1 λ)ψ̂(2j′−j1 λ) fa,b(2−j1 λ)ei( 2u−∆i− 2u′−∆i′)λ
∣∣∣

6 2−j12−j0 da−j0 db

∣∣∣Hj(2−j1 λ)Hj′(2−j1 λ)− 2j/2+j′/2|φ̂(2−j1 λ)| ψ̂(2j−j1 λ)ψ̂(2j′−j1 λ)
∣∣∣ ∣∣∣ fa,b(2−j1 λ)

∣∣∣
6 C2−j12−j0 da−j0 db 2(j+j′)(1/2−α−M)2(u+u′−2∆)M |λ|2M |2−j1 λ|−da−db

6 C′2−(j+j′)(α+M) 2(u+u′−2∆)(M+1/2) 2∆(da+db) |λ|2M−da−db .

The right-hand side goes to 0 when j0 goes to infinity uniformly for λ ∈ (−π, π).
As

∣∣φ̂(2−j1 λ)
∣∣ −→

j0→∞

∣∣φ̂(0)∣∣ = 1 and as fa,b(2−j1 λ) satisfies approximation (1), we obtain

convergence (12).
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A.2 Asymptotic normality of Si,j(a, b)

The steps of the proof of the asymptotic normality of ∑a,b ua,bSi,j(a, b) are the following:

• We approximate {Yi,·,j(a, b), i = 1, . . . N} by a m-dependent process {Y(m)
i,·,j (a, b), i = 1, . . . N}

• We establish that {Y(m)
i,·,j (a, b), i = 1, . . . N} is asymptotically normal when j goes to infinity,

using Proposition 2 of Roueff and Taqqu (2009b).

• We obtain the asymptotic normality of ∑a,b ua,bS(m)
i,j0

(a, b) = n−1
j ∑

nj−1
s=0 Yi,s,j0(a, b), thanks to

Proposition 3 of Roueff and Taqqu (2009b).

• The asymptotic normality for ∑a,b ua,bSj0(a, b) is obtained by letting m goes to infinity.

A.2.1 First step, approximation by a m-dependent process

Following Roueff and Taqqu (2009b), we introduce a non-negative infinitely differentiable function
H defined on R such that H(0) = 1 and H(t) = 0 if |t| > 1/2. Denote by Ĥ its Fourier transform.
There exists cH > 0 such that |Ĥ(λ)| 6 cH |λ|−δv−1 for all u > 1 and 1

2π

∫ ∞
−∞ Ĥ(λ)dλ = H(0) = 1.

Let define

v(a,a′,m)
i,j0

(t) = v(a,a′)
i,j (t) H(2−j1 t/m) , t ∈ R ,

v(a,a′,m)∗
i,j0

(λ) = (2π)−1/2 ∑
t∈Z

v(a,m)
i,j0

(t)e−iλt =
m
2π

∫ ∞

−∞
Ĥ(mξ)v(a,a′)∗

i,j (λ− 2−j1 ξ)dξ , λ ∈ R ,

Z(m)
i,s,j0

(a) = ∑
t∈Z

p

∑
a′=1

v(a,a′,m)
i,j (2j1 s− t)εa′(t) .

Then vectors Zs,j0(a, b) =
(

Z(m)
1,s,j0

(a), . . . , Z(m)
N,s,j0

(a), Z(m)
1,s,j0

(b), . . . , Z(m)
N,s,j0

(b)
)T

are m-dependent
relatively to index s. That is, for all q > 1, for all (s1 . . . , sq) such that sr+1 > sr + m, vectors

Z(m)
s1,j0

(a, b), . . . , Z(m)
sq,j0

(a, b) are independent.

We shall first study (Y(m)
i,s,j0

(a, b))i=0,...,Nu−1, with Y(m)
i,s,j0

(a, b) = Z(m)
i,s,j0

(a)Z(m)
i,s,j0

(b), for s > 0 .

A.2.2 Second step, asymptotic normality for variables Y(m)

We first give some results on the behavior of (v(a,a′,m)
i,j0

) and (v(a,a′,m)∗
i,j0

), similarly to Lemma A.1.

Lemma A.2. For all i = 1, . . . , N, for all m > 1, sequences {v(a,b,m)
i,j0

, a, b = 1, . . . , p, j0 > 0} verify the
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following properties:

∀j0 > 0, ∀a = 1, . . . , p, ∑
t∈Z

p

∑
a′=1

v(a,a′,m)
i,j0

(2j1 s− t)2 < ∞ (17)

sup
a=1,...,p

sup
a′=1...p

sup
t∈Z

∣∣∣v(a,a′,m)
i,j0

(2j1 s− t)
∣∣∣ −→

j0→∞
0 (18)

And for all m > 1, for all (a, b) ∈ {1, . . . , p}2, for all (i, i′) ∈ {1, . . . , N}2 and (s, s′) ∈ {0, . . . , nj1 − 1}2,

there exists Σ(m)
(i,s),(i′,s′)(a, b) such that

∑
t∈Z

p

∑
a′=1

v(a,a′,m)
i,j0

(2j1 s− t)v(b,a′,m)
i′,j0

(2j1 s′ − t) −→
j0→∞

Σ(m)
(i,s),(i′,s′)(a, b) . (19)

Proof. Inequality (10) and Lemma 5 of Roueff and Taqqu (2009b) entail that∣∣∣v(a,a′,m)∗
i,j0

(λ)
∣∣∣ 6 C 2j/2 (1 + 2j|λ|)−δv

with C not depending of λ, m, nor j. By Parseval’s theorem and a change of variable,

∑
t∈Z

v(a,a′,m)
i,j0

(2j1 s− t)2 =
1√
2π

∫ π

−π
|v(a,a′,m)∗

i,j0
(λ)|2 dλ <

C√
2π

∫ ∞

−∞
(1 + |λ|)−2δv dλ ,

which implies (17). Similarly, (18) is obtained with inequalities

sup
t∈Z

∣∣∣v(a,a′,m)
i,j0

(2j1 s− t)
∣∣∣ 6 ∑

t∈Z

∣∣∣v(a,a′,m)
i,j0

(2j1 s− t)
∣∣∣ 6 1√

2π

∫ π

−π
|v(a,a′,m)∗

i,j0
(λ)| dλ

6
C√
2π

2−j/2
∫ ∞

−∞
(1 + |λ|)−δv dλ.

Recall that
v(a,a′,m)∗

i,j0
(2−j1 λ) =

m
2π

∫ ∞

−∞
Ĥ(mξ)v(a,a′)∗

i,j0
(2−j1(λ− ξ))dξ.

By (11), v(a,a′)∗
i,j0

(2−j1(λ− ξ)) converges to v(a,a′)∗
i,∞ (λ− ξ). We can apply dominated convergence and

we obtain that v(a,a′,m)∗
i,j0

(2−j1 λ) converges to

v(a,a′,m)∗
i,∞ (2−j1 λ) =

m
2π

∫ ∞

−∞
Ĥ(mξ)v(a,a′)∗

i,∞ (λ− ξ)dξ

when j0 goes to infinity. Denote

w(a,b,m)∗
i,i′ (λ) = lim

j0→∞
2−j1

p

∑
a′=1

v(a,a′,m)∗
i,j0

(2−j1 λ)v(b,a′,m)∗
i′,j0

(2−j1 λ). (20)

As stated above, w(a,b,m)∗
i,i′ (λ) = ∑

p
a′=1 v(a,a′,m)∗

i,∞ (λ)v(b,a′,m)∗
i′,∞ (λ).
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For all a, b = 1, . . . , p, using Parseval’s inequality,

∑
t∈Z

p

∑
a′=1

v(a,a′,m)
i,j0

(2j1 s− t)v(b,a′,m)
i′,j0

(2j1 s′ − t)

=
∫ 2j1 π

−2j1 π
2−j1

p

∑
a′=1

v(a,a′,m)∗
i,j0

(2−j1 λ)v(b,a′,m)∗
i′,j0

(2−j1 λ)ei(s−s′)λdλ.

Convergence (19) follows with

Σ(m)
(i,s),(i′,s′)(a, b) =

∫ ∞

−∞
w(a,b,m)∗

i,i′ (λ) e−i(s−s′)λ dλ.

Convergence under the integral can indeed be applied thanks to dominated convergence.

For all a = 1, . . . , p, let

Z(m)
j0

(a) =
(

Z(m)
1,s,j0

(a), Z(m)
2,s,j0

(a) . . . Z(m)
N,s,j0

(a)
)T

s=0,...,nj1−1
.

By Proposition 2 of Roueff and Taqqu (2009b),
we get that

(
vect

(
Z(m)

j0
(a), a = 1, . . . , p

)
vect

(
Z(m)

j0
(a), a = 1, . . . , p

))
converges in distribution

to
(

vect
(
Z̃(m)

j0
(a), a = 1, . . . , p

)
vect

(
Z̃(m)

j0
(a), a = 1, . . . , p

))
, which follows a centered Gaussian

distribution with
Cov(Z̃(m)

i,s,j0
(a), Z̃(m)

i′,s′,j0
(b)) = Σ̃

(m)
(i,s),(i′,s′)(a, b).

For s = 0, . . . , nj1 − 1, denote

Y(m)
s,j0

(a, b) =
(

Y(m)
1,s,j0

(a, b), . . . Y(m)
N,s,j0

(a, b)
)T

and Y(m)
s,j0

= ∑a,b=1,...,p ua,bY(m)
s,j0

(a, b). The continuous mapping theorem implies that Y(m)
j0

=

(Y(m)
s,j0

)s=0,...,nj1−1 converges in distribution to Ỹ
(m)

=
(

∑a,b=1,...,p ua,bỸ
(m)
s,j0 (a, b)

)
s=0,...,nj1−1

with

Ỹ
(m)
s,j0 (a, b) =

(
Z̃(m)

i,s (a)Z̃(m)
i,s (b)

)
i=1,...,N

.

We now prove that conditions of Proposition 3 of Roueff and Taqqu (2009b) are satisfied.

Lemma A.3. For all m > 1,

sup
i=1...,N

sup
s>0

sup
j0>0

E[Y(m)
i,s,j0

] < ∞. (21)

∀s, s′ > 0, lim
j0→∞

Cov(Y(m)
s,j0

, Y(m)
s′,j0

) = Cov(Ỹ
(m)
s , Ỹ

(m)
s′ ) (22)

lim
`→∞

lim
j0→∞

Cov(`−1/2
`−1

∑
s=0

Y(m)
s,0 ) = Γ(m) (23)
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with Γ(m) = ∑a,b=1,...,p ∑a′,b′=1,...,p ua,bua′,b′Γ
(m)((a, b), (a′, b′)) and

Γ(m)
i,i′ ((a, b), (a′, b′)) = 2π

∫ π

−π
w̃((a,a′,m))∗

i,i′ (λ)w̃(b,b′,m)∗
i,i′ (λ)dλ + 2π

∫ π

−π
w̃(a,b′,m)∗

i,i′ (λ)w̃(b,a′,m)∗
i,i′ (λ)dλ,

(24)
where w̃(a,b,m)∗

i,i′ (λ) = ∑t∈Z w(a,b,m)∗
i,i′ (λ + 2tπ), function w(a,b,m)∗

i,i′ being defined in (20).

Proof. First, (21) follows from the fact that E[Y(m)
i,s,j0

] = ∑a,b=1,...,p ua,bΣ(m)
(i,s),(i,s)(a, b).

Vector
(
Z̃(m)

s (a) Z̃(m)
s (b) Z̃(m)

s′ (a′) Z̃(m)
s′ (b′)

)T
follows a centered Gaussian distribution, with

covariance given by Σ(m). We can therefore use Isserlis’s theorem. We get:

E(Ỹ(m)
i,s Ỹ(m)

i,s′ )

= ∑
a,b,a′,b′

ua,bua′,b′E(Z̃(m)
i,s (a)Z̃(m)

i,s (b)Z̃(m)
i,s′ (a′)Z̃(m)

i,s′ (b
′)))

= ∑
a,b,a′,b′

ua,bua′,b′
[
Σ(m)
(i,s),(i,s)(a, b)Σ(m)

(i′,s′),(i′,s′)(a′, b′) + Σ(m)
(i,s),(i′,s′)(a, a′)Σ(m)

(i,s),(i′,s′)(b, b′)

+Σ(m)
(i,s),(i′,s′)(a, b′)Σ(m)

(i,s),(i′,s′)(b, a′)
]

.

It results that:

Cov(Ỹ(m)
i,s , Ỹ(m)

i′,s′ ) = ∑
a,b,a′,b′

ua,bua′,b′
[
Σ(m)
(i,s),(i′,s′)(a, a′)Σ(m)

(i,s),(i′,s′)(b, b′)

+Σ(m)
(i,s),(i′,s′)(a, b′)Σ(m)

(i,s),(i′,s′)(a′, b′)
]

.

Additionally,

E(Y(m)
i,s,j0

) = ∑
a,b

ua,b

[
∑
a′

∑
t

v(a,a′,m)
i,j0

(2j1 s− t)v(b,a′,m)
i,j0

(2j1 s− t)

]
−→
j0→∞

∑
a,b

ua,bΣ(m)
(i,s),(i,s)(a, b) .

We deduce that it is sufficient to prove that, when j0 goes to infinity, E(Y(m)
i,s,j0

Y(m)
i′,s′,j0

) converges to

∑
a,b,a′,b′

ua,bua′,b′
[
Σ(m)
(i,s),(i′,s′)(a, a′)Σ(m)

(i,s),(i′,s′)(b, b′) + Σ(m)
(i,s),(i′,s′)(a, b′)Σ(m)

(i,s),(i′,s′)(a, b′)

+Σ(m)
(i,s),(i,s)(a, b)Σ(m)

(i′,s′),(i′,s′)(a′, b′)
]

to obtain equality (22).
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We have

E(Y(m)
i,s,j0

Y(m)
i′,s′,j0

)

= ∑
a,b,a′,b′

ua,bua′,b′ ∑
a1,a2,a3,a4

∑
t1,t2,t3,t4

v(a,a1,m)
i,j0

(2j1 s− t1)v
(b,a2,m)
i,j0

(2j1 s− t1)v
(a′,a3,m)
i′,j0

(2j1 s′ − t3)

v(b
′,a4,m)

i′,j0
(2j1 s′ − t4)E[εa1(t1)εa2(t2)εa3(t3)εa4(t4)]

= ∑
a,b,a′,b′

ua,bua′,b′[(
∑
a1

∑
t1

v(a,a1,m)
i,j0

(2j1 s− t1)v
(b,a1,m)
i,j0

(2j1 s− t1)

)(
∑
a2

∑
t2

v(a′,a2,m)
i′,j0

(2j1 s′ − t2)v
(b′,a2,m)
i′,j0

(2j1 s′ − t2)

)

+

(
∑
a1

∑
t1

v(a,a1,m)
i,j0

(2j1 s− t1)v
(a′,a1,m)
i′,j0

(2j1 s′ − t1)

)(
∑
a2

∑
t2

v(b
′,a2,m)

i,j0
(2j1 s′ − t2)v

(b′,a2,m)
i′,j0

(2j1 s′ − t2)

)

+

(
∑
a1

∑
t1

v(a,a1,m)
i,j0

(2j1 s− t1)v
(b′,a1,m)
i′,j0

(2j1 s′ − t1)

)(
∑
a2

∑
t2

v(a′,a2,m)
i,j0

(2j1 s′ − t2)v
(b′,a2,m)
i′,j0

(2j1 s′ − t2)

)
−R̃j0

]
with

R̃j0 = ∑
a1,a2,a3,a4

∑
t

v(a,a1,m)
i,j0

(2j1 s− t)v(b,a2,m)
i,j0

(2j1 s− t)v(a′,a3,m)
i′,j0

(2j1 s′ − t)v(b
′,a4,m)

i′,j0
(2j1 s′ − t) µa1,a2,a3,a4

− ∑
a1,a2

∑
t

v(a,a1,m)
i,j0

(2j1 s− t)v(b,a1,m)
i,j0

(2j1 s− t)v(a′,a2,m)
i′,j0

(2j1 s′ − t)v(b
′,a2,m)

i′,j0
(2j1 s′ − t)

− ∑
a1,a2

∑
t

v(a,a1,m)
i,j0

(2j1 s− t)v(b,a2,m)
i,j0

(2j1 s− t)v(a′,a1,m)
i′,j0

(2j1 s′ − t)v(b
′,a2,m)

i′,j0
(2j1 s′ − t)

− ∑
a1,a2

∑
t

v(a,a1,m)
i,j0

(2j1 s− t)v(b,a2,m)
i,j0

(2j1 s− t)v(a′,a2,m)
i′,j0

(2j1 s′ − t)v(b
′,a1,m)

i′,j0
(2j1 s′ − t) .

Thus it is sufficient to prove that R̃j0 −→j0→∞
0. Cauchy-Schwarz’s inequality yields to:

|R̃j0 | 6 (µ∞ + 3) ∑
a1,a2,a3,a4

∑
t

∣∣∣v(a,a1,m)
i,j0

(2j1 s− t)v(b,a2,m)
i,j0

(2j1 s− t)v(a′,a3,m)
i′,j0

(2j1 s′ − t)v(b
′,a4,m)

i′,j0
(2j1 s′ − t)

∣∣∣
6 (µ∞ + 3) sup

b1

sup
b2

sup
t∈Z

∣∣∣v(b1,b2,m)
i′,j0

(2j1 s− t)
∣∣∣2

p

(
∑

t
∑
a1

v(a,a1,m)
i,j0

(2j1 s− t)2

)1/2(
∑

t
∑
a1

v(b,a2,m)
i,j0

(2j1 s− t)2

)1/2

.

Conclusion follows from (17) and (18).

It remains to study (23). We have

E
(
(
`−1

∑
s=0

Y(m)
i,s,j0

)(
`−1

∑
s′=0

Y(m)
i′,s′,j0

)

)
= ∑

s,s′=0,...,`−1
E
(

Y(m)
i,s,j0

Y(m)
i′s′,j0

)
.
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When j0 goes to infinity, it converges to

∑
a,b,a′,b′

ua,bua′,b′ ∑
s,s′=0,...,`−1

(
Σ(m)

s,s′ (a, a′)Σ(m)
s,s′ (b, b′) + Σ(m)

s,s′ (a, b′)Σ(m)
s,s′ (a, b′) + Σ(m)

s,s (a, b)Σ(m)
s′,s′(a′, b′)

)
.

Thus,

Cov

(
`−1

∑
s=0

Y(m)
i,s,j0

,
`−1

∑
s′=0

Y(m)
i′,s′,j0

)
−→
j0→∞

∑
a,b,a′,b′

ua,bua′,b′ ∑
s,s′=0,...,`−1

(
Σ(m)
(i,s),(i′,s′)(a, a′)Σ(m)

(i,s),(i′,s′)(b, b′) + Σ(m)
(i,s),(i′,s′)(a, b′)Σ(m)

(i,s),(i′,s′)(a, b′)
)

.

Quantity Σ(m)
(i,s),(i′,s′)(a, b) can be written as

Σ(m)
(i,s),(i′,s′)(a, b) =

∫ π

−π
w̃(a,b,m)∗

i,i′ (λ) e−i (s−s′)λ dλ.

Hence, setting v = s− s′,

`−1 ∑
s,s′=0,...,`−1

Σ(m)
(i,s),(i′,s′)(a, a′)Σ(m)

(i,s),(i′,s′)(b, b′)

= ∑
v∈Z

`−1(`− |v|)+
(∫ π

−π
w̃(a,a′,m)∗

i,i′ (λ) e−i v λ dλ

)(∫ π

−π
w̃(b,b′,m)∗

i,i′ (λ) e−i v λ dλ

)
,

with (`− |v|)+ = `− |v| if `− |v| > 0 and 0 otherwise. Using Lemma A.5 it results that when `
goes to infinity we have the convergence to

2π
∫ π

−π
w̃(a,a′,m)∗

i,i′ (λ)w̃(b,b′,m)∗
i,i′ (λ)dλ .

Using similar arguments for the term `−1 ∑s,s′=0,...,`−1 Σ(m)
(i,s),(i′,s′)(a, b)Σ(m)

(i,s),(i′,s′)(a, b), we obtain (23)
and (24).

With results of Lemma A.3, we can apply Proposition 3 of Roueff and Taqqu (2009b). We deduce
that n−1/2Y(m)

j0
converges in distribution to a N (0, Γ(m)) with Γ(m) defined in (23) and (24).

A.2.3 Third step: asymptotic normality for the initial framework

For i = 0, . . . , N − 1, when j0 goes to infinity, S(m)
i,j0

(a, b) = n−1/2
j ∑

nj−1
s=0 Y(m)

i,s,j0
(a, b) converges to a

N (0, Γ(m)) distribution. We want to deduce a similar result for variables (Si,j0(a, b)).

Denote

w(a,b)∗
i,i′ (λ) = 2−j1

p

∑
a′=1

v(a,a′)∗
i,∞ (2−j1 λ)v(b,a′)∗

i′,∞ (2−j1 λ)

Γi,i′((a, b), (a′, b′)) = 2π
∫ π

−π
w̃((a,a′))∗

i,i′ (λ)w̃(b,b′)∗
i,i′ (λ)dλ + 2π

∫ π

−π
w̃(a,b′)∗

i,i′ (λ)w̃(b,a′)∗
i,i′ (λ)dλ,
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where w̃(a,b)∗
i,i′ (λ) = ∑t∈Z w(a,b)∗

i,i′ (λ + 2tπ). In order to apply Theorem 3.2 of Billingsley (1999), we
prove the following properties.

Lemma A.4. For all i, i′ = 0, . . . , N − 1,

lim
m→∞

Γ(m)
i,i′ ((a, b), (a′, b′)) = Γi,i′((a, b), (a′, b′)). (25)

lim
m→∞

lim
j0→∞

Var

n−1/2
j1

nj1−1

∑
s=0

Y(m)
i,s,j0
− n−1/2

j1

nj1−1

∑
s=0

Yi,s,j0

 = 0. (26)

With properties of Lemma A.4,

Theorem 3.2 of Billingsley (1999) entails that (n−1/2
j1 ∑

nj1−1
s=0 Yi,s,j0)i=1,...,N converges in distribution

to N (0, Γ) when j0 tends to infinity.

Proof. To study the limit of Γ(m)(a, b) when m goes to infinity, we will inverse the limits, that is,
prove that Γ((a, b), (a′, b′)) in (25) satisfies
Γi,i′((a, b), (a′, b′)) = limj0→∞ limm→∞ Γ(m)

i,i′,j0
((a, b), (a′, b′)), where

Γ(m)
i,i′,j0

((a, b), (a′, b′)) = 2π
∫ π

−π
w̃((a,a′,m)∗

i,i′,j0
(λ)w̃(b,b′,m)∗

i,i′,j0
(λ)dλ + 2π

∫ π

−π
w̃(a,b′,m)∗

i,i′,j0
(λ)w̃(b,a′,m)∗

i,i′,j0
(λ)dλ,

where w̃(a,b,m)∗
i,i′,j0

(λ) = ∑t∈Z w(a,b,m)∗
i,i′,j0

(λ + 2tπ) and

w(a,b,m)∗
i,i′,j0

(λ) = 2−j1
p

∑
a′=1

v(a,a′,m)∗
i,j0

(2−j1 λ)v(b,a′,m)∗
i′,j0

(2−j1 λ).

Remark that, as stated in equation (23), limj0→∞ = Γ(m)
i,i′,j0

((a, b), (a′, b′)) = Γ(m)
i,i′ ((a, b), (a′, b′)).

Let

w(a,b)∗
i,i′,j0

(λ) = 2−j1
p

∑
a′=1

v(a,a′)∗
i,j0

(2−j1 λ)v(b,a′)∗
i′,j0

(2−j1 λ)

Γi,i′,j0((a, b), (a′, b′)) = 2π
∫ π

−π
w̃(a,a′)∗

i,i′,j0
(λ)w̃(b,b′)∗

i,i′,j0
(λ)dλ + 2π

∫ π

−π
w̃(a,b′)∗

i,i′,j0
(λ)w̃(b,a′)∗

i,i′,j0
(λ)dλ,

where w̃(a,b)∗
i,i′,j0

(λ) = ∑t∈Z w(a,b)∗
i,i′,j0

(λ + 2tπ).

Since v(a,b)∗
i,s,j0

is continuous, we can apply a convergence under the integral,

v(a,b,m)∗
i,j0

(λ) =
1

2π

∫ π

−π
Ĥ(u)v(a,b)∗

i,j0
(λ− u/m)du −→

m→∞
v(a,b)∗

i,j0
(λ)

1
2π

∫ π

−π
Ĥ(u)du = v(a,b)∗

i,j0
(λ) .

Remark additionally that

∀j0 > 0, ∀a, b = 1, . . . , p, sup
m>1

sup
|λ|<π

2−j/2
∣∣∣v(a,b,m)∗

i,s,j0
(λ)
∣∣∣ (1 + 2j |λ|)δv < ∞ .
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Consequently Γ(m)
i,i′,j0

((a, b), (a′, b′)) converges uniformly in m to Γi,i′,j0((a, b), (a′, b′)).

Moreover, Γ(m)
i,i′,j0

((a, b), (a′, b′)) converges to Γ(m)
i,i′ ((a, b), (a′, b′)) when j0 goes to infinity, the

convergence under the integral being obtained by continuity.

It results that
lim

m→∞
lim

j0→∞
Γ(m)

i,i′,j0
((a, b), (a′, b′)) = lim

j0→∞
lim

m→∞
Γ(m)

i,i′,j0
((a, b), (a′, b′)).

Convergence (25) follows.

To obtain convergence (26), we can establish that Cov(Y(m)
i,s,j0

(a, b), Yi′,s′,j0(a′, b′)) converges as j0 goes
to infinity to

2π
∫ π

−π
w̃(a,a′),m)∗

i,i′ (λ)w̃(b,b′)(m)∗
i,i′ (λ)dλ + 2π

∫ π

−π
w̃(a,b′)(m)∗

i,i′ (λ)w̃(b,a′,m)∗
i,i′ (λ)dλ,

with w̃(a,b′)(m)∗
i,i′ (λ) = ∑t∈Z w(a,b′)(m)∗

i,i′ (λ + 2tπ) and w(a,b′)(m)∗
i,i′ (λ) defined as

w(a,b)(m)∗
i,i′,j0

(λ) = 2−j1
p

∑
a′=1

v(a,a′,m)∗
i,j0

(2−j1 λ)v(b,a′)∗
i′,j0

(2−j1 λ).

The proof is very similar to the one carried out for proving (23) and it is thus omitted.

Next we can study the limit as m goes to infinity and state that Cov(Y(m)
i,s,j0

(a, b), Yi′,s′,j0(a′, b′))
converges uniformly to Γi,i′,j0((a, b), (a′, b′)) when m goes to infinity. As above we can inverse the
limits, so

lim
m→∞

lim
j0→∞

Cov(Y(m)
i,j0

(a, b), Yi′,j0(a′, b′)) = lim
j0→∞

lim
m→∞

Cov(Y(m)
i,j0

(a, b), Yi′,j0(a′, b′))

= Γi,i′((a, b), (a′, b′)).

This concludes the proof.

A.3 Study of Rj′(a, b)

We want to prove that
n1/2

j
(Tψ−1)(Nu−1)Rj0(a, b) = n−1/2

j
1

(Tψ−1)(N−1) ∑
(Tψ−1)(N−1)−1
i=0 Yi,nj,j(a, b) goes to

zero as j goes to infinity. We have

E[|Yi,nj1 ,j0(a, b)|] 6
p

∑
a′=1

(
∑
t∈Z

v(a,a′)
i,j0

(2j1 nj1 − t)2

)1/2(
∑
t∈Z

v(b,a′)
i,j0

(2j1 nj1 − t)2

)1/2

.

Using Parseval’s equality and (10),

E[|Yi,nj1 ,j0(a, b)|] 6
p

∑
a′=1

(∫ π

−π

∣∣∣v(a,a′)∗
i,j0

(λ)
∣∣∣2 d λ

)1/2 (∫ π

−π

∣∣∣v(b,a′)∗
i,j0

(λ)
∣∣∣2 d λ

)1/2

6 C
∫
R
(1 + |ξ|)−2δv dξ .
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Consequently, E[|Yi,nj1 ,j0 |] if finite. Thus
n1/2

j
(Tψ−1)(Nu−1)Rj0(a, b) = OP(n−1/2

j1
) using Markov’s

inequality.

A.4 Expression of the covariance

To express the variance, we use equality A. The variance matrix V(d)
u,u′((a, b), (a′, b′)) satisfies, for all

0 6 u′ 6 u 6 ∆,

n1/2
j0+un1/2

j0+u′ V
(d)
u,u′((a, b), (a′, b′)) = nj1 n−1/2

j0+u n−1/2
j0+u′

(
AnΓ((a, b), (a′, b′))AT

n
)

u,u′

= n−1nj1 n−1
j0+un−1

j0+u′

2∆−u+1−1

∑
i=2∆−u

2∆−u′+1−1

∑
i′=2∆−u′

Γi,i′((a, b), (a′, b′)), (27)

with

Γi,i′((a, b), (a′, b′)) = lim
`→∞

`−1
`

∑
s=0

`

∑
s′=0

Σ(i,s),(i′,s′)(a, a′)Σ(i,s),(i′,s′)(b, b′)+Σ(i,s),(i′,s′)(a, b′)Σ(i,s),(i′,s′)(b, a′).

(28)

Using (12) and dominated convergence,

Σ(i,s),(i′,s′)(a, b) =
∫ ∞

−∞
w(a,b)

i,i′ (λ)e−i(s−s′)λdλ

= Ωa,b 2 cos
(
π(da − db)/2

)
2(u−∆)/2+(u′−∆)/2+∆ (da+db)Ξ(u,s),(u′,s′)(a, b) (29)

with

Ξ(u,s),(u′,s′)(a, b)

=
∫ ∞

−∞
ψ̂(2u−∆λ) ψ̂(2u′−∆λ)|λ|−da−db e−i( 2u−∆(i−1)− 2u′−∆(i′−1))λ e−i(s−s′)λdλ,

= 2(∆−u)(1−da−db)
∫ ∞

−∞
ψ̂(λ) ψ̂(2u′−uλ)|λ|−da−db e−i (i+2∆−us)λ+i (2∆−u′ s′+i′)2u′−uλ dλ

= 2(∆−u)(1−da−db)
∫ ∞

−∞
gu′−u(λ; da + db) e−i (k−2u′−uk′)λdλ

with gu′−u(ξ; δ) = ψ̂(λ) ψ̂(2u′−uλ)|λ|−δ, and k = i + 2∆−u(s− 1), k′ = i′ + 2∆−u′(s′ − 1).

To get all values in Z from k − 2u′−uk′, we introduce τ ∈ {0, . . . , 2−(u
′−u) − 1}. Then, when i,

i′, s and s′ vary respectively in {2∆−u, . . . 2∆−u+1 − 1}, {2∆−u′ , . . . 2∆−u′+1 − 1}, {0, . . . ` − 1} ad
{0, . . . ` − 1}, quantity q = k − 2u′−uk′ + 2u′−uτ takes all relative integers values in {−Q, . . . , Q},
with Q = 2∆−u(`− 1).
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We have

2∆−u+1−1

∑
i=2∆−u

2∆−u′+1−1

∑
i′=2∆−u′

`−1
`−1

∑
s=0

`−1

∑
s′=0

Ξ(u,s),(u′,s′)(a, b)Ξ(u,s),(u′,s′)(a′, b′)

=
Q
` ∑
−Q6q6Q

(
1− q

Q
)
+

2(∆−u)(2−da−db−da′−db′ )

∫ ∞

−∞

2−(u
′−u)−1

∑
τ=0

g(λ; da + db) e−i (q−2u′−uτ)λ)dλ


∫ ∞

−∞

2−(u
′−u)−1

∑
τ=0

g(λ; da′ + db′) e−i (q−2u′−uτ) λdλ


= 2∆−u ∑

−Q6q6Q

(
1− q

Q
)
+

2(∆−u)(2−da−db−da′−db′ )

(∫ π

−π
2−(u

′−u)/2D̃u′−u,∞(λ; da + db) ei qλdλ

)
(∫ π

−π
2−(u

′−u)/2D̃u′−u,∞(λ; da + db) ei qλdλ

)

since D̃u′−u;∞(λ; da + db) = ∑2u′−u−1
v=0 2(u

′−u)/2 ∑t∈Z gu′−u(λ + 2tπ)ei 2u′−uτ(λ+2tπ). Applying
Lemma A.5, we get:

lim
`→∞

2∆−u+1−1

∑
i=2∆−u

2∆−u′+1−1

∑
i′=2∆−u′

`−1
`

∑
s=0

`

∑
s′=0

Ξ(u,s),(u′,s′)(a, b)Ξ(u,s),(u′,s′)(a′, b′)

= 2∆−u (2π) 2(∆−u)(2−da−db−da′−db′ )+u−u′
∫ π

−π
D̃u′−u;∞(λ; da + db)D̃u′−u;∞(λ; da′ + db′)dλ. (30)

Since nj1 n−1/2
j0+u n−1/2

j0+u′ ∼ 2−∆+u/2+u′/2, we deduce from (27), (28), (29) and (30) that

V(d)
u,u′((a, b), (a′, b′)) = 2π 2−(u−u′)/2 2u(da+db+da′+db′ )Ga,a′Gb,b′

∫ π
−π D̃u,∞(λ; da + da′)D̃u,∞(λ; db + db′)

K(da + da′)K(db + db′)
dλ

+Ga,b′Gb,a′

∫ π
−π D̃u,∞(λ; da + db′)D̃u,∞(λ; db + da′)

K(da + db′)K(db + da′)
dλ


with Ga,b = Ωa,b cos(π(da − db)/2)K(da + db).

We conclude using the symmetry of the matrix V(d)((a, b), (a′, b′)).

A.5 Technical lemma

The following lemma states the convergence of a series of bivariate Fourier coefficients. It is used
for the convergence of the variance terms in the above proof.
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Lemma A.5. Suppose {w∗1(λ), λ ∈ (−π, π)} and {w∗2(λ), λ ∈ (−π, π)} are C- valued functions of
L2((−π, π)). Then

∑
q∈Z

(1− |q|/Q)+

(∫ π

−π
w∗1(λ)e

−i q λdλ

)(∫ π

−π
w∗2(λ)e

−i q λdλ

)
−→
Q→∞

2π
∫ π

−π
w∗1(λ)w

∗
2(λ)dλ.

Proof. Remark that

∑
q∈Z

(1− |q|/Q)+

(∫ π

−π
w∗1(λ)e

−i q λdλ

)(∫ π

−π
w∗2(λ)e

−i q λdλ

)
= ∑

q∈Z
(1− |q|/Q)+c1q c2q,

with c1q and c2q the qth Fourier coefficient respectively of functions w∗1 and w∗2 .

The sequence (1− |q|/Q)+c1qc2q converges to c1qc2q when Q goes to infinity. By Cauchy-schwarz’s
inequality and Parseval’s inequality,

∑
|q|6Q
|c1q c2q| 6 2π

(∫ π

−π
|w∗i (λ)|

2 dλ

)1/2 (∫ π

−π
|w∗i (λ)|

2 dλ

)1/2

< ∞.

Thus dominated convergence entails that the series ∑q∈Z(1 − |q|/Q)+c1qc2q converges to
∑q∈Z c1q c2q. By Parseval’s inequality,

∑
q∈Z

c1q c2q = 2π
∫ π

−π
w∗1(λ)w

∗
2(λ)dλ,

which concludes the proof.

B Proof of Theorem 3.1

For a better understanding, the true parameters are denoted with an exponent 0 in this part.

The criterion R is equal to R(d) = log det
(

Λ< J >(d)Ĝ(d)Λ< J >(d)
)
− 1. It is

straightforward that d̂ = argmin
d

R(d) satisfies

d̂ = argmin
d

R(d) with R(d) = log det G(d)

and G(d) = Λ< J >(d− d0)Ĝ(d)Λ< J >(d− d0)

The Taylor expansion of ∂R(d)

∂d at d̂ at the neighbourhood of d0 gives

√
n(d̂− d0) =

(
∂2R

∂d∂dT

∣∣∣∣
d

)−1√
n

∂R
∂d

∣∣∣∣
d0

(33)
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where d is such that ‖d− d0‖ 6 ‖d̂− d0‖. The matrix
(

κ−1
j1−j0

∂2R
∂d∂dT

∣∣∣
d

)
is indeed invertible for

sufficiently high NX when 2−j0β + N−1/2
X 2j0/2 → 0

The derivatives of the criterion R(d) are equal to

∂R(d)
∂da

= trace
(

G(d)−1 ∂G(d)
∂da

)
,

∂2R(d)
∂da∂db

= −trace
(

G(d)−1 ∂G(d)
∂db

G(d)−1 ∂G(d)
∂da

)
+ trace

(
G(d)−1 ∂2G(d)

∂da∂db

)
.

when G(d)−1 exists. .

It has already been established in Section E.2.5. of Achard and Gannaz (2016a) that

∂2R(d)
∂d∂dT

∣∣∣∣
d

P−→ κj1−j0 log(2)22(G0−1 ◦G0 + Ip) . (34)

We now study the asymptotic convergence of ∂R
∂d

∣∣∣∣
d0

. More precisely, for any vector v = (va)a=1,...,p,

we want to prove that vT ∂R
∂d

∣∣∣∣
d0

converges to a Gaussian distribution with variance vT(2κj1−j0 W)v

where W is defined in equation (7). Once this result established, Theorem 3.1 will follow with (33)
and (34).

As expressed on page 36 of Achard and Gannaz (2016a), G(d) can be written as:

Ga,b(d
0) = G0

a,b + Sa,b(1/n) ,

with Sa,b(1/n) defined as

Sa,b(1/n) = ∑
j,k

1
n

(
Wj,k(a)Wj,k(b)

2j(d0
a+d0

b)
− G0

a,b

)
=

j1

∑
j=j0

1
n

(
σ̂a,b(j)

2j(d0
a+d0

b)
− njG0

a,b

)
.

Applying Proposition 8 of Achard and Gannaz (2016a), we get:

Ga,b(d
0) = G0

a,b + OP(2−j0β + N−1/22−j1/2) .

We deduce that
√

nvT ∂R(d)
∂d

∣∣∣∣
d0
− Sn

P−→ 0,

with

Sn =
√

n ∑
a

vatrace
(

G0−1 ∂G
∂da

∣∣∣∣
d0

)
.

It is then sufficient to demonstrate that Sn converges in distribution to N
(
0, vTWv

)
.
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For any a = 1, . . . , p, let ia be a p × p matrix whose a-th diagonal element is one and all other
elements are zero. Let a and b be two indexes in 1, . . . , p. The first derivative of G(d) with respect

to da, ∂G(d)
∂da

, is equal to

− log(2)
1
n

j1

∑
j=j0

nj (j−< J >)Λ< J >(d− d0)Λj(d)
−1(iaΣ(j) + Σ(j)ia)Λj(d)

−1
Λ< J >(d− d0),

with Σ̂(j) = (σ̂a′,b′(j))a′,b′=1,...,p. Thus

∂G
∂da

∣∣∣∣
d0

= − log(2)
n

j1

∑
j=j0

nj (j−< J >)Λj(d)
−1(iaΣ(j) + Σ(j)ia)Λj(d)

−1 . (35)

Consequently,

E(Sn) = −
2 log(2)√

n

j1

∑
j=j0

nj(j−< J >) ∑
a,b=1,...,p

va G0(−1)
a,b 2−j(d0

a+d0
b)σa,b(j).

Using inequality (3),

E(Sn) = −
2 log(2)√

n

j1

∑
j=j0

nj(j−< J >) ∑
a,b=1,...,p

va G0(−1)
a,b

(
Ga,b + O

(
2j0β
))

= O
(

j0 2j0β
√

n
)

since ∑
j1
j=j0

nj(j−< J >) = 0. Thus E(Sn) converges to zero when j20 NX2−j0(1+2β) → 0.

We can write Sn −E(Sn) as

Sn −E(Sn) = ∑
a,b=1,...,p

Sn(a, b)

with Sn(a, b) = −n1/22−j0(d0
a+d0

b) 2 log(2)
j1−j0

∑
u=0

wu(a, b)(σ̂a,b(j)− σa,b(j))

and wu(a, b) =
nj0+u

n
(j0 + u−< J >) 2−u(d0

a+d0
b) vaG0(−1)

a,b .

Using the same notations as in Section A, 2−j0(da+db)σ̂a,b(j) = 1
nj

∑
nj
k=0 Zi,s,j0(a)Zi,s,j0(b), with

k = 2j1(s − 1 + 2j−j0 i). Following the proof of Section A.2, it can be established that
n−1/2

j ∑
nj
k=0 Zi,s,j0(a)Zi,s,j0(b) converges in distribution. It results that its variance is finite. Hence,

there exists a constant C such that

Var(σ̂a,b(j)) 6 C
2j0(da+db)

√nj
.

The right-hand side is equivalent, up to a constant, to 2j(da+db+1)N−1
X . We can therefore apply

the same proof as in Theorem 3 of Roueff and Taqqu (2009a). As vectors (σ̂a,b(j))a,b=1,...,p

are asymptotically Gaussian, the sum ∑a,b=1,...,p n−1/22−j0(d0
a+d0

b) ∑∆
u=0 wu(a, b)σ̂a,b(j) is also

asymptotically Gaussian for all ∆ > 0. Next the proof of Roueff and Taqqu (2009a) is unchanged
since the above inequalities on the variances of σ̂a,b(j) are satisfied. It leads to the desired variance.
The variance expression is detailed in next subsection.
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B.1 Expression of the covariance

Let us specify the variance of Sn,

Var(Sn)

=
4 log(2)2

n
2π ∑

a,b,a′,b′
vava′G0−1

a,b G0−1
a′,b′

j1−j0

∑
u=0

j1−j0

∑
u′=0

n−1/2
j0+u n−1/2

j0+u′(j0 + u−< J >)(j0 + u′ −< J >)

2−u(d0
a+d0

b)−u′(d0
a′+d0

b′ )Vu,u′((a, b), (a′, b′))

=4 log(2)22π ∑
a,b,a′,b′

vava′G
0(−1)
a,b G0(−1)

a′,b′
(
G0

aa′G
0
bb′I(d0

a + d0
a′ , d0

a + d0
a′)

+G0
ab′G

0
a′bI (S)(d0

a + d0
b′ , d0

a′ + d0
b)
)

,

where

I (S)(δ1, δ2) =
1
n

j1−j0

∑
u=0

j1−j0

∑
u′=0

n−1/2
j0+u n−1/2

j0+u′(j0 + u−< J >)(j0 + u′ −< J >)

2(δ1+δ2)u∨u′−|u−u′|/22−uδ1−u′δ2 Ĩ|u−u′|(δ1, δ2) .

We can formulate this expression to recover a similar form than the one given in Moulines et al
(2008) and Roueff and Taqqu (2009a). The arguments are the same than those used in the proof of
Proposition 10 in Moulines et al (2008), but are recalled here to explicit the form of the variance.
First, as nj ∼ NX2−j and n ∼ NX2−j0(2− 2−(j1−j0)), we can express I (S)(δ1, δ2) as

I (S)(δ1, δ2) =
1

2− 2j1−j0

∆

∑
v′=0

(j0 + v′ −< J >)2 2−v′ Ĩ0(δ1, δ2)

+
1

2− 2j1−j0

j1−j0

∑
v=1

∆−u

∑
v′=0

(v + v′ − η∆)(v′ − η∆)2−v−v′(2−vδ1 + 2−vδ2) Ĩv(δ1, δ2) ,

where we set v = |u− u′| and v′ = u ∧ u′. Lemma 13 of Moulines et al (2008) states that
j0 −< J >→ η∆ when NX → ∞. Using this result and the definition of κ∆, we obtain

I (S)(δ1, δ2) = κ∆ Ĩ0(δ1, δ2)

+
2

2− 2j1−j0

j1−j0

∑
v=1

u

∑
v=0

(v + v′ − η∆)(v′ − η∆) 2−v−v′(2−vδ1 + 2−vδ2) Ĩu(δ1, δ2) .

Setting I(δ1, δ2) =
2

κ2
∆
I (S)(δ1, δ2), we recognize the expression (8) given in Theorem 3.1.

When ∆ goes to infinity, the sequence κ∆ converges to 2. Additionally, for all u > 0,

1
κ∆

∆−u

∑
i=0

2−i

2− 2−∆ (i− η∆)(i + u− η∆)→ 1 when ∆→ ∞ .

We deduce the asymptotic form (9) when ∆ = j1 − j0 → ∞, as in page 30 of Moulines et al (2008).
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C Proof of Theorem 3.2

Remark that Ĝa,b(d) = 2< J >(da−d0
a+db−d0

b)Ga,b(d) and Ĝa,b(d
0) = Ga,b(d

0) with G(d) defined
in (32). As 2< J > u − 1 = j0 u log(2)(1 + o(1)) when u→ 0,

Ĝa,b(d̂)− Ga,b(d̂) = j0 (d̂a − d0
a + d̂b − d0

b) log(2)(1 + o(1))Ga,b(d̂) .

Since j0 (d̂a − d0
a + d̂b − d0

b) = oP(1), it is sufficient to establish the asymptotic distribution of

Ga,b(d̂). More precisely, we want to prove that
√

n vect
(

Ga,b(d̂)− G0
a,b, a, b = 1, . . . , p

)
converges

in distribution to a centered Gaussian distribution. We decompose
√

n(Ga,b(d̂)− G0
a,b) as

√
n(Ga,b(d̂)− G0

a,b) =
√

n
(

Ga,b(d
0)− G0

a,b

)
+
√

n
(

Ga,b(d̂)−Ga,b(d
0)
)

.

We will establish that the first term converges to the desired distribution, while the second one is
negligible.

C.1 Study of
√

n
(

G(d0)−G0
)

Consider T0 = vect
(√

n
(

Ga,b(d
0)−E(Ga,b(d

0))
)

, a, b = 1, . . . , n
)

. Recall that

Ga,b(d
0) =

1
n

j1

∑
j=j0

nj2−j(d0
a+d0

b)σ̂a,b(j) .

Using inequality (3),
E(Ga,b(d

0)) = G0
a,b(j) + O

(
2j0β
)

,

and consequently
√

n
(
E(Ga,b(d

0))− G0
a,b(j)

)
= o(1).

We can write
√

n (T0 a,b −E(T0 a,b)) as

√
n
(

Ga,b(d
0)−E(Ga,b(d

0))
)
=
√

NX2−j0 2−j0(d0
a+d0

b)
j1−j0

∑
u=0

wu(σ̂a,b(j)− σa,b(j)),

with wu = (NX2−j0)−1/2nj0+u/
√

n. Applying Theorem 3 of Roueff and Taqqu (2009a), we obtain
that T0 −E(T0) converges as n goes to infinity to a centered Gaussian distribution, with variance

Cov (T0 a,b, T0 a′,b′) =
∆

∑
u=0

∆

∑
u′=0

2−u(d0
a+d0

b)−u′(d0
a′+d0

b′ )
√nj0+unj0+u′

n
Vu,u′((a, b), (a′, b′))

= 2π
(

G0
a,a′G

0
b,b′IG

∆ (da + da′ , db + db′) + G0
a,b′G

0
b,a′ IG

∆ (da + db′ , db + da′)
)

,

where

IG
∆ (δ1, δ2) =

∆

∑
u=0

∆

∑
u′=0

2(u∨u′−u)δ1+(u∨u′−u′)δ2
2−u/2−u′/2−|u−u′|/2

2− 2−∆ Ĩ|u′−u|(δ1, δ2).
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Quantity IG(δ1, δ2) can be simplified as

IG
∆ (δ1, δ2) =

∆

∑
u=0

2−u

2− 2−∆ Ĩ0(δ1, δ2) +
∆

∑
u=1

(2uδ1 + 2uδ2)2−u Ĩu(δ1, δ2)
∆−u

∑
v=0

2−v

2− 2−∆

= Ĩ0(δ1, δ2) +
∆

∑
u=1

(2uδ1 + 2uδ2)2−u 2− 2−∆+u

2− 2−∆ Ĩu(δ1, δ2).

When ∆ goes to infinity,

IG
∞(δ1, δ2) = Ĩ0(δ1, δ2) +

∞

∑
u=1

(2uδ1 + 2uδ2)2−u Ĩu(δ1, δ2).

C.2 Study of
√

n
(

G(d̂)−G(d0)
)

A Taylor expansion at order one at d0 gives

√
n
(

G(d̂)−G(d0)
)
=
√

n
(

∂G
∂d

∣∣∣∣
d0

)
(d̂− d0) +

√
n(d̂− d0)T

(
∂2G

∂d∂dT

∣∣∣∣
d

)
(d̂− d0),

with
∥∥∥d− d0

∥∥∥ 6
∥∥∥d̂− d0

∥∥∥. Section E.2.4. of Achard and Gannaz (2016a) states that, when

2−j0β + N−1/2
X 2j0/2 → 0,

∂2G
∂d∂dT

∣∣∣∣
d0

= OP(1) .

Thus
√

n(d̂− d0)T
(

∂2G
∂d∂dT

∣∣∣∣
d

)
(d̂− d0) = oP(1).

Next, using the derivative of G(d) given in (35), we have:

√
n
(

∂G
∂d

∣∣∣∣
d0

(d̂− d0)

)
a,b

= − log(2)√
n

j1

∑
j=j0

nj (j−< J >) 2−j(d0
a+d0

b) σ̂a,b(j)(d̂a − d0
a + d̂b − d0

b) .

Similarly to what was done in Section B,
we can establish that log(2)√

n ∑
j1
j=j0

nj (j−< J >) 2−j(d0
a+d0

b) σ̂a,b(j) is asymptotically Gaussian. Since

(d̂a − d0
a + d̂b − d0

b)→ 0 we conclude that this term goes to 0, which concludes the proof.
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D Proof of Proposition 3.4

From the proof of Theorem 3.1 and Theorem 3.2, we can extract the following results:(
(G0−1 ◦G0 + Ip)

√
n(d̂− d0)

)
a′

=
p

∑
b′=1

√
NX2−j0 2−j0(d0

a′+d0
b′ )

j1−j0

∑
u=0

w(d)
u,(a′,b′)(σ̂a′,b′(j)− σa′,b′(j))(1 + oP(1)) + oP(1),

√
n
(

Ĝa,b(d̂)− G0
a,b

)
=
√

NX2−j0 2−j0(d0
a+d0

b)
j1−j0

∑
u=0

w(G)
u,(a,b)(σ̂a,b(j)− σa,b(j))(1 + oP(1)) + oP(1),

with

w(d)
u,(a′,b′) =

(
κj1−j02 log(2)

)−1
(2− 2−∆)−1/22−u (j0 + u−< J >) G0(−1)

a′,b′ 2−u(d0
a′′+d0

b′′ )

w(G)
u,(a,b) = (2− 2−∆)−1/22−u2−u(d0

a+d0
b).

Hence, linear combinations of
√

n(d̂a′ − da′) and
√

n
(

Ĝa,b(d̂)− G0
a,b))

)
can be written as

∑`,m

√
NX2−j0 2−j0(d0

`+d0
m) ∑

j1−j0
u=0 wu,(`,m)(σ̂`,m(j) − σ`,m(j))(1 + oP(1)) + oP(1) with wu,(`,m) linear

combination of (w(d)
u,(a,b))a,b and (w(G)

u,(a,b))a,b. Theorem 3 of Roueff and Taqqu (2009a) gives the joint
convergence to a Gaussian distribution.

It remains to explicit the asymptotic covariance between d̂ and Ĝ(d̂). Asymptotically, the
covariance between

√
n(d̂` − d0

`) and
√

n(Ĝa,b(d̂)− G0
a,b) is

Wd,G(∆)
`,(a,b) =2π (κ∆2 log(2))−1 (2− 2−∆)−1

∆

∑
u=0

∆

∑
u′=0

2−u−u′−|u′−u|/2(j0 + u−< J >)

2(u∧u′−u′)(d0
a+d0

b)
p

∑
m=1

(
(G0−1 ◦G0 + Ip)

−1
)
`,m

2(u∧u′−u)(d0
`+d0

m)(
G0
`,aG0

m,b Ĩ|u−u′|(d` + da, dm + db) + G0
`,bG0

a,m Ĩ|u−u′|(d` + db, dm + da)
)

=π (2 log(2))−1
p

∑
m=1

((G0−1 ◦G0 + Ip)
−1)`,m

(
G0
`,aG0

m,bI
d,G
∆ (d` + da, dm + db) (36)

+G0
`,bG0

a,m Id,G
∆ (d` + db, dm + da)

)
,

with

Id,G
∆ (δ1, δ2) =

2
κ∆

∆

∑
u=0

2−u

2− 2−∆ (u− η∆) Ĩ|u−u′|(δ1, δ2) (37)

+
1

κ∆

∆

∑
u=1

2−u Ĩu(δ1, δ2)
∆−u

∑
v=0

2−v

2− 2−∆

(
2−uδ1(u− η∆) + 2−uδ2(u + v− η∆)

)
=

1
κ∆

∆

∑
u=1

2−u Ĩu(δ1, δ2)

(
(2−uδ1 + 2−uδ2)

2− 2−∆−u

2− 2−∆ (u− η∆) + 2−uδ2 η∆−u

)
.
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