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Infrared spectroscopy from electrostatic embedding
QM/MM: local normal mode analysis of blue-light-
induced infrared spectra of arabidopsis thaliana plant
cryptochrome†

Miquel Huix-Rotllant∗a, Karno Schwinna and Nicolas Ferréa

Infrared (IR) spectroscopy of biological macromolecules is an undoubtedly valuable tool for
analyzing chemical reactions. Currently, there is a lack of theoretical methods able to model
successfully and efficiently simulate and interpret the origin of the spectral signatures. Here,
we develop a new method for IR vibrational spectroscopy based on analytic second derivatives
of electrostatic embedding QM/MM energy, the computation of electric dipole moments with
respect to nuclear perturbations and the localization of normal modes. In addition to the
spectrum, the method can provide the origin of each peak from clearly identified molecular
motions. As proof of concept, we analyze the IR spectra of flavin adenine dinucleotide in water
and in arabidopsis thaliana cryptochrome protein for four redox forms, and the difference IR
spectrum before and after illumination with blue light. We show that the main peaks in the
difference spectrum are due to N−H hydrogen out-of-plane motions and hydrogen bendings.

1 Introduction

Infrared (IR) spectroscopy is the simplest vibrational spec-
troscopy technique, which provides undoubtedly relevant
information of biological macromolecules (proteins, lipids,
nucleic acids, etc.)1,2 Several levels of sophistication have
been developed for extracting more information related
to the nuclear motions. Fourier transform IR (FTIR) is
currently routinely applied to extract this vibrational in-
formation of macromolecules of biological interest.3 Two-
dimensional and higher dimensional IR is providing infor-
mation relevant to establish the structure and its biological
function.4 Time-resolved IR spectra can provide a full pic-
ture of conformational changes during phase transitions or
chemical reactions.5

Frequently, the IR spectra macromolecules in general
and proteins in particular is difficult to interpret, due to
the number of spectral signatures appearing in the IR spec-
tra. Proteins are macromolecular chains of aminoacids,
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and give rise to nine types of bands, labeled as amides A,
B and I–VII.1,6 When two distinct forms of the protein ex-
ist (either due to a chemical reaction or a conformational
change induced by an external perturbation), the IR dif-
ference spectra becomes useful for ruling out the IR vibra-
tions and concentrating on the different nuclear motions
between the two protein forms.7,8 This has been success-
fully applied to photoactive proteins, to detect intermedi-
ate species of rhodopsins,9 photoactive yellow proteins,10

myoglobins,11, cryptochromes,12, green fluorescent pro-
teins,13 photosynthetic proteins,14 etc.

Despite the simpler spectra that difference IR offers, it is
still challenging to interpret the microscopic origin of the
vibrational transitions. In this respect, theoretical simula-
tions are particularly adapted to such a purpose.15,16 Two
distinct strategies exist for computing IR spectra, namely,
the normal mode analysis (NMA),17,18 and the Fourier
transform of time-dependent (TD) dipole autocorrelation
functions extracted from molecular dynamics.19,20 Both
methods have their strengths and weaknesses. While the
TD approaches are more easily applied to large macro-
molecules and extended systems and deals better with an-
harmonic effects in the IR spectrum, the NMA analysis pro-
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vides a more detailed microscopic picture of the vibrational
motions involved in each vibrational transition. Currently,
NMA analysis is routinely applied to large molecular sys-
tems,21 using all-electron tight-binding approaches,22,23,
purely MM force field second derivatives,24 and quantum
mechanics/molecular mechanics (QM/MM) methods.25–31

Here, we develop a new approach for computing the
IR spectra based on NMA analysis from a linear scaling
formulation of electrostatic embedding QM/MM.32–35 This
method is efficient enough to be routinely applied to ex-
tract IR spectra for full proteins. For the sake of interpreta-
tion, we localize the normal modes in fragments, following
the procedure described in Ref. 36. An alternative method
of localization of normal modes by Kraka and coworkers
has been recently shown extremely powerful to dissect and
analyze the contributions of complex IR spectra.37–39 As a
test case, we simulate and interpret the origin of the IR
spectra of flavin adenine dinucleotide (FAD) in water and
arabidopsis thaliana cryptochrome protein in four different
forms. We conclude by analyzing the difference spectrum
before and after blue-light illumination of cryptochrome.

2 Methods

2.1 Electrostatic embedding QM/MM energy based on
electrostatic potential fitting charges

The definition of the electrostatic embedding QM/MM en-
ergy based on electrostatic potential fitting (ESPF) charges
has been presented elsewhere.35,40 Here, we summarize
the main equations for completeness. In QM/MM, the to-
tal energy is expressed by

E = EQM +EMM . (1)

The EQM here is considered as the solution of a single de-
terminant equation, usually expressed in the form of an
eigenvalue problem using an atomic orbital basis,

F0C = εεεSC , (2)

in which F0 is the QM Fock operator, C is the molecular or-
bital (MO), ε is the orbital energy and S the atomic orbital
overlap. The MM energy in classical force fields is usually
written in terms of bonded terms, electrostatic and van der
Waals,41

EMM = Ebnd +Eelec +EvdW . (3)

The electrostatic interaction leads to the main interaction
term with the QM system, and is expressed as a classical
Coulomb interaction between point charges,

Eelec =
N

∑
P>Q

qPqQ

|RP−RQ|
, (4)

in which P,Q run over all the atoms of the system N (both
QM and MM). Hereafter, capital indexes A,B, ... refer to QM
centers, I,J, ... to MM centers and P,Q, ... unspecified. The
point charge qP is the partial atomic charges of center P and
RP its Cartesian position. In most classical force fields, the
point charges are fixed values. In electrostatic embedding
QM/MM, the QM atomic charges are polarizable. In this
case, we can split Eq. 4 in two sums

Eelec = Eelec,MM +∆E , (5)

where Eelec,MM is the purely MM electrostatic term

Eelec,MM =
NMM

∑
J>I

qJqI

|RJ−RI |
, (6)

and ∆E is the QM-MM electrostatic interaction

∆E =
NQM

∑
A

qA(R)
NMM

∑
I

qI

|RA−RI |

= ∑
A

qA(R)φA(R) . (7)

Here, we used the short-hand notation for the “external”
electrostatic potential on a QM center A as φA. The QM
partial charges qA(R) are functions of the state of the sys-
tem. They are obtained by tracing the QM density matrix
with the quantum atomic charge operator,

qA(R) = ZA−QA(R) = ZA−∑
µν

Pµν(R)QA;µν(RQM) . (8)

In this equation, ZA is the nuclear charge. It should be
noted that the density matrix depend on all the atoms of
the system (MM or QM), while the atomic charge operator
only depends on the QM positions. This density matrix is
obtained by solving Eq. 2 with a Fock operator containing
the electrostatic QM-MM interaction,

F = F0 +h = F0−∑
A

φA(R)QA(RQM) . (9)

Thus, the dependence of the density matrix on all atoms of
the system comes from the presence of the external electro-
static potential in the Fock operator. The interaction energy
can thus be obtained by

∆E = ∑
µν

Pµν hµν +∑
A

ZAφA . (10)

The QM/MM interaction is defined once the form of the
atomic charge operator is given. Here, we employ the
charge-conserving electrostatic potential fitting charges.35

In essence, interaction hamiltonian is modified to conserve
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the total charge of the QM fragment,

hµν = ∑
A
(Φav−φA)QA;µν −ΦavSµν . (11)

Here, Φav = N−1
QM ∑A φA is the average external potential.

The charge operator is obtained by fitting the electrostatic
integrals on a grid V,

Q = (T†T)−1T†V , (12)

in which TA;k = |RA− rk|−1 is the electrostatic kernel be-
tween the QM center A and the grid point k, and V is given
by

Vk;µν =
∫

drχ
∗
µ(r)

1
|r− rk|

χν(r) , (13)

where χµ is the atomic orbital basis. The grid points are
usually taken as atom-centered Lebedev spheres.35,42–44

2.2 Harmonic frequencies from electrostatic embed-
ding ESPF QM/MM

At a minimum energy structure R0, the second-order Taylor
expansion of the energy is given by

E(R) = E(R0)+
1
2!

∆RT ∂ 2E(R)

∂R∂R′

∣∣∣∣
R=R0

∆R+O(R3) , (14)

in which ∆R = R− R0 are the Cartesian displacements
from the reference geometry. Transforming these in mass-
weighted normal coordinates, Q = LM1/2∆R, in which
M1/2

PQ = δPQm1/2
P (mP is the atomic mass of center P), and

L is obtained from the diagonalization of the Hessian ma-
trix

L†HL =ωωω
2 , (15)

where H = M−1/2
(
∂ 2E(R)/∂R∂R′

)
M−1/2. The frequencies

ωωω can be interpreted as the harmonic frequencies of the
normal mode displacement Q. Thus, the second derivative
at a minimum energy structure contains the essential infor-
mation to build the IR spectrum. We have recently derived
an analytic form for the second derivative of the QM/MM
energy (Eq. 1) based on ESPF charges.32–35 The second
derivatives of the QM energy are well established,45 while
the second derivatives of the MM energy are trivially com-
puted. The main caveat in building the QM/MM hessian
is building the complete second derivative of the QM/MM
interaction energy, Eq. 10. Indeed, this energy depends on
the coordinates of QM and MM type of atoms, and thus,
the complete Hessian of the interaction energy is given by

∂ 2∆E
∂R∂R′

=

[
∂ 2∆E

∂R∂R′
∂ 2∆E
∂R∂ R̃

∂ 2∆E
∂ R̃∂R

∂ 2∆E
∂ R̃∂ R̃′

]
, (16)

where R and R̃ refers to QM and MM atoms respectively.
The expression of each block is given by

∂ 2∆E
∂XC∂YD

= ∑
A

ZAφ
XCYD
A +∑

A
QA (Φav−φA)

XCYD

+ ∑
A

QXCYD
A (Φav−φA)

+ ∑
A

QYD
A (Φav−φA)

XC

+ ∑
A

QXC
A (Φav−φA)

YD (17)

∂ 2∆E
∂XC∂YI

=
∂ 2∆E

∂YI∂XC
= ∑

A
QA (Φav−φA)

XCYI

+ ∑
A

QXC
A (Φav−φA)

YI

+ ∑
A

ZAφ
XCYI
A , (18)

∂ 2∆E
∂XI∂YJ

= ∑
A

ZAφ
XIYJ
A +∑

A
QA (Φav−φA)

XIYJ

+ ∑
A

QXI
A (Φav−φA)

YJ . (19)

Thus, to compute the full QM/MM Hessian, one requires
the external potential and its derivatives up to second or-
der with respect to MM and QM atoms. These are trivially
computed since they have an analytic classical form. Be-
sides, one requires the derivatives of the atomic charges up
to first order with respect to QM and MM atoms and up
to second order with respect to QM atoms only. It can be
shown that only geometric second derivatives of the atomic
charges at fixed MO coefficients are necessary to construct
the Hessian.33–35 In the following, we concentrate on the
full derivative of atomic partial charges.

2.3 Derivatives of atomic partial charges

The atomic partial charge derivative require the derivative
of the density matrix with respect to all nuclear perturba-
tions of the total system. This introduces serious bottle-
necks in the computation of the Hessian, that we can easily
overcome with the Q-vector method discussed in Ref. 32,
to which the reader is referred for the details. For com-
pleteness, we summarize the main findings relevant to the
computation of the IR method. In section 2.4, we extend
the Q-vector method to electric field perturbations.

The derivatives of atomic partial charges defined in Eq.

Journal Name, [year], [vol.], 1–11 | 3



8 with respect to QM and MM atoms are respectively given
by

∂qA

∂R
=−∑

µν

∂Pµν

∂R
QA;µν −∑

µν

Pµν

∂QA;µν

∂R
, (20)

and
∂qA

∂ R̃
=−∑

µν

∂Pµν

∂ R̃
QA;µν . (21)

Thus, to construct the derivative of atomic partial charges,
one requires the derivative of the ESPF operator with re-
spect to QM atoms and the derivative of the density matrix
with respect to all atoms of the system. While the deriva-
tive of the ESPF charge operator has a trivial expression
(see Refs. 32,33,35,40), the derivative of the density ma-
trix with respect to MM atoms can easily become a bot-
tleneck of the computation.32 The derivative of the den-
sity matrix ∂P/∂R= (∂C/∂R)C†+C

(
∂C†/∂R

)
require the

derivatives of the MO coefficients, which are obtained in a
perturbative way from the unperturbed MO coefficients,

∂Cµi

∂XC
= ∑

p
Cµ pUXC

pi . (22)

The rotation matrices U are obtained by solving the so-
called coupled-perturbed self-consistent field equations.46

In principle, there are 3(NQM+NMM) of such type to be
solved. Fortunately, one can workaround this scaling by
solving an auxiliary set of coupled perturbed equations, the
so-called Q-vector equations, and thus only 4NQM equa-
tions have to be solved. In essence, the rotation matrix of
MO coefficients with respect to MM atoms is build from
UXI

pi = ∑A Q̃A;pi (Φav−φA)
XI , where Q̃ is the solution of the

auxiliary coupled-perturbed equation in which the bare
atomic charge operator is used as perturbation.32

2.4 Induced electric dipole moment derivatives

The infrared spectrum is computed using the well-known
expression for the integrated absorption coefficient at
0 K,47,48

A =
NA

6c2ε0h̄

Nvib

∑
k

ωk

∣∣∣∣〈νi|
∂µµµ

∂∆X k
|ν f 〉

∣∣∣∣2 , (23)

in which i and f refer to the initial and final state, ω is the
normal mode harmonic frequency, c is the light velocity,
ε0 is the permittivity in vacuum. The induced dipole with
respect to a normal mode displacement ∆X is given by,

∂µµµ

∂∆X k
= L†

kM−1/2 ∂µµµ

∂R
. (24)

Here, µµµ is the induced dipole moment from an external
electric field. Indeed, in the presence of an external static

electric field ~E , the total energy can be expanded in the
Taylor series

E(~E ;R) = E(0;R)−∑
f

µ f (R)~E f +O(~E 2) (25)

in which f = x,y,z indicates the direction of the electric
field. Many derivations of electric field derivative using
analytic derivative method exist in the literature. Here,
we follow the derivation of Amos.49 The induced electric
dipole moment can be defined as the derivative with re-
spect to the induced electric field operator e f

µ f (R) =−∑
µν

Pµν〈µ|r f |ν〉= ∑
µν

Pµν(R)e f
µν(RQM) , (26)

in which the atomic orbital density matrix P is defined as
Pµν = ∑i Cµ,iC

∗
i,ν , where Cµ,i is the molecular orbital coef-

ficient. Hereafter, indexes i, j, ... are used for occupied or-
bitals, a,b, ... are used for virtual orbitals and p,q, ... are
unspecified. The dipole moment derivatives with respect
to a QM atom are given by

µ
XC
f = 4∑

pi
UXC

pi e f
pi +∑

µν

Pµν e f XC
µν (27)

The derivatives of the induced dipole with respect to an
MM atom are simply given by

µ
XI
f = 4∑

pi
UXI

pi e f
pi . (28)

This equation would require the solution of a set of
coupled-perturbed equations for each MM perturbation,
which would make the simulation intractable. Similar to
the atomic charge derivatives, we can workaround this by
solving an auxiliary set of equations, the Q̃-vector tech-
nique,32 to obtain

µ
XI
f = 4

NQM

∑
A

∑
ai

Q̃A,ai (Φav−φA)
XI e f

ai (29)

It is to be noted that this corresponds to the dipole response
contribution due to MM motions, but does not lead to the
full IR spectrum of the MM subsystem. The main contri-
bution is usually obtained from the Fourier transform of
the real-time dipole-dipole autocorrelation function.50 The
presented method here is rather useful to represent the
QM frequencies with the steric and electrostatic effects of
the MM environment taken into account in addition to the
mode-mixing between the QM and MM systems.
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2.5 Localization of normal modes

In Ref. 36, we described a strategy to decompose normal
modes in fragments. The method is based on the fact that
submatrices of a positive semi-definite matrix are also pos-
itive semi-definite. The total Hessian at a true minimum
(Eq. 14) is positive semi-definite, the frequencies of which
are interpreted as the characteristic frequencies of vibra-
tion. Therefore, the submatrices grouping the atoms of a
pre-defined fragment can be interpreted as the local modes
of the fragment. The local normal modes can be obtained
from the fragment Hessians, defined from the total Hessian
as [HF ]A,B = δA∈F,B∈F ∂ 2E/∂RA∂RB. Here, the total Hessian
is organized in such a way that the atoms of a fragment are
consecutively appearing in the Hessian blocks. From the
fragment Hessians, we obtained the local normal modes
and frequencies,

L†
F HF LF =ωωω

2
F . (30)

Note that the local Hessian and the local normal modes
have the dimension of the total Hessian. The sum Lloc =

∑
Nfrag
F LF gives a block diagonal transformation for the total

Hessian,
Hloc = L†

locHLloc . (31)

The transformed local Hessian Hloc consists of block diago-
nal matrices for the fragments that are simply the fragment
frequencies, and the off-diagonal blocks lead to the frag-
ment vibrational couplings. In addition, the total normal
modes can be decomposed as a linear combination of local
modes

Li = ∑
j

α
i
j [Lloc] j . (32)

Finally, the local normal modes can be used in Eq. 24 to
decompose the IR spectrum in terms of fragments.

3 Computational details
The IR spectrum has been obtained by the static normal
mode analysis of the geometry corresponding to a mini-
mum of the internal energy, from which a harmonic ex-
pansion is done. All calculations have been performed at
the B3LYP/6-31G*/Amber99 level for the QM/MM calcu-
lations.51–54 FAD force field parameters have been taken
from Ref. 55. Water solvent effects in the infrared spectra
have been included with implicit solvent using a polariz-
able continuum model (PCM).

For frequency calculations, a scaling factor of 0.96 has
been applied to account for anharmonic effects.56 This
scaling factor is obtained for B3LYP/6-31G* calculations
in gas phase. For the current QM/MM computation this
is insufficient, and so an extra shift of the QM/MM IR
spectra is required to compare to experiments. This re-
sults in a reasonable agreement between experiments and

theory: while intensities are in general well reproduced,
frequencies need between 20-70 cm−1 shifts. Ideally, one
would have to generalize the concept of scaling factors for
QM/MM in the spirit proposed by Morokuma and cowork-
ers and reparameterize these for each couple of functional,
basis set and force field.25

All methods and calculations described here have been
performed with a local development version of Gaussian16
(for QM calculations) and Tinker 8.7.1 (for MM calcula-
tions), which we have interfaced.57,58

4 Results and Discussion
The structures considered in this study are shown in Fig.
1. The QM fragment consists of the flavin adenine dinu-
cleotide, while the rest of the protein is treated at the MM
level. For analysis, the FAD vibrations have been analyzed
in terms of local normal modes of 5 fragments: isoallox-
azine ring (green), ribitil (orange), diphosphate (cyan), ri-
bose (magenta) and adenine (blue). Four redox forms have
been considered in this study. Usually, FAD is in its fully ox-
idized form in the rest state of the protein. Upon blue light
absorption, an electron is transferred forming the radical
anion FAD•−. This is a basic form, that rapidly gets a pro-
ton leading to the neutral radical FADH•.12 A second pho-
ton can be absorbed to produce the fully reduced anionic
form FADH−. The four redox forms have distinct absorp-
tion and emission spectra, which are usually used to char-
acterize the different forms.34,59–62

4.1 Analysis of FAD spectrum in water

In Fig. 2, we compare the theoretical and experimental IR
spectrum of oxidized FAD in water. The theoretical simula-
tions have been performed using an implicit solvent con-
tinuum model. Overall, a reasonable agreement is ob-
served between both spectra in the region between 900
and 1800 cm−1, both in terms of frequencies and inten-
sities. In this frequency window, all vibrations are of in-
plane type. From the fragment analysis, two distinct re-
gions can be observed: above 1300 cm−1 the frequencies
correspond mainly to isoalloxazine and adenine, while be-
low 1300 cm−1 the vibrations are dominated by the diphos-
phate and, to a lesser extent, from ribose and ribitil frag-
ments. The band around 1050 cm−1 correspond essentially
to two stretching vibrations of P−−O, mixed with in-plane
ribose, adenine and isoalloxazine, while the band around
1100 cm−1 is a sugar C−C stretching. The band around
1250 cm−1 corresponds to two O−−P−O rocking motions,
close in energy to some in-plane motions of adenine and
isoalloxazine. The region between 1300-1500 cm−1 corre-
spond essentially to low intensity C−C and C−N in-plane
stretchings of adenine and isoalloxazine, mixed respec-
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Fig. 1 Secondary structure of cryptochrome 3 of arabidopsis
thaliana (PDBID: 2J4D). The close-up image corresponds to the
flavin adenine dinucleotide (FAD) with the representation of the
different fragments for which the infrared spectra is decomposed.
Besides the fully oxidized form (FAD), three reduced forms can
exist in protein, a semi-quinonic radical anion (FAD•−), a neutral
semi-quinonic radical (FADH•), and the fully reduced hydroquinone
anion (FADH−).

1000

Theoretical
Experimental

1200 1400 1600 1800
0.0

1.0

N
o
rm

a
liz

e
d

 i
n
te

n
si

ty

Frequencies (cm-1)

Fig. 2 Comparison of the experimental (red) and theoretical (black)
infrared spectra of FAD in water in the range 900-1800 cm−1 (for
the full spectrum see the Supporting Information). The theoretical
IR spectrum has been decomposed in fragments, shown as colored
areas as described in Fig. 1. The intensities of both experimental
and theoretical spectra have been normalized to the one for the
most intense peak. For the sake of comparison, the theoretical
spectra has been downscaled 23.99 cm−1. Experimental data has
been extracted from Ref. 63.

tively with ribose and ribitil. The main vibrational peak
at 1572 cm−1 is localized exclusively on isoalloxazine. It
correspond to C7−C8 and C5a−C9a stretchings combined
with N10−C10a stretching. A minor contribution of N5−C4a
is observed. A similar less-intense vibration is found at
1614 cm−1, in which the N5−C4a stretching is major and
N10−C10a stretching is minor. These vibrations are almost
isoenergetic and resonant to several C−N stretchings of the
adenine ring. The most intense peak of adenine is found at
1660 cm−1, and corresponds to a NH2 bending combined
with C−NH2 stretching. Experimentally, this is observed as
a broader band, that simulations were not able to repro-
duce. Finally, carbonyl stretchings C2−−O and C4−−O local-
ized on isoalloxazine are found between 1700-1800 cm−1.

4.2 IR spectra of FAD and its reduced forms in protein

The protein has a strong impact in the IR spectrum of FAD.
First, the steric effects of the protein constraint FAD to
adopt a closed conformation, in which FAD and adenine
are face to face. Second, the electrostatic effects change
the characteristic frequencies of vibrations as well as the in-
tensities, especially due to the resonance between the pros-
thetic group and the protein aminoacids. In this section, we
analyze the IR spectrum of FAD and its three reduced forms
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in cryptochrome protein. These results are shown in Fig. 3.
In the following, we discuss each spectrum separately.

4.2.1 FAD

The oxidized FAD spectrum in protein is distinct from the
spectrum in water. The intensity of isoalloxazine and ade-
nine peaks are diminished, and now the main peak of
absorption corresponds to the phosphate. In addition, a
stronger mixture of the frequencies in the region from 900
cm−1 to 1500 cm−1 is observed. The peak at 918 cm−1

corresponds to a P−O−P stretching of the bridging oxy-
gen between the two phosphates, resonant with a close by
crystallographic water. In the region between 1000 cm−1

and 1100 cm−1 a strong mixture of vibrations is observed.
The intense peaks at 1031, 1047, 1067, 1068 and 1074
cm−1 correspond to five vibrations N3−H hydrogen out-of-
plane motion mixed with N1−C2 stretching are observed,
strongly mixed with ribitil stretchings. Around 1100 cm−1,
the P−−O stretchings are found, 50 cm−1 upscaled with re-
spect to the IR spectrum in water. These are now strongly
mixed with ribose and ribitil vibrations. The main IR peak
corresponds to the two O−−P−O rocking motions found
at 1282 and 1287 cm−1. These are again upscaled with
respect to spectra in water by 30 cm−1. The two vibra-
tions at 1584 and 1607 cm−1 correspond to the C7−C8 and
C5a−C9a stretchings combined in this case, the N5−C4a is
combined with N1−C10a. These C−N stretchings are found
in two degenerate vibrations at 1643 cm−1. The higher
part of the spectrum correspond to the NH2 bending vibra-
tions found at 1661 and 1700 cm−1.

4.2.2 FAD·–

The anionic radical is obtained by an electron transfer to
FAD. In protein, the structure is planar and close to the
oxidized FAD and the radical is delocalized all over the
isoalloxazine ring.34,59 The lower peak is found at 921
cm−1 and corresponds to the P−O−P stretching, slightly
upscaled with respect to oxidized FAD. In the region 1000-
1200 cm−1 five distinct peaks are observed. At 1013 cm−1

a sugar stretching is observed. Between 1032-1050 cm−1

an isoalloxazine −CH3 bending motions mixed with ribitil
stretchings. The other three peaks in this region corre-
spond to N3−H hydrogen out-of-plane motion mixed with
N1−C2 stretching found between 1050 and 1085 cm−1 as
for FAD. These vibrations mix also with the P−−O stretch-
ings. The intense peak at 1277 and 1283 cm−1 correspond
to two O−−P−O rocking, and is found at the same posi-
tion as oxidized FAD. The region between 1300-1500 cm−1

corresponds to several stretchings between isoalloxazine
mixed with ribitil, and adenine mixed with sugar. The
isoalloxazine frequencies found at 1573 cm−1 and 1593
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Fig. 3 Infrared spectrum of FAD and its reduced forms in protein in
the range 900-1800 cm−1 (for the full spectrum see the Supporting
Information). The black line is the total IR spectrum, while the
shaded areas correspond to the different FAD fragments as depicted
in Fig. 1. For this spectra, no shift of frequencies was applied.
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cm−1 correspond to the C7−C8 and C5a−C9a stretchings
combined with N1−C10a and to lesser extend the N5−C4a
stretching. The adenine NH2 bending vibrations are found
at 1657 and 1701 cm−1 The most intense peak at 1745
cm−1 correspond to the two C−−O vibrations of isoallox-
azine, which are about 50 cm−1 downscaled with respect
to the oxidized form.

4.2.3 FADH·

The neutral radical is obtained by a proton transfer to
FAD•− in position N5. The lowest IR peak corresponds to
the P−O−P stretching, and is found at 916 cm−1, closer
to the oxidized FAD peak. Nearby, a small peak corre-
sponding N3−H hydrogen out-of-plane motion appears at
920 cm−1, about 80 cm−1 downscaled with respect to FAD
or FAD•−. In the region of 1010 cm−1, the N5−H hydro-
gen out-of-plane motion. This vibration was not present
in the previous forms, since the N5 was deprotonated.
The next four peaks in the IR spectrum correspond to a
ribitil C−O stretchings found at 1038 and 1040 cm−1, a
ribose C−O stretching at 1082 cm−1 overlapping with a
mixed P−−O stretching with ribitol and isoalloxazine CH3
motions found at 1090 cm−1, with a similar motion found
at 1144 cm−1. These are slightly more spread than for
FAD and FAD•−. The main peak of absorption is the two
O−−P−O rocking motions found at 1283 and 1286 cm−1.
This peak was equivalently found in the same place and
intensity for FAD and FAD•−. In the region between 1300
and 1600 cm−1 several peaks of equivalent intensity ap-
pear. Around 1600 cm−1, two peaks were appearing for
FAD and FAD•− corresponding to several resonant vibra-
tions involving N5−C4a and N1−C10a. Due to the presence
of a proton on N5, this resonance is broken. An intense
peak at 1600 cm−1 corresponds to a main contribution of
the N1−C10a mixed with an N5−H bending, whereas the
lower intensity peak at 1569 cm−1 corresponds to the main
N5−H bending motion. The N5−C4a stretching appears at
1644 cm−1, almost degenerate to the NH2 bending motions
of adenine which are found at 1657 and 1700 cm−1. The
two C−−O stretchings of isoalloxazine are appearing now at
1755 and 1790 cm−1, with a small contribution from the
N5−H bending.

4.2.4 FADH–

The fully reduced anion is obtained by an electron trans-
fer to FADH•. The main spectral features of the previous
form are still found in the IR spectrum of FADH−. Indeed,
the lowest absorbing peak is the P−O−P stretching of the
bridging oxygen found at 921 cm−1. The N5−H hydro-
gen out-of-plane motion is found at 952 cm−1, that is, 50
cm−1 red shifted with respect to the FADH•. The N3−H hy-
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0.001

Fig. 4 Comparison of the theoretical and experimental difference
IR spectra between FADH· and FAD in the range 1000-1800 cm−1

(for the full spectrum see the Supporting Information). For the
sake of comparison, theoretical difference spectrum has been com-
puted first with the unscaled spectra of Fig. 3 and subsequently
downscaled by 70 cm−1 and scaled to match the intensity of the
largest positive experimental peak.

drogen out-of-plane motion is in this case found between
1038 and 1115 cm−1, similar to oxidized FAD. In this re-
gion between 1000 and 1100 cm−1, sugar C−O stretch-
ings as well as O−−P−O symmetric stretchings are found,
with less intensity than in the previous forms. The two
O−−P−O rocking motions are found at 1271, 1273, 1277
and 1281 cm−1, similar to the previous redox forms. The
first N5−C4a stretching mixed with N10−C10a stretching
and N5−H bending is found at 1365 cm−1, about 150 cm−1

downscaled than the previous forms. In this region, they
are strongly mixed with ribitil stretchings. The main N5−H
bending motion is found at 1438 cm−1, about a 100 cm−1

downscaled with respect to FADH•. Similar motions are
found at 1463 and 1547 cm−1, in this case mixed with CH3
hydrogen bending motions. A peak corresponding to a syn-
chronous hydrogen bending motions in plane of C6−H and
C9−H are observed at 1570 cm−1, and a C4a−C10a,C5a−C9a
and C7−C8 synchronous stretching is found at 1612 cm−1.
These two peaks were not appearing in the previous forms.
The adenine NH2 bending is found at 1701 cm−1, while the
C−−O stretchings are found at 1738 and 1745 cm−1.

4.3 Difference spectra between bright and dark cryp-
tochrome

The IR difference spectra are frequently used in literature
to analyze two states of a protein, usually after a reac-
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tion has occurred. In Ref. 12, Ahmad and coworkers an-
alyzed the IR difference spectrum between the bright and
dark forms of cryptochrome 1. The dark state corresponds
essentially to the oxidized form of FAD, while the bright
state corresponds to FADH·. From the spectra presented
in Fig. 3, we can compute the theoretical difference IR
spectra, as shown in Fig. 4. Overall, a reasonable agree-
ment is observed between experiments and theory. The
difference spectrum is dominated by isoalloxazine vibra-
tions, although minor contributions are also observed from
adenine in the region of 1600 cm−1, ribitil and ribose. The
diphosphate vibrations are almost completely hindered out
in this energy window. The difference spectrum peak at
1220 cm−1 can be attributed to the N5−H hydrogen out-
of-plane motion, while the main peak difference located at
1550 cm−1 can thus be interpreted as the N5−H bending
motion, which changes the intensity and position of the
C5a−N5 and C9a−N10 stretchings.

5 Conclusion

We have presented a strategy to efficiently compute the
IR spectrum at the ESPF-QM/MM level, by extending the
Q-vector method coupled-perturbed equations for nuclear
perturbations to electric dipoles. This allows an efficient
computation of the induced dipole moments on the QM
atoms in addition to the response dipole due to MM per-
turbations.

To illustrate the method, we have analyzed the IR spec-
trum of oxidized FAD in water, as well as oxidized and re-
duced forms in protein. In addition, we have computed the
difference IR spectrum between the bright and dark struc-
tures of cryptochrome. Overall, a reasonable agreement is
observed between theory and experiments. We have an-
alyzed the origin of the peaks in terms of fragment local
normal modes, which allowed us to effectively determine
the origin of each peak in the spectrum. We show that the
difference spectrum only contains signals of the isoallox-
azine ring.

In conclusion, the ESPF QM/MM method is a powerful
method to obtain vibrational spectroscopies in protein. In
the future, the method described here will be extended to
other spectroscopies like static non-resonant Raman or vi-
brational circular dichroism.
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