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Le Merre et al. investigate a whisker-

dependent detection task, revealing that

learning is accompanied by development

of fast sensory processing in medial

prefrontal cortex and dorsal

hippocampus, and that neuronal activity

in these brain regions is required for task

execution.
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SUMMARY

The neural circuits underlying learning and execution
of goal-directed behaviors remain to be determined.
Here, through electrophysiological recordings, we
investigated fast sensory processing across multiple
cortical areas as mice learned to lick a reward spout
in response to a brief deflection of a single whisker.
Sensory-evoked signals were absent from medial
prefrontal cortex and dorsal hippocampus in naive
mice, but developed with task learning and corre-
lated with behavioral performance in mice trained in
the detection task. The sensory responses in medial
prefrontal cortex and dorsal hippocampus occurred
with short latencies of less than 50 ms after whisker
deflection. Pharmacological and optogenetic inacti-
vation of medial prefrontal cortex or dorsal hippo-
campus impaired behavioral performance. Neuronal
activity in medial prefrontal cortex and dorsal hippo-
campus thus appears to contribute directly to task
performance, perhaps providing top-down control
of learned, context-dependent transformation of
sensory input into goal-directed motor output.

INTRODUCTION

The neural circuits involved in transforming relevant sensory

information into goal-directed motor output are poorly under-

stood. In the absence of engagement in a behavioral task or

even under anesthesia, sensory stimuli drive neural activity in

multiple brain areas through innate feedforward signaling path-

ways. This first level of cortical sensory processing occurs

predominantly in primary and secondary sensory areas, but

also in related motor areas. For example, in the anesthetized

mouse, a single-whisker deflection evokes a sensory response

that initiates in the primary whisker somatosensory cortex
Neuron 97, 83–91, J
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(wS1) and rapidly spreads to the secondary whisker somatosen-

sory cortex (wS2) and the primary whisker motor cortex (wM1)

(Ferezou et al., 2007; Mohajerani et al., 2013).

Sensory signals can become behaviorally important through

learning, in which case they need to be routed to the appropriate

motor circuits in order to contribute to goal-directed behavior.

The transformation of external sensory signals into learned

motor output appears to occur across a large network of brain

areas that include sensory andmotor neocortex, as well as asso-

ciative and higher-order areas (Romo and de Lafuente 2013; Guo

et al., 2014; Siegel et al., 2015). Among the associative and

higher-order areas, the associative parietal area (PtA), themedial

prefrontal cortex (mPFC), and the dorsal CA1 region of the hip-

pocampus (dCA1) have been found to be implicated in different

goal-directed behaviors in rodents, including contextual and

spatial memory (Benchenane et al., 2010; Harvey et al., 2012;

Place et al., 2016), multisensory integration (Song et al., 2017;

Aronov et al., 2017; Terada et al., 2017), and sensory detection

(Pinto and Dan, 2015; Otis et al., 2017) or discrimination (Pereira

et al., 2007; Itskov et al., 2011).

Yet the respective roles of sensory and higher-order cortical

areas in sensory processing and goal-directed behavior remain

poorly understood. Here, to address this issue, wemade electro-

physiological recordings from different sensory and higher-order

cortical areaswhilemicewere trained in a detection task inwhich

whisker deflection predicted reward availability (Sachidhanan-

dam et al., 2013; Sippy et al., 2015; Yamashita and Petersen,

2016), or were exposed to the same whisker stimulus that was

not rewarded. We also used local optogenetic and pharmaco-

logical inactivation to assess the necessity of the recorded areas

for the execution of the detection task.

RESULTS

We longitudinally monitored neural activity simultaneously from

six cortical areas using chronic multisite local field potential

(LFP) recordings (Figures 1A and S1; STARMethods) (Fernandez

et al., 2017) while mice learned a whisker-based sensory
anuary 3, 2018 ª 2017 The Author(s). Published by Elsevier Inc. 83
er the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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Figure 1. Sensory-Evoked Responses during the Detection Task

(A) Top: schematic drawing showing the relative position of LFP electrodes in the dorsal CA1 subfield of the hippocampus (dCA1), the associative parietal area

(PtA), the whisker fields of the primary and secondary somatosensory cortex (wS1 and wS2), the whisker field of the primary motor cortex (wM1), and the medial

prefrontal cortex (mPFC). Nuchal EMG, nuchal electromyogram; Refs, reference and ground wires in the cerebellum. Bottom: example simultaneous recording of

LFPs (band-pass filtered 0.5–100 Hz), EMG, and behavioral signals during the detection task, including a Catch trial (Correct rejection) and a Stimulus trial (Hit).

Whisker, pulse sent to the electromagnetic coil for whisker stimulation; Reward, pulse sent to open the valve that delivers water reward; Lick, signal generated by

piezo film attached to the water spout to monitor licking.

(B) Top: grand average sensory-evoked potentials (SEPs) from the six cortical areas computed for Hit trials in trained mice. Premature (<100 ms) lick trials have

been excluded. Bottom: mean latency (open circles) and peak time (filled circles) of the sensory-evoked potentials in the different cortical areas. Values are

mean ± SD.

(C) Silicon probe recording in mPFC. Top: grand average SEP and PSTH computed for Hit trials from 390 regular spiking units (RSUs) recorded in mPFC of seven

mice performing the detection task. Shaded areas indicate SEM. Bottom: PSTHs computed separately for the 123 positively (red) and 127 negatively (blue)

significantly modulated units.
detection task during daily training sessions (Figure S2). In this

task, water-restricted mice were rewarded with a drop of water

if they licked a spout within the 1 s reward window that immedi-

ately followed a brief single-whisker deflection. Trials occurred at

random times at 6–12 s intertrial intervals without preceding

cues. Catch trials, in which no whisker stimulus was applied,

were randomly interleaved to assess the False-Alarm rate

(Figure S2). Mice learned the detection task in 5–12 days, reach-

ing good performance (Hit rate = 0.79 ± 0.13, False-Alarm

rate = 0.16 ± 0.09 and d’ = 2.00 ± 0.68; mean ± SD, n = 14

mice) (Figure S2).

We first investigated which cortical areas were recruited

during the execution of the detection task after learning. We

averaged the sensory-evoked responses for each area (Fig-

ure 1B) for hit trials in trained mice. We found a fast and sequen-

tial recruitment of all recorded areas within the first 50 ms

following whisker stimulus that preceded the behavioral
84 Neuron 97, 83–91, January 3, 2018
response (Figure S3). Sensory areas (wS1, wS2, and wM1)

were recruited significantly before dCA1 and mPFC (Dunn-

Holland Wolfe test, p < 0.05). While the first sensory-evoked

response had a negative polarity in most cortical areas compat-

ible with a depolarizing response of the membrane potential, the

sensory-evoked response in mPFC had a positive polarity. To

clarify the nature of the mPFC response, we performed acute

high-density extracellular action potential recordings using

silicon probes (Buzsáki, 2004; Rossant et al., 2016) in another

group of seven mice performing the detection task (Figure S1).

After spike sorting, we isolated 390 regular spiking units

(RSUs) located in both prelimbic and infralimbic areas of the

mPFC (Figure S1). The grand average peristimulus time histo-

gram (PSTH) showed a net increase in the activity of RSUs

with short latency (<50 ms) after the whisker stimulus, indicating

an overall excitatory response (Figures 1C andS3B). However, at

the single-cell level we observed both positively and negatively



Figure 2. Sensory-Evoked Responses Correlate with Learning

(A) Grand average SEPs computed for all stimulus trials, on the first training day (D1, blue) and after reaching good performance (Trained, red) for the same mice.

Shaded areas indicate SEM. Horizontal bars indicate color-coded p values for statistical test of the difference between D1 and Trained conditions across time

(Wilcoxon signed-rank test, D1 versus Trained for 5 ms time windows). Vertical black bars indicate the times of the peak responses.

(B) Comparison of the peak amplitude of SEPs for D1 (blue) and Trained (red) conditions. Circles with bars indicate mean ± SD. Gray lines represent individual

mice. Red p values indicate statistically significant differences between D1 and Trained (Wilcoxon signed-rank test).

(C) Scatterplots of the day-by-day mean peak amplitude of the SEPs against performance (d’) for the six recorded areas. Each point represents one animal

and one training session, color-coded according to the training day (from blue for D1 to red for the last training day). The correlation between the amplitude of the

SEP and the daily performance was assessed using Pearson correlation with t statistic: the coefficient of correlation (r) and p values are indicated for each

scatterplot.
modulated units, with 31.5% of the cells significantly increasing

and 32.6% significantly decreasing firing rate following the

whisker stimulus (Figure 1C).

In order to examine the impact of learning, we next compared

the sensory-evoked activity in trained mice to the responses re-

corded in the same cortical areas from the samemice on the first

day of training (D1). Interestingly, we found that the sensory-

evoked response in mPFC and dCA1 were initially very small in

amplitude or even absent, and developed during learning,

showing a significant increase at the end of training (Trained)

(Wilcoxon signed-rank test, D1 versus Trained: mPFC,

p = 0.002; dCA1, p = 0.008) (Figures 2A and 2B). In contrast,

the whisker-deflection-evoked responses in sensory areas

(wS1 and wS2) remained rather stable throughout the training

(Wilcoxon signed-rank test, D1 versus Trained: wS1, p = 0.97;

wS2, p = 0.064) (Figures 2A and 2B). In line with this observation,

the peak amplitude of the sensory-evoked response was best

correlated with task performance (d’) across training days in

mPFC and dCA1 (Pearson correlation with t statistic: mPFC,

r = 0.41, p = 4.93 10�5; dCA1, r = 0.46, p = 7.73 10�6), although

significant correlations were also observed for wM1 and PtA

(wM1, r = 0.36, p = 0.008; PtA, r = 0.37, p = 9.1 3 10�5), but

not for wS1 and wS2 (wS1, r = 0.024, p = 0.81; wS2, r = 0.13,
p = 0.18) (Figure 2C). Thus, the early recruitment of mPFC and

dCA1 in response to whisker stimulus developed during training

and correlated with learning. Yet this could simply result from the

repetitive exposure to the same sensory stimulus over days. To

address the specificity of the development of the evoked

response in mPFC and dCA1, we longitudinally recorded the

neural activity in the same six cortical areas in another group of

mice (n = 12 mice) that were exposed to the same whisker stim-

ulus, in the same context but without any temporal correlation

between the whisker stimulus and reward delivery (Neutral

Exposure; Figure S2). In this condition, the mice did not learn

any association between whisker stimulus and reward delivery

(Figure S2). Comparing the sensory-evoked response at the

beginning (D1) and after 5–10 days of neutral exposure

(Exposed), we found no significant difference in the peak ampli-

tude across the recorded areas, except for a slight, but signifi-

cant, increase of the response in PtA (Wilcoxon signed-rank

test, D1 versus Exposed: p = 0.047). In particular, the mice that

were exposed did not show any development of the sensory-

evoked response in mPFC and dCA1 (Wilcoxon signed-rank

test, D1 versus Exposed: mPFC, p = 0.23; dCA1, p = 0.74)

(Figures 3A and 3B). Receiver operating characteristic (ROC)

analysis on LFP recordings showed similar stimulus detection
Neuron 97, 83–91, January 3, 2018 85



Figure 3. Task-Specific Development of the

Sensory-Evoked Responses in dCA1 and

mPFC

(A) Grand average SEPs computed for all whisker

stimuli, on the first day (D1, blue) and after

5–10 days of neutral exposure (Exposed, green)

for the same mice. Shaded areas indicate SEM.

Horizontal bars indicate color-coded p values for

statistical test of the difference between D1 and

Exposed conditions across time (Wilcoxon

signed-rank test, D1 versus Exposed for 5 ms time

windows). Vertical black bars indicate the times of

the peak responses.

(B) Comparison of the peak amplitude of the SEPs

for D1 (blue) and Exposed (green) conditions.

Circles with bars indicate mean ± SD. Gray lines

represent individual mice. The red p value in-

dicates a statistically significant difference be-

tween D1 and Exposed (Wilcoxon signed-rank

test).

(C) Receiver operating characteristic (ROC) anal-

ysis. Average performance (mean ± SEM) of a

classifier in decoding the stimulus probability from

LFP activity in each area recorded in mice trained

in the detection task (Trained, red) and in mice

after neutral exposure (Exposed, green). Black

lines with gray shading indicate performance of

the classifier for label-shuffled distributions.

(D) Top: grand average PSTHs computed for all

whisker stimuli from 390 RSUs recorded in the

mPFC of mice trained in the detection task (red,

N = 7 mice) and from 348 RSUs recorded in the

mPFC of mice after neutral exposure (green, N = 9

mice). Shaded areas indicate SEM. Bottom:

Z scored PSTHs for the RSUs recorded in mice

trained in the detection task (left) and the RSUs

recorded in mice after neutral exposure (right).

PSTHs are sorted according to change in firing

rate after whisker stimulus.

86 Neuron 97, 83–91, January 3, 2018



probability in sensory areas for mice trained in the detection task

or mice after neutral exposure, whereas a significant stimulus

detection probability was observed in mPFC and dCA1 only in

mice trained in the detection task (Figure 3C), consistent with

sensory-evoked responses developing in mPFC and dCA1

only for relevant stimuli. High-density extracellular recordings

in mPFC of mice after 10 days of neutral exposure confirmed

the absence of any sensory-evoked response in Exposed mice

in contrast with the prominent evoked response in mPFC of

mice trained in the detection task (Figure 3D).

Having established thatwhisker sensory responses develop in

parallel to task learning over days, we next examined the trial-

by-trial correlation between sensory-evoked response and

performance in mice trained in the detection task.We compared

sensory-evoked responses for Hit andMiss trials. We found that

the early sensory-evoked response was smaller for Miss trials

compared toHit trials inmost cortical areas, exceptwS1 (Figures

4A and 4B). The late (100–200 ms) sensory-evoked response

was significantly smaller for Miss trials in all areas, including

wS1, consistent with previous findings (Sachidhanandam

et al., 2013; Yang et al., 2016; Yamashita and Petersen, 2016).

Single units inmPFCalso showed a strongHit versusMiss differ-

ence with smaller evoked responses in Miss trials, both for

positively and negatively modulated RSUs (Figures 4C and

S4A). The enhanced sensory processing in Hit trials could there-

fore contribute to driving task execution.

To address the causal role of the different cortical areas, we

next carried out local inactivation experiments in mice trained

in the detection task. In a first set of experiments, we trained

VGAT-ChR2 mice expressing ChR2 in GABAergic neurons

(Zhao et al., 2011) in the detection task. Once they reached

good performance (Hit rate = 0.85 ± 0.10; False-Alarm

rate = 0.21 ± 15), we performed focal unilateral photo-inactiva-

tion. Blue laser pulse trains (200 Hz, 100 ms before to 500 ms

after trial start) were applied unilaterally through an optic fiber

(300–400 mm in diameter) to one of the six cortical areas in

one-third of the trials (both Stimulus trials and Catch trials) (Fig-

ure 4D). Focal optogenetic inhibition of wS1 and wS2, but not

wM1, induced a marked decrease in Hit rate (Wilcoxon

signed-rank test, No-light versus Light trials: wS1, p = 0.004;

wS2, p = 0.016; wM1, p = 0.31). In higher-order areas, inhibition

of PtA had no effect onHit rate but significantly increased False-

Alarm rate (Wilcoxon signed-rank test, No-light versus Light

trials: Hit, p = 0.46; False-Alarm, p = 0.039). In contrast, unilat-

eral inhibition of dCA1 or mPFC produced a strong reduction

in Hit rate (Wilcoxon signed-rank test, No-light versus Light

trials: dCA1, p = 0.016; mPFC, p = 0.016) without affecting

False-Alarm rate. Similar results were obtained in another set

of experiments using local pharmacological inactivation with

muscimol (a GABAergic agonist) in wild-typemice (Figure S4B).

Thus, neural activity in both sensory areas (wS1 and wS2) and

higher-order areas (dCA1 and mPFC) appears to be required

on the millisecond timescale for task execution.

DISCUSSION

Learning, context, attention, and motivation play important roles

in the processing of relevant sensory information, and many
brain regions likely contribute. Here, we found that both mPFC

and dCA1were specifically recruited during learning of a whisker

detection task, showing fast activity that correlated with perfor-

mance and was required for task execution.

The early sensory responses in wS1 and wS2 were only

weakly modulated by detection task learning (Figure 2) or

neutral exposure (Figure 3), showing only small differences

comparing Hit and Miss trials (Figure 4). These LFP data are

consistent with the small Hit versus Miss differences in the

early sensory response occurring within the first 50 ms after

whisker deflection during closely related detection tasks

measured previously using whole-cell electrophysiological re-

cordings from wS1 (Sachidhanandam et al., 2013; Yang

et al., 2016; Yamashita and Petersen, 2016) and voltage-sensi-

tive dye imaging experiments (Kyriakatos et al., 2017). At later

times (>50 ms), however, reverberatory activities between wS1

and wS2 or with higher-order areas (Manita et al., 2015; Kwon

et al., 2016) may contribute significantly to context-dependent

sensory perception and task performance (Sachidhanandam

et al., 2013; Yang et al., 2016). Moreover, we recently found

that the late sensory-evoked response in wS2-projecting neu-

rons in wS1 correlates strongly with performance and devel-

oped through learning (Yamashita and Petersen, 2016).

Because LFP measures large-scale synaptic signaling, our

data do not rule out changes in specific subsets of neurons

or synapses in wS1/wS2, which could contribute to task

learning and execution (Kwon et al., 2016). Inactivation of

wS1/wS2 impaired detection task performance (Figure 4) in

agreement with previous studies of whisker detection tasks

(Miyashita and Feldman, 2013; Sachidhanandam et al., 2013;

Yang et al., 2016; Kwon et al., 2016). wS1/wS2 project to

various other brain regions that might contribute to task execu-

tion, including frontal cortex (Guo et al., 2014), striatum (Sippy

et al., 2015), thalamus, superior colliculus, and brainstem (Ar-

onoff et al., 2010). Overall, our data support the hypothesis

that whisker sensory signals need to transit through wS1/wS2

to initiate the goal-directed sensorimotor transformation under-

lying detection task performance.

Whisker-deflection-evoked responses developed selectively

during learning of the detection task in mPFC, but not during

neutral exposure (Figures 2 and 3). Both LFP and single units

in mPFC of mice trained in the detection task responded rapidly

to whisker deflection with latencies well below 50 ms, thus

occurring before onset of EMG activity and licking (Figures 1

and S3). On a trial-by-trial basis, responses in mPFC were

larger in Hit trials compared to Miss trials (Figure 4). Inactivation

of mPFC caused a strong impairment of task performance (Fig-

ure 4). Our data are consistent with recent cellular imaging

studies in the prelimbic area of mPFC showing neuronal activity

evoked by reward-predictive sensory cues in trained mice,

whereas little or no activity was evoked by irrelevant sensory

stimuli (Pinto and Dan, 2015) or in naive mice (Otis et al.,

2017). Fast, learned responses in mPFC may thus contribute

on the millisecond timescale to the conversion of sensory sig-

nals into goal-directed motor output. The specific development

of sensory responses during learning in mPFC may involve

ascending neuromodulators, such as dopamine or acetylcho-

line, signaling the behavioral relevance of the sensory stimulus
Neuron 97, 83–91, January 3, 2018 87
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(Gritton et al., 2016; Popescu et al., 2016; Teles-Grilo Ruivo

et al., 2017).

LFP measurements also revealed a sensory response in

dCA1 with a short latency below 50 ms (Figure 1), which

increased in parallel with task learning (Figure 2) and was

absent in neutral exposure mice (Figure 3). The dCA1 response

was larger in Hit trials compared to Misses, and inactivation of

dCA1 impaired task performance (Figure 4). Thus, learning

induces fast sensory processing of relevant sensory stimuli

in dCA1, and the activity of these neurons appears to be

necessary for task execution. Sensory processing has previ-

ously been reported in hippocampus, including whisker-

evoked responses (Pereira et al., 2007; Itskov et al., 2011)

and frequency-tuned auditory responses (Aronov et al.,

2017; Terada et al., 2017). Whisker-related sensory informa-

tion could reach the hippocampus through projections from

wS1/wS2 to the temporal association area and perirhinal

cortex (Aronoff et al., 2010), which in turn signal to hippocam-

pal-related brain regions. The hippocampus is thought to

contribute prominently to associative learning (Langston

et al., 2010; Pennartz et al., 2011) and could thus be involved

in contextual, experience-dependent learning of rewarded

sensory-motor associations. Reverberant cortico-hippocam-

pal interactions may contribute to reactivation of specific

experience-dependent cortical states (Ji and Wilson, 2007;

Girardeau and Zugaro 2011). It is thus possible that the

learned sensory responses in dCA1 during our whisker detec-

tion task might be involved in context-dependent reactivation

of the cortical circuits contributing to driving licking motor

output.

Interestingly, mPFC and hippocampus have been shown to

interact closely in a variety of goal-directed behaviors (Benche-

nane et al., 2010; Fujisawa and Buzsáki 2011; Euston et al.,

2012; Place et al., 2016). The convergence of task-dependent

signals from the mPFC and hippocampus in the nucleus accum-

bens (Goto and Grace, 2005; Pennartz et al., 2011)—an area

critically involved in reward-guided behaviors (Goto and Grace,

2005; Pennartz et al., 2011; Howe and Dombeck, 2016)—could

play an important role in the selection and triggering of the

appropriate motor command.

Altogether, our study demonstrates a fast and differential

recruitment of sensory and high-order cortical areas. Whereas

sensory areas responded regardless of the context, processing

in dCA1 and mPFC depended upon learning. In future studies, it
Figure 4. Neuronal Activity in mPFC and dCA1 Causally Contributes to

(A) Grand average SEPs computed for Hit (red) andMiss (black) trials frommice tra

color-coded p values for statistical test of the difference between Hit and Miss

windows). Vertical black bars indicate the times of the peak responses.

(B) Comparison of the peak amplitude of the SEPs for Hit (red) and Miss (gray) tria

Red p values indicate statistically significant differences between Hit and Miss (W

(C) Left: grand average PSTHs (mean ± SEM) computed for Hit (red) and Miss (bla

task (N = 7 mice). Right: scatterplot of the Hit-Miss difference in firing rate agai

significantly modulated mPFC RSUs recorded in trained mice. Red and blue ci

circles indicate significant Hit-Miss difference.

(D) Left: schematic drawing of the sites targeted for optogenetic inactivation on the

the detection task. Right: comparison of Hit rates (red and orange) and False-Alar

photo-inhibition applied to wS1, wS2, wM1, PtA, dCA1, or mPFC. Closed circle

p values indicate statistically significant differences between control trials and tr
will be important to identify the circuits and synaptic mecha-

nisms leading to the task-dependent development of sensory-

evoked responses in mPFC and dCA1 and to determine the

downstream circuits responsible for selecting and triggering

the appropriate motor output. In particular, it would be important

to determine how sensory information ultimately reaches brain

areas driving the behavioral response, such as the striatum

(Sippy et al., 2015) and motor-related frontal cortical areas

(Guo et al., 2014; Li et al., 2015).
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Dil Stain (1,1’-Dioctadecyl-3,3,30,
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Experimental Models: Organisms/Strains

Mice C57BL/6 Janvier labs C57BL/6J

Mice VGAT-ChR2-EYFP The Jackson Laboratory Jax014548; RRID: IMSR_JAX:014548

Software and Algorithms

Labview National Instruments http://www.ni.com/en-us.html

Klusta https://github.com/

kwikteam/klusta

Rossant et al., 2016

MATLAB R2015b MathWorks https://www.mathworks.com/

Other

High-impedance LFP electrodes FHC UEWSCGSELNND

Extracellular amplifier for LFP recording A-M Systems Model 3000 AC/DC Differential Amplifier

(Custom modified)
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Silicon probes A32-poly2 Neuronexus A1x32-Poly2-10mm-50 s-177

Extracellular multichannel amplifier for

silicon probe recording

Blackrock

Microsystems

CerePlex Direct

Blue (473 nm) DPSS laser with TEM00

mode, high power
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Chronic LFP database and analysis codes This paper https://doi.org/10.5281/zenodo.1063898

Acute mPFC spike recordings and analysis codes This paper https://doi.org/10.5281/zenodo.1063898

Optogenetic inactivation and analysis codes This paper https://doi.org/10.5281/zenodo.1063898

Muscimol inactivation and analysis codes This paper https://doi.org/10.5281/zenodo.1063898
CONTACT FOR REAGENT AND RESOURCE SHARING

Further information and requests for resources and reagents should be directed to and will be fulfilled by the Lead Contact, Sylvain

Crochet (sylvain.crochet@epfl.ch).

EXPERIMENTAL MODEL AND SUBJECT DETAILS

All procedures were approved by the University of Lyon 1 Animal Care Committee (project DR2013-47) and Swiss Federal Veterinary

Office (License number 1628) andwere conducted in accordancewith the French, Swiss and European Community guidelines for the

use of research animals. All efforts were made to minimize the number of animals used and their suffering. Twenty-six adult male

C57BL/6 mice (Janvier SAS, St. Berthevin, France; 6-8 week old at the time of surgery) were used for chronic local field potential

(LFP) recordings during the detection task (n = 14 mice) or the neutral exposure (n = 12 mice). Sixteen adult male C57BL/6 mice

were used for acute extracellular recordings using silicon probes during the detection task or neutral exposure. Thirty-three adult

male and female C57BL/6 mice were used for acute pharmacological inactivation and control experiments during the detection

task. Nineteen adult male and female VGAT-ChR2-EYFP transgenic mice (Jackson Laboratory, Jax014548) were used for local

optogenetic inactivation during the detection task. The mice implanted for LFP recording were housed individually to avoid deteri-

oration of the implanted connector. For other experiments, the mice were housed in groups of 2-4 mice. Mice were kept in a reverse
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light/dark cycle (light 7 p.m. to 7 a.m.), at a temperature of 22 ± 2�C with food available ad libitum. Water was restricted to 1 ml a day

during behavioral training with at least 2 days of free-access to water in the cage every 2 weeks. All mice wereweighed and inspected

daily during behavioral training.

METHOD DETAILS

Surgery
For chronic local field potential (LFP) recordings

Adult mice (6-8 weeks) were anesthetized with isoflurane supplemented with a mixture of N2O and O2. Carprofen (s.c., 5 mg/kg) was

administered before the surgery. Subcutaneous injections of saline (0.10-0.15 ml NaCl 0.9%) were administered every hour during

the surgery to prevent dehydration. A heating blanket maintained the rectally measured body temperature at 37�C. The head of the

mousewas fixed in a stereotaxic apparatus (Kopf) using ear-bars. An ocular ointment (Viscotears, Alcon) was applied over the eyes to

prevent drying. A mixture of Lidocaine 2% and Bupivacaine 0.5% was injected locally before skin incision. The skin overlying the

cortex was removed and the bone gently cleaned. The periosteal tissue, covering the scalp, was removed by gently scraping with

a scalpel blade. A thin layer of glue was applied on the exposed skull. Six high-impedance sharp tungsten microelectrodes

(10-12 MOhm, 75 mm shaft diameter, from FHC) were stereotaxically implanted individually using interaural coordinates (Paxinos

and Franklin 2008) (Figure S1A). The recording sites included: the barrel field of the primary somatosensory cortex (wS1: AP

1.95 mm; Lat 3.5 mm; Depth from surface 0.5 mm); the whisker secondary somatosensory cortex (wS2: AP 2.1 mm; Lat 4.2 mm;

Depth from surface 0.5 mm); the whisker primary motor area (wM1: AP 4.8 mm; Lat 1.0 mm; Depth from surface 0.4 mm); the parietal

associative area (PtA: AP 1.85 mm; Lat 1.6 mm; Depth from surface 0.5 mm); the prelimbic area of the medial prefrontal cortex

(mPFC: AP 5.8 mm; Lat 0.3 mm; Depth from surface 1.85 mm) and the CA1 area of the dorsal hippocampus (dCA1: AP 1.3 mm;

Lat 2.0 mm; Depth from surface 1.3 mm). Small craniotomies (�300 mm in diameter) were performed to allow the insertion of

each electrode that was slowly lowered vertically to the recording depth. For neocortical areas, the tip of the electrode was lowered

to a depth of 300-400 mm from the pia. For the hippocampus, we targeted the stratum radiatum of dCA1. When in position the elec-

trodes were glued to the skull (Cyanoacrylate adhesive, Sigma Aldrich) and cemented using acrylate dental cement (Palavit). Each

electrode was then soldered to a small electric connector. In some mice, two conventional surface EEG electrodes were implanted

onto the duramater over the parietal (AP 2.0, Lat 1.5) and frontal areas (AP 5.3, Lat 1.5) of the contralateral hemisphere. Two elec-

trodes were inserted in the neck muscles for nuchal EMG recordings. Two silver wires were inserted in contact with the cerebellum

on both sides for reference and grounding. A light-weight metal head-post was also cemented to the skull allowing painless head-

fixation during recording sessions. After the surgery, the animal was returned to its home cage and the analgesic Ibuprofen was

added to the drinking water for 3 days following surgery. At the end of the recording sessions, the animals were deeply anesthetized

with pentobarbital (60 mg/kg; i.p.). Small electrolytic lesions were performed to localize the position of each electrode (Figure S1B).

The animals were then transcardially perfused with 4% paraformaldehyde (PFA). The brain was removed and post-fixed in 4% PFA.

Brain sections of 100 mm were cut to identify the recording sites.

For acute inactivation and extracellular recording experiments

Adult mice (5-8 weeks) were anesthetized with a mixture of ketamine and xylazine (ketamine: 125 mg/kg, xylazine 10 mg/kg, i.p.).

Carprofen (0.5 mg/ml, 300 ml, i.p) was administered before the surgery. The body temperature was maintained at 37�C by a heating

pad. An ocular ointment (Viscotears, Alcon) was applied over the eyes. The head of the mouse was fixed in a stereotaxic apparatus

(Kopf). A mixture of Lidocaine 2% and Bupivacaine 0.5% was injected locally before skin incision. The skin overlying the cortex was

removed, the skull was cleaned with Betadine and the bone gently cleaned. A thin layer of glue was applied on the exposed skull.

A light-weight metal head-post was fixed to the right hemisphere with cyano-acrylate glue (Henkel, Dusseldorf, Germany) and dental

cement (Paladur, Heraeus Kulzer, Hanau, Germany). A chamberwasmade by building awall with dental cement along the edge of the

bone covering the left hemisphere. Targeted cortical areas for inactivation were marked using stereotaxic coordinates on the surface

of the skull, except for wS1 andwS2 that were targeted using intrinsic optical imaging. After the surgery, the animal was returned to its

home cage and the analgesic Ibuprofen was added to the drinking water for 3 days following surgery.

Optogenetic inactivation of superficial cortical areas (wS1, wS2, wM1 and PtA) was performed through the bone. The bone was

thinned just above the targeted area and then covered with a thin layer of glue under isoflurane anesthesia the day before. For phar-

macological inactivation, optogenetic inactivation of deep cortical areas (mPFC and dCA1) and acute mPFC recording with silicon

probes, a small craniotomy (300-500 mm in diameter) was opened a few hours (> 3 h) or the day before the experiment to access the

targeted cortical area. The mice were anesthetized with isoflurane (3% for induction then 1%–2%). Carprofen (0.5 mg/ml, 300 ml, i.p)

was administered before the surgery. The open craniotomy was covered with Silicone sealant (Kwik-Cast, WPI) and the mouse was

returned to its home cage for recovery.

At the end of the experiments, each mouse was deeply anesthetized with pentobarbital (60 mg/kg; i.p.), and then transcardially

perfused with 4% paraformaldehyde (PFA). The brain was removed and post-fixed in 4% PFA. Brain sections of 100 mm were cut

to identify injection site, optic fiber position or recording site in mPFC.
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Behavior
A total of 72 mice (male and female; wild-type C57BL/6J and VGAT-ChR2-EYFP) were trained in the detection task. Mice were first

habituated to be head-restrained over a period of 2-3 days (Figure S2A). The day before training, all whiskers were trimmed except for

the C2 whiskers on both sides, and the mice were water restricted to 1 ml of water/day. Their weight and general health status were

then carefully monitored every day using a score sheet. Mice were trained daily with one session/day. The training started with two

sessions of ‘free-licking’ during which the mice were rewarded (5 ml of water) every time they licked the water spout if the lick was

preceded by a 3-4 s period without any lick (No-lick). Licks were detected with piezo film attached to the reward spout (Figure S2A).

The subsequent days, themicewhere engaged in one of the two behavioral tasks (detection task or neutral exposure). For both tasks,

the right C2 whisker was stimulated using a brief 1 ms magnetic pulse to elicit a vertical deflection that was transmitted by a small

metal particle glued on the whisker (Figure S2A) (Sachidhanandam et al., 2013; Sippy et al., 2015; Yamashita and Petersen, 2016).

Ambient white noise (80 dB) was played continuously to mask any potential auditory cue generated by themagnetic pulse or external

noise that could distract the mice. Behavioral control and behavioral data collection were carried out with custom-written computer

routines using a National Instruments board interfaced through LabView or MATLAB (MathWorks).

For the detection task (Figure S2B), trials with whisker stimulation (Stimulus trials) or those without whisker stimulation (Catch trials)

were started without any preceding cues, at random inter-trial intervals ranging from 6 to 12 s. Catch trials were randomly interleaved

with Stimulus trials, with 50% probability of all trials. If the mouse licked in the 3-4 s no-lick window preceding the time when the trial

was supposed to occur, then the trial was aborted (Figure S2B). Catch trials were present from the first day of training. Mice were

rewarded only if they licked the water spout within a 1 s response window following the whisker stimulation (Hit). After each training

session, the amount of water collected by the mice was computed from the number of Hit trials (Number of Hit x Reward Size) and a

supplement of water was given to each mouse to reach a daily amount of 1 ml. The body weight maintained over 80% of the initial

value (just before water restriction).

For the neutral exposure task (Figure S2B), 21 mice were trained to collect the reward by licking the water spout with an inter-trial

interval ranging from 6 to 12 s and after a no-lick period of 3-4 s, similar to the detection task. At random times the same 1mswhisker

stimulus was delivered to the C2 whisker with an inter-stimulus interval ranging from 6 to 12 s and a probability of 50%. The whisker

stimulus was not correlated to the delivery of the reward, therefore, no association between the stimulus and the delivery of the

reward could be made. In this behavioral paradigm, mice were exposed to the whisker stimulus during 7-10 days.

Multisite local field potential recordings
Recordings were performed daily during each behavioral session. Each electrode was connected to the head-stage of the amplifier

(custom modified Model 3000 AC/DC Differential Amplifiers, A-M Systems, USA). LFPs were recorded using one of the two silver

wires implanted in the cerebellum as reference, the other wire being connected to the ground. EEG and EMG were recorded differ-

entially. Signals were band pass filtered between 0.1-1000 Hz for the LFPs and EEG, and 10-20000 Hz for the EMG. The signals were

digitized and recorded at 2 kHz on a Vision XP (LDS Nicolet).

Silicon probe recordings
Extracellular spikes in the mPFC were recorded using silicon probes (A1x32-Poly2-10mm-50 s-177, NeuroNexus, MI, USA) with 32

recording sites along a single shank covering 775 mm in depth. The probe was lowered gradually with a 10� angle relative to vertical,

until the tip reached a depth of �2300 mm under the surface of the pia. The probe was coated with DiI (1,1’-dioctadecyl-3,3,303’-tet-
ramethylindocarbocyanine perchlorate, Invitrogen, USA) for post hoc recovery of the recording location (Figure S1C). The signals

were filtered between 0.3 Hz and 7.5 kHz and amplified using a digital headstage (CerePlex M32, Blackrock Microsystems, UT,

USA). The headstage digitized the data with a sampling frequency of 30 kHz. The digitized signal was transferred to our data acqui-

sition system (CerePlex Direct, Blackrock Microsystems, UT, USA) and stored on an internal HDD of the host PC for offline analysis.

Pharmacological inactivation
Pharmacological inactivations were performed on mice trained in the detection task after reaching good performance (mean Hit

rate = 0.73 ± 0.14 and mean False-Alarm rate = 0.20 ± 0.14 the day before, n = 33 mice). A small craniotomy was performed under

isoflurane anesthesia, over one of the targeted areas a few hours (3-4 h) or a day before. On the test session, behavioral performance

in the detection task was assessed during a 5-min control block. Then, 4 or 5 injections of 100 nL of Muscimol (BioTrend, USA) 5 mM

(0.62 mg/ml) dissolved in Ringer’s, or Ringer’s alone for control experiments, were performed at (1000,) 800, 600, 400 and 200 mm

below the pia for wS1, wS2, wM1 and PtA, at 1800, 1600, 1400 and 1200 mm below the pia for dCA1 and at (2100,) 2000, 1900,

1800 and 1700 mm below the pia for mPFC using a hydraulic injection system (Narishige) with a glass micropipette (tip 10 to

20 mm) attached to a micromanipulator. Ringer’s solution contained (in mM) 135 NaCl, 5 KCl, 5 4-(2-hydroxyethyl)-1-piperazineetha-

nesulfonic acid (HEPES), 1.8 CaCl2, 1 MgCl2. For some injections, 0.1% Chicago Sky Blue was added to visualize the location of the

injection site. Thirty minutes after the last injection, the behavioral performance in the detection task was again assessed. One or two

inactivation experiments were carried out per mouse spaced by at least one day of recovery with a normal behavioral session.
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Optogenetic inactivation
Optogenetic inactivations were performed in VGAT-ChR2mice trained in the detection task once reaching good performance (mean

Hit rate = 0.85 ± 0.10 andmean False-Alarm rate = 0.21 ± 15 on no-light trials, n = 19mice). Themicewere trained in the detection task

with an ambient blue masking light. On the testing day, an optic fiber (400 mm; NA = 0.39, Thorlabs) was positioned in contact to the

thinned bone for superficial areas or lowered through the cortex just above the left dCA1 at a depth of 1000 mm below the pia. For

mPFC, an optic fiber (300 mm; NA = 0.39, Thorlabs) was lowered into the left hemisphere with an angle of 10� (lateral to medial) at a

depth of 1700 mm, just above the prelimbic area of mPFC. The optic fiber was connected to a blue Laser (473 nm, GMP). On light

trials, a 200 Hz train of blue light pulses (50% duty cycle; peak power of 25-32 mW) was applied 100 ms before the onset of the trial

for a duration of 600ms. Light trainswere randomly applied to 30%of both Stimulus andCatch trials (50%–50%Stimulus/Catch trials

probability). One to three cortical areas were tested on the samemouse over different sessions, but only one area was inactivated on

a given session and at least one control session without any inactivation was performed between two inactivation sessions.

QUANTIFICATION AND STATISTICAL ANALYSIS

Behavior quantification and selection of trained days
For the detection task, the performance of the animals was assessed by computing the Hit rate (number of Hit trials divided by num-

ber of Stimulus trials) and the False-Alarm (FA) rate (number of FA trials divided by number of Catch trials) (Figures S2C and S2D). We

also computed the d’ as follows: d’ = Z(Hit rate) � Z(FA rate) where the function Z(p), p ˛ [0,1], is the inverse of the cumulative dis-

tribution function of the Gaussian distribution. The loglinear correction for extreme values of d’ has been used systematically (Hautus,

1995). To analyze the sensory evoked response in trained mice, we selected the first 3 days that fulfilled the following criteria: training

day > 4 and d’ > 1 (mean = 7.77 ± 1.33 days; range 5-12 days). For the neutral exposure experiments, we selected the last 3 days of

neutral exposure (mean = 8.25 ± 1.22 days; range 5-10 days). For the analysis of Hit trials, trials with premature licks occurring within

100 ms after the whisker stimulus were excluded because they may represent licking by chance – similar to False-Alarms – rather

than a response to the whisker stimulus.

For pharmacological inactivation experiments, we computed the performance of themicewithin a 5min block, starting 30min after

the end of the injection in order to homogenize and limit the effect of Muscimol diffusion. We then compared the effect of Muscimol

injection in a given area to a control group which received Ringer’s injection in different cortical areas (wS1, n = 2 mice; wS2, n = 2

mice; wM1, n = 5 mice; PtA, n = 2 mice; and mPFC, n = 1 mice). For optogenetic inactivation experiments, we directly compared the

performance on randomly intermingled trials with and without blue laser pulses for the same session.

LFP database and analysis
For multisite LFP experiments a database of recordings was made after selection of the recordings based on anatomical verification

and the absence of electrical artifacts. From the 14 mice recorded during the detection task, we selected: 11 recordings in wS1, 11

recordings in wS2, 6 recordings in wM1, 11 recordings in PtA, 9 recordings in dCA1 and 10 recordings in mPFC. From the 12 mice

recorded during the neutral exposure, we selected: 8 recordings in wS1, 11 recordings in wS2, 5 recordings in wM1, 7 recordings in

PtA, 8 recordings in dCA1 and 10 recordings in mPFC.

In order to compute the average sensory evoked potentials, the LFPs were band pass filtered between 0.1 and 100 Hz after

removing the stimulus artifact elicited by the magnetic pulse. Sensory evoked potentials were then averaged for the different con-

ditions. A baseline correction (50 ms before the trial onset) was applied to every trial. To compute the peak amplitude of the sensory

evoked potentials, we determined for each session the time of the first peak in the average sensory evoked potentials computed for

all Stimulus trials in trained or exposed mice. Then the peak was measured at the same time point for the different conditions (Hit

versus Miss, Trained versus D1, Exposed versus D1).

Spike sorting and analysis
For silicon probe recordings, the spiking activity on each probe was detected and sorted into different clusters using the KlustaSuite

(Rossant et al., 2016). After an automated clustering step, clusters were manually sorted and refined. Only well isolated single units

were included in the dataset. The isolated units were classified as Fast-Spiking Units (FSUs, putative inhibitory interneurons) and

Regular-Spiking Units (RSUs, putative pyramidal cells) based on the duration of the spike waveforms (peak to return-to-baseline

time) (Figure S1D).

Receiver Operating Characteristic (ROC) Analysis
ROC analysis was performed from LFP data using the ‘‘perfcurve’’ function from MATLAB. ROC curves were built by comparing the

distribution of the mean amplitude of the LFP on a 10 ms time-window for Stimulus and Catch trials. The area under this curve was

then used as the Stimulus Probability (SP) for this time-window. The whole SP curve was computed by sliding the 10ms time-window

by steps of 2.5 ms before and after whisker stimulus onset. The grand-average SP curve was then computed by averaging SP curves

across mice. Chance level for Stimulus Probability was assessed by shuffling trial labels (Stimulus and Catch trials) 100 times to

obtain a mean shuffled SP curve for each mouse.
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Statistical analysis
Most statistical analyses were performed using non-parametric tests. Wilcoxon Signed Rank test was used for comparison between

two conditions from the same recording sites andmice. Dunn-Holland-Wolfe test was used to compare the latency and peak-time of

the sensory evoked response across recorded areas.Mann-Whitney two sample rank test with Bonferroni-Holm correction was used

to compare the effect of Muscimol inactivation with Ringer’s injection (control group). Correlation between the amplitude of the sen-

sory evoked response and performance (d’) was assessed using Pearson correlation with t statistics. For mPFC spike recordings,

significantly modulated units were computed by comparing the mean firing rate of each unit across hit trials during the 1 s window

after trial onset and the 1 s window before trial onset. The p values for positively and negatively modulated units were obtained by

bootstrapping the trials 1000 times and comparing the distribution of firing rate differences to zero. Values in the text and figures are

expressed as mean ± SD, unless otherwise mentioned.

DATA AND SOFTWARE AVAILABILITY

The full dataset and analysis code are available on the CERN Zenodo database: https://doi.org/10.5281/zenodo.1063898.
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