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We study the effects of disorder on semi-infinite Weyl and Dirac semimetals where the presence
of a boundary leads to the formation of either Fermi arcs/rays or Dirac surface states. Using a local
version of the self-consistent Born approximation, we calculate the profile of the local density of
states and the surface group velocity. This allows us to explore the full phase diagram as a function
of boundary conditions and disorder strength. While in all cases we recover the sharp criticality in
the bulk, we unveil a critical behavior at the surface of Dirac semimetals, which is smoothed out by
Fermi arcs in Weyl semimetals.

Introduction. – Three dimensional nodal semimetals
are materials where several energy bands cross linearly
at isolated points in the Brillouin zone: two bands in
Weyl semimetals [1, 2], and four bands in Dirac semimet-
als [3–5]. They exhibit remarkable phenomena related to
the relativistic nature of the low energy excitations and
topological properties of band structure [6–9]. In partic-
ular, the bulk-boundary correspondence leads in Weyl
semimetals to topologically protected surface-localized
states in the form of Fermi arcs that connect the surface
projections of Weyl nodes with opposite chirality [10–
12]. They have been observed using photoemission spec-
troscopy in inversion-symmetry-breaking crystals such as
tantalum arsenide (TaAs) [1, 13] and niobium arsenide
(NbAs) [2], where their shape and topological properties
agree beautifully with first-principle calculations [14]. In
Dirac semimetals, scattering from the boundary can also
produce propagating surface modes with energies near
the bulk band crossing which, however, are not topolog-
ically protected [8]. Experimentally, Dirac semimetals
host at least one pair of Dirac nodes (like in Na3Bi),
so that the Fermi surface may consist of two arcs that
bridge the two bulk nodes [15]. The local properties of
the emergent surface states are controlled by the bound-
ary conditions, which describe how the different degrees
of freedom such as pseudospin and valley index mix upon
quasiparticle reflection from the surface [16–18].

The presence of disorder such as lattice defects or im-
purities can strongly modify the behavior of clean ma-
terials, or even lead to quantum phase transitions such
as Anderson localization [19]. A new type of disorder-
induced quantum phase transition was recently discov-
ered in relativistic semimetals [20], wherein a strong
enough disorder drives the semimetal towards a diffu-
sive metal. Inside the bulk, the average density of states
(DoS) at the nodal point plays the role of an order param-
eter, since it becomes nonzero above a critical disorder
strength [21–29]. This bulk transition has been inten-
sively studied using both numerical simulations [30–35]
and analytical methods [36–42]. The effects of rare events
have also been much debated [43–52].

How disorder affects the surface states of relativistic
semimetals is much less known. Perturbative calculations
show that the surface states in generic Dirac materials
are protected from surface disorder due to a slow decay

of the states from the surface [16]. Numerical simulations
also indicate that while Fermi arcs in Weyl semimetals
are robust against weak bulk disorder; they hybridize
with nonperturbative bulk rare states as the strength of
disorder gradually increases and completely dissolve into
the emerging metallic bath at the bulk transition [53, 54].

In this Letter we study the effect of weak disorder on
the surface states produced by generic boundary con-
ditions in a minimal model for both Weyl and Dirac
semimetals. We develop a local version of the self-
consistent Born approximation (SCBA) [42], which en-
ables us to compute the DoS profile and the surface group
velocity for different disorder strengths. We then investi-
gate the full phase diagram in the presence of a surface,
and show that to some extent it is similar to the one for
semi-infinite magnetic systems, which exhibit ordinary,
surface and extraordinary phase transitions [55, 56]. In
particular, we find that when the boundary of a nodal
semimetal hosts single-cone Dirac surface states, it turns
into a metallic state at a critical disorder strength which
is lower than that for the bulk. Upon further increasing
disorder, the bulk, in turn, becomes metallic through the
transition which is called extraordinary, since the bulk
ordering takes place in the presence of the ordered sur-
face. Surface and extraordinary transition lines meet at
the special point. In material realizations of Weyl and
Dirac semimetals, the surface criticality is smoothed out
by the presence of surface states that populate the Fermi
arcs even in the clean sample.

Boundary conditions for a semi-infinite semimetal. –
The Nielsen-Ninomiya theorem constrains relativistic
semimetals to host pairs of nodes with opposite Berry
charges [57]. A minimal low energy theory for such ma-
terials thus comprises two Weyl nodes of opposite chiral-
ities, separated in the Brillouin zone by a momentum 2b.
Below a suitable cut-off momentum Λ, the quasiparticles
are determined by the binodal Weyl Hamiltonian [58]

H0 = iτzσ ·∂ + τ0σ ·b, (1)

where ∂ = (∂x, ∂y, ∂z) denotes the gradient operator. In
Eq. (1), we use the Pauli matrices σ = (σx, σy, σz) and
(τx, τy, τz) for the pseudospin and valley – or chiral –
degrees of freedom, respectively. The identity matrices
are denoted as σ0, τ0. We can formally tune b to describe
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FIG. 1. Projection to the surface Brillouin zone (kx, ky) of
bulk Weyl cones with chiralities +1 (red) and −1 (blue). Sur-
face states disperse along lines at the Fermi level (orange).
(a) Fermi rays oriented by the vectors e±. (b) Fermi arc with
curvature α. (c) Surface cone with Fermi velocity cosα.

either a pair of Weyl cones (b arbitrary) or a single Dirac
cone (b = 0). Notice that to prevent the two Weyl nodes
from hybridizing and opening a gap when b vanishes,
additional space symmetries must be present.

In a semi-infinite material filling the z ≥ 0 half-
space, we must supplement the bulk Hamiltonian (1)
with proper boundary conditions (BC) at the surface.
Assuming a generic BC that can describe not only a
free surface, but also a surface that is covered by vari-
ous chemical layers, we impose

Mψ|z=0+ = ψ|z=0+ , (2)

where the unitary hermitian matrix M ensures the nullity
of the transverse current : {M, τzσz} = 0 [17, 18]. Two
classes of matrices satisfy these criteria. They are both
parametrized by a pair of angles (θ+, θ−) such that

{
M1 = τ+(σ · e+) + τ−(σ · e−),

M2 = (τ · e+)σ+ + (τ · e−)σ−,

(3a)

(3b)

where e± = (cos θ±, sin θ±, 0) are two unitary vectors of
the surface, and µ± = (µx± iµy)/2 with µ = τ, σ are the
chiral and pseudospin projectors.

The BC (3a) describes Weyl fermions that retain the
same chirality under scattering from the boundary. The
emerging surface states at the Fermi level distribute along
two independent Fermi rays pointing in the directions or-
thogonal to eχ stemming from the nodes of topological
charges χ = ±1 respectively, regardless of the distance
between the nodes, as illustrated in Fig. 1(a). This BC
breaks the O(2) rotational symmetry in the (x, y) plane
by imposing the rays’ orientations, which must be deter-
mined by microscopic details of the boundary, and thus
should be extremely sensitive to surface roughness [59].
It also mixes neighboring Landau levels in a background
magnetic field, so that the Landau quantization is ill-
defined [60]. Seemingly infinite Fermi rays extend to the
full Brillouin zone and thus could terminate at another
remote pair of Weyl nodes [17].

The BC (3b), on the contrary, mixes chirality of re-
flected quasiparticles, and thus depends qualitatively on
the relative positions of the Weyl nodes. Without loss

of generality, we align the nodes in the x direction tak-
ing b = bex + bzez. (i) For a nonzero half-separation b
between the surface projections of the nodes, the surface
states at the Fermi level disperse along a curved Fermi
arc. Its parametric equation reads φ+−φ−+θ+−θ− = 0,
where φχ is the angle formed by the momentum mea-
sured from the node of chirality χ with the x axis. This
defines a circular arc with aperture angle 4α and perime-
ter LFA = 4bα/ sin(2α), as shown in Fig. 1(b), where the
angle α = (π + θ+ − θ−)/2 ∈ [0, π/2] reduces here to
θ+ due to the alignement of the nodes along the x axis.
In experiments [61–63], Fermi arcs are usually distorted
because of higher-order corrections to the linear disper-
sion relation. They can join two Weyl nodes (our model)
but also two Dirac nodes or surface-projected nodes with
higher topological charges, in which case multiple arcs are
attached to the pair. (ii) When b = 0, the surface states
are nontopological and form a single cone with Fermi ve-
locity v0 = cosα that extends in either the electron or
hole side depending on the direction of the normal to the
surface [16]. In our case, this corresponds to the positive
energies, as shown in Fig. 1(c). This electron-hole surface
asymmetry persists in the presence of a magnetic field or
a gap where the dispersion relation also depends on the
extra parameter θτ = (θ+ + θ−)/2 [16].

Treatment of disorder. – Point-like impurities gen-
erate disorder that is insensitive to the chiral and pseu-
dospin degrees of freedom. Assuming the density of im-
purities is uniform in the bulk, we model such defects by
a random, scalar, gaussian potential V (r) with zero av-
erage and short-range variance γδ(r). In an infinite sam-
ple, disorder induces a second-order transition towards a
diffusive metal phase above a nonzero critical value γ∗,
though the critical point is probably avoided due to rare
events [43–52]. The bulk average DoS ρ̄b, which vanishes
on the semimetal side, increases in a power-law fashion
ρ̄b ∼ (γ−γ∗)β above the critical point [21–29]. As shown
below, the spatially resolved DoS reveals this behavior for
all BC, but also a new surface transition in a single Dirac
cone.

Local self-consistent Born approximation. – The
boundary breaks translational invariance along the per-
pendicular direction. Consequently, the retarded Green’s
function of the clean system G0(ε, z, z′) depends not only
on the distance z− z′ between the points but also on the
absolute distance z + z′ to the surface. It satisfies the
boundary condition MG0(ε, 0, z′) = G0(ε, 0, z′). Notice
that we omit the explicit dependence on the momentum
k parallel to the boundary for the sake of brevity. Intro-
ducing the disorder-averaged Green’s function G(ε, z, z′),
which satisfies the same boundary condition, we define
the corresponding self-energy Σ as

[H0 − (ε− Σ(ε, z))τ0σ0]G(ε, z, z′) = δ(z − z′)τ0σ0, (4)

Within the SCBA and for point-like disorder the self-
energy Σ is momentum-independent in the bulk and pro-
portional to the unit matrix [42]. In the absence of trans-
lational invariance it is a function of z and satisfies the



3

Out[]=
0.0

0.1

0.2

0.3

0.4

0.5

(a)

0.0

0.1

0.2

0.3

0.4

0.5

(b)

FIG. 2. LDoS profile for various disorder strengths ∆. The
bulk density increases as 1

2
(1−∆−2) above the critical value

∆∗
b = 1, and vanishes below. (a) Fermi rays (M1 BC). (b)

Dirac surface states (M2 BC) with α = π/4.

self-consistency equation

Σ(ε, z) = −γ
4

∫
|k|<Λ

d2k

(2π)2
Tr [G(ε, z, z)] . (5)

The solution to equations (4)-(5), where the latter relates
the self-energy at position z to its values at all points,
requires the inversion of a non-transitionally invariant
Green’s function. The problem is greatly simplified if
one assumes that the spatial variations of the self-energy
are small, that is to say if ∂Σ/∂z � Σ2. In this ap-
proximation we replace G(ε, z, z) with G0(ε−Σ(ε, z), z, z)
in Eq. (5) so that the self-energy now satisfies a self-
consistency equation whose both sides involve Σ(ε, z) at
the same position z. We refer to this scheme as the local
self-consistent Born approximation (LSCBA).

In the presence of disorder, the surface band crossing
arising from the M2 BC is shifted from the bulk nodal
energy by ReΣ(ε, z) similar to that found in [64]. In this
case it is natural instead of computing the density profile
at a fixed chemical potential, e.g. at the bulk Fermi level,
to calculate it at the energy of the local density minimum
εF given by εF(z) = ReΣ(εF(z), z). This allows one to
probe the band crossing structure close to the surface as
a function of the distance to the surface and strength of
disorder. To that end we introduce the disorder-induced
broadening Γ > 0 as εF(z) − Σ(εF(z), z) = iΓ(z), from
which we extract the minimum of the average LDoS at
pozition z, which in natural units reads

ρ̄(z) = −4πImΣ(εF(z), z)

γΛ2
=

Γ(z)

∆Λ
, (6)

where ∆ = γΛ/4π is the dimensionless disorder strength.

Effect of disorder on Dirac surface states. – Let us
focus first on the case b = 0. Using the LSCBA (5) we
calculate the self-energy for both BC leading either to
Fermi rays for M1 or to Dirac surface states for M2. The
corresponding LDoS profiles computed using Eq. (6) are
depicted in Fig. 2(a) for Fermi rays, and in Fig. 2(b)
for Dirac surface states with α = π/4. For both BC,
we recover the bulk transition for infinite z and at the
critical disorder strength ∆∗b = 1, above which the LDoS
behaves as ρ̄b = 1

2

(
1−∆−2

)
∝ |∆ − ∆∗b|β with β = 1.

Below this critical value, the LDoS vanishes, as in infinite
systems within the SCBA [65]. Exactly at criticality, the
LDoS profile decreases algebraically as (Λz)−1.

Near the surface, however, the LDoS behaves very dif-
ferently depending on the BC. For Fermi rays, disorder
does not impact the density close to the boundary, which
remains always finite since the rays pass through the
whole Brillouin zone (see Fig. 1(a)). The surface modes
populating the rays propagate diffusively with a decreas-
ing mean free path l = 2/∆ as we gradually increase
the disorder strength, and dissolve into the metallic bulk
above the semimetal-metal critical point.

On the contrary, the local density of Dirac surface
states vanishes above a distance Λz = ξ from the bound-
ary such that

1− e−2ξ

2ξ
=

∆−1 − 1

(tanα)2
. (7)

Hence, Dirac surface states extend into the bulk over
this penetration length ξ; they spread maximally at bulk
criticality where it diverges like ξ ∼ |∆ − ∆∗b|−ν with
ν = 1, which can be identified with the correlation length
exponent.

Indeed, the values of the exponents β and ν agree
with the mean-field values of the critical exponents for
the order parameter and correlation length at the 3D
semimetal-diffusive metal transition computed within the
SCBA [65]. In addition, ξ vanishes at the disorder
strength ∆∗s = (cosα)2 < ∆∗b, below which the LDoS is
zero everywhere. These cues signal that a surface transi-
tion takes place at ∆∗s .

Before we consider the full phase diagram, let us dis-
cuss the validity of the LSCBA. The local approximation
is justified when the derivative of Γ(z) is small with re-
spect to Γ(z)2, which is satisfied close to the surface and
deep in the bulk. It breaks down at intermediate dis-
tance to the boundary Λz ∼ 1, where the solutions of
the LSCBA for Λz = 0 and for Λz � 1 match smoothly.
Notice that the exact vanishing of the density for Λz > ξ,
is an artifact of this local approximation.

The LSCBA leads to the surface density of Dirac sur-
face states shown as a function of disorder strength ∆
and for various surface Fermi velocities v0 = cosα in
Fig. 3. Except for nondispersing flat bands (α = π/2),
eigenstates do not populate the Fermi node until a crit-
ical disorder strength ∆∗s = v2

0 , in agreement with di-
mensional analysis. The corresponding phase diagram,
shown in Fig. 4, resembles the one for semi-infinite spin
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FIG. 3. Surface density of Dirac surface states (b = 0, solid
curves) and Fermi arcs (b = Λ/10, dashed curves), as a func-
tion of disorder strength ∆, for several mixing angles between
the chiral degrees of freedom α ∈ [0, π/2]. The Dirac surface
states become metallic above the critical value ∆∗

s = (cosα)2.
Weyl semimetals avoid this critical point.

systems [55, 56], except that there is no ordinary tran-
sition, where the surface and the bulk develop an order
parameter simultaneously. At the surface critical line
∆∗s (α), the boundary turns into a metallic state, while
the bulk remains a semimetal. The bulk undergoes a
transition only at ∆∗b > ∆∗s , when the surface is already
metallic; this is known as an extraordinary transition.
In addition, the surface and extraordinary critical lines
merge at the special point (α = 0,∆ = 1). In contrast
to spin systems, the surface transition can only exist on
the boundary of three-dimensional semimetals, but not
in infinite two-dimensional Dirac materials.

The group velocity also reveals a critical behavior at
the surface transition. Using its definition v = ∂kεs [49],
where εs(k) denotes the surface relation dispersion, we
express it as [66]

v = v0[1− ∂ε(ReΣ)(εF(z = 0), z = 0)]−1 (8)

at the surface nodal level, where v0 is the group velocity
of the clean Dirac surface states. We compute ∂ε(ReΣ)
by solving Eq. (5) numerically for energies ε around εF(0).

ξ = ∞
ξ = 0

S E

π

2

0
∆

α

1

DSM

MS
(ξ finite)

MS+MB

FIG. 4. Phase diagram in the (∆, α) plane of Dirac semimet-
als hosting single-cone surface states (DSM). Beyond the sur-
face critical line S : ∆∗

s = (cosα)2, metallic eigenstates pop-
ulate the surface (MS). Beyond the extraordinary line E :
∆∗

b = 1, the bulk becomes metallic as well (MS+MB).
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FIG. 5. Group velocity v as a function of disorder strength
∆, for several α ∈ [0, π/2] (see legend of Fig. 3). The solid
curves are for Dirac surface states (b = 0); the dashed curves
for Fermi arcs (b = Λ/10). Inset: the group velocity is locally
orthogonal to the arcs.

Figure 5 shows that at surface criticality, where the dis-
persion relation reads εs ∝ kzs , the group velocity van-
ishes like v ∝ |∆−∆∗s |ν(zs−1) with the surface dynamical
exponent zs = 2.

Effect of disorder on Fermi arcs. – As shown in Fig. 3
a nonzero separation b between the surface-projected
nodes generates a nonzero surface density ρ̄s ∝ b2 for
arbitrary weak disorder. This smooths out the sharp
surface transition. The penetration length of a surface
state has a minimum at the middle of the Fermi arc and
is infinite at the nodal points [67]. With increasing disor-
der strength the Fermi arcs broaden. The minimal pen-
etration length grows with disorder and diverges at the
extraordinary transition, which reflects dissolving of the
surface states into the bulk [67]. The group velocity com-
puted for the Fermi arc states at the junctions with the
nodal points is shown in Fig. 5. It always remains fi-
nite, which also indicates that the surface transition is
avoided.

Conclusion and Outlook. – We have studied the
full phase diagram of disordered semi-infinite relativistic
semimetals as a function of boundary conditions and dis-
order strength. To that end we calculated the spatially
resolved density of states and the surface group veloc-
ity using a local self-consistent Born approximation. We
have shown that with increasing the strength of disor-
der, Dirac semimetals hosting single-cone surface states
undergo a surface phase transition from a semimetal to
a surface diffusive metal, followed by an extraordinary
transition to a bulk diffusive metal. For Weyl semimetals
this surface transition is smoothed out due to the finite
extension of the Fermi arcs or Fermi rays. We found that
within the LSCBA the critical exponents at the surface
and special transitions are identical to those computed
using the SCBA for the bulk transition. However, we ex-
pect that their actual values are different similar to the
Anderson transition in a semi-infinite systems [68]. The
multifractality of critical surface states is also expected
to differ from that in the bulk [69, 70].
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SUPPLEMENTAL MATERIAL

A. GREEN’S FUNCTION OF THE CLEAN SEMI-INFINITE SEMIMETAL

The Green’s function G0 of a clean semi-infinite system can be Fourier-transformed in the two directions (x, y)
parallel to the surface, but not in the transverse direction z due to the absence of translational invariance. We can
thus express G0 in a mixed momentum-real space, as a function of the parallel components kx and ky of the wavevector,
and of two distances (z, z′) to the boundary. To simplify the notation we will omit the explicit dependence of G0 on
kx and ky. The Green’s function can be found from the equation

[H0 − ετ0σ0]G0(ε, z, z′) = δ(z − z′)τ0σ0, (A1)

where the bulk Hamiltonian H0 = τzσxkx + τzσyky + iτzσz∂z + τ0σxb+ τ0σzbz is expressed in mixed momentum-real
space. The Green’s function has to satisfy the boundary condition MG0(ε, 0, z′) = G0(ε, 0, z′). A general solution
to Eq. (A1) can be written as a sum of two terms: a particular solution for the infinite system, and a solution of
the corresponding homogeneous equation. The part of the solution which is off-diagonal in the pseudospin sector
reads [18]

(G0)
σ̄σ
χχ′(ε, z, z

′) =
χ(kχx + iσkχy )

2(qχ + iχbz)

[
δχχ′e

−(qχ+iχbz)|z−z′| − (A0)
σ̄σ
χχ′e

−(qχ+iχbz)(z+z′)]
]
, (A2)

where σ and σ̄ = −σ are pseudospin components, χ, χ′ are two independent chiral components, kχ = k+χb ex is the
momentum measured from the surface-projected node of chirality χ, and q2

χ = (kχ)2 − ε2. Like the Hamiltonian, the
Green’s function is a four-times-four matrix, defined in the product space of the pseudospin and chiral sectors. The
components which are diagonal in pseudospin can be found thanks to the relation

(G0)
σσ
χχ′(ε, z, z

′) =
ε− iχσ∂z + σbz
χ(kχx + iσkχy )

(G0)
σ̄σ
χχ′(ε, z, z

′). (A3)

The coefficient A0 of Eq. (A2) is fixed by the boundary conditions. For the M1 boundary condition, only the diagonal
chiral components are nonzero:[

(A0)
σ̄σ
χχ′

]
1

=
ε− iχσqχ + 2σbz − χe−iσθχ(kχx + iσkχy )

ε+ iχσqχ − χe−iσθχ(kχx + iσkχy )
δχχ′ , (A4)
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where θ± are the two angles that parametrize M1. For the M2 boundary condition, the chiral components are coupled,
and A0 takes a more complex form, [

(A0)
σ̄σ
χχ′

]
2

= 1−
2iχσeiχθσ̄qχ(kχ̄x + iσkχ̄y )

Dσ̄σ
χχ′

, (A5)

where the denominator reads

Dσ̄σ
χχ′ = eiχθσ̄ (ε+ iχσqχ)(kχ̄x + iσkχ̄y ) + eiχθσ (ε+ iχ̄σqχ̄)(kχx + iσkχy ). (A6)

B. SURFACE STATES OF THE CLEAN SYSTEM

The Green’s function for the clean system of Eq. (A2) admits a pole proportionnal to qχ + iχbz. This pole

determines the bulk dispersion relations εχb(k) = σ
√

(kχ)2 + b2z for the two nodes of chirality χ = ±1, where the
pseudospin σ = ±1 dictates the particle or hole side of the energy band. However, the coefficient A0 of the excess
contribution to the Green’s function, which appears only in the presence of a boundary, admits a different pole.
This other pole determines the dispersion relation of the surface-localized eigenstates, and depends on the boundary
conditions. We determine the properties of these surface states for all possible boundary conditions: M1, M2 and all
combinations thereof which respect the unitarity and the vanishing of the transverse current.

1. M1 boundary condition

The pole D1 for the M1 boundary condition is the denominator of Eq. (A4) :

D1(ε,k) = ε+ iχqχ − χe−iσθχ
(
kχx + ikχy

)
. (B1)

There are two independent relation dispersions εχs (k) : one for each node of chirality χ = ±1. Thus the properties
of the surface states arising from the M1 boundary condition are independent of the relative position of the surface-
projected nodes, and in particular of whether the semimetal is binodal Weyl or single-node Dirac. Solving the equation
D1(εχs ,k) = 0, we find [18] {

εχs = χkχ cos(φχ − θχ),

qχ = kχ sin(φχ − θχ),

(B2a)

(B2b)

where kχ and φχ are respectively the norm and the angle of the wavevector kχ measured from the node of chirality χ.
The pseudospin component σ does not intervene : the surface energy band is two-fold degenerate. The corresponding
eigenstates ψ1 can be found by solving the eigenvalue equation H0ψ1(x, y, z) = εψ1(x, y, z) with M1ψ1(x, y, 0) =
ψ1(x, y, 0). They can be written as superpositions of the two orthogonal eigenstates for each node,

ψ1(x, y, z) = N1e
−i(xkx+yky)

C1e
−zq+

 1
eiθ+

0
0

+ C2e
−zq−

 0
0
1
eiθ−


 , (B3)

where the normalization constant N1 is found by imposing
∫
|ψ|2 = 1 over the z > 0 half-space, and C1, C2 are two

constants. Such eigenstates are normalizable, and describe surface-localized plane waves provided that qχ > 0, which
selects for each node the half-plane φχ − θχ ∈ [0, π].

At the Fermi level, Eq. (B2a) vanishes and the surface band structure reduces to the half-lines φχ = θχ + π/2.
Such band structures are called Fermi rays. They are orthogonal to the unitary vectors eχ = (cos θχ, sin θχ, 0). The
eigenstates are more strongly bound to the surface as we move on the rays away from the nodes. Indeed, their
amplitude decays exponentially into the volume of the system over a distance 1/qχ = 1/kχ.

2. M2 boundary condition

The pole D2 for the M2 boundary condition is the denominator of Eq. (A5) :

D2(ε,k) = −e−iχα (ε+ iχσqχ)
(
kχ̄x + iσkχ̄y

)
+ eiχα (ε− iχσqχ̄)

(
kχx + iσkχy

)
, (B4)
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where we assumed that θ+ = α and θ− = π − α, so that the surface projection of the nodes are aligned in the x
direction. In contrast to Eq. (B1), the pole for the M2 boundary condition couples the parameters associated to both
Weyl nodes, e.g. the momenta k+ and k−, as a direct consequence of chirality mixing. Hence, we expect that a
continuous band structure emerges from one node and terminates on the other. Solving D2(εs,k) = 0, we find indeed
a single dispersion relation εs(k) for both chiralities,{

εs = kχ cosβχ,

qχ = kχ sinβχ,

(B5a)

(B5b)

where the angles βχ are completely determined by the relation β+ + β− = 2α + φ+ − φ−, along with the condition
k+ cosβ+ = k− cosβ− of Eq. (B5a). Like for Fermi rays, the pseudospin leads to a two-fold degeneracy of the energy
levels. In addition, the band structure depends on the separation between the surface projections of the nodes. We
must distinguish qualitatively the cases for which this separation vanishes, from those for which it is nonzero.

a. Weyl semimetal without superposition of surface-projected nodes For a nonzero half-separation b = bex+bzez
between the nodes, the Fermi level at the boundary (εs = 0) hosts a Fermi arc, whose parametric equation reads(

k−x + ik−y
k−

)
= −e2iα

(
k+
x + ik+

y

k+

)
. (B6)

Equation (B6) describes a circle of diameter dFA = b/ sinα and center kFA = −2b cot(2α)ey. But only normalizable
eigenstates are physical : the requirement qχ > 0, along with εs = 0, imposes β+ = β− = π/2, which restricts the
arc to the half-plane for which φ+ − φ− = π − 2α ∈ [0, π]. The other half-plane can be explored for α ∈ [π/2, π], or
by a mirror symmetry y 7→ −y. The perimeter of this Fermi arc LFA = 4bα/ sin(2α) also gives its density of states.
Notice that the density of the Fermi arc differs from the surface density computed in the main text, since the arcs
leak into the bulk over a certain distance, which diverges close to the nodes. However, the two should manifest the
same behavior under disorder. A compelling way to picture the band structure is through the spectral density

A(kx, ky, ε, z) =
Im[TrG(kx, ky, ε, z)]

π
, (B7)

where Im denotes the imaginary part. The spectral density is a function of the position (kx,ky) on the two-dimensional
projection of the Brillouin zone over a slab of fixed distance z to the surface and fixed energy ε. The band structure
appears as a singularity of the spectral map. Examples of spectral density maps are proposed in Fig. 6 above the
Fermi level, where the arcs dissolve in the bulk Weyl cones in a spiraling fashion.

b. Single Dirac cone or Weyl semimetal with superposition of surface-projected nodes For b = 0, the surface
energy band of Eq. (B8a) and (B8b) reduce to {

εs = k cosα,

q = k sinα.

(B8a)

(B8b)
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FIG. 6. Spectral density map A(kx, ky, ε, z) of a Fermi arc with curvature α = π/4 over the Brillouin zones projected to a slab
of fixed distance z from the surface, at energy ε = 0.2, where all energies and momenta are normalized by the cut-off Λ. (a)
Λz = 0, (b) Λz = 2, (c) Λz = 5, and (d) Λz = ∞. The nodes (white dost) are separated by a momentum 2b = 1 along the
kx axis. The Fermi arcs penetrate over some finite depth in the bulk. The scattering rate is set to Γ = 0.01 and broadens the
band structures. The wavefunction decays like e−qz in the bulk, where q is largest at the middle of the arc, and vanishes at the
contact with the cones.



9

The surface-localized eigenstates ψ2 thus distribute along the semi-cone εs > 0 with Fermi velocity v0 = cosα. Their
expression reads

ψ2(x, y, z) = N2e
−i(xkx+yky)e−zk sinα


e−i(α+φ)

1
e−iφ

−e−iα

 , (B9)

up to a normalization constant N2. At the Fermi level, the band structure reduces to a Fermi node. Following
Ref. [16], we call these surface eigenstates Dirac surface states, though they are not specific to Dirac semimetals but
also emerge whenever two Weyl nodes are projected onto the same point in the surface Brillouin zone.

3. Mixing between boundary conditions

We distinguished two types of boundary conditions : M1(θ±) = τ+(σ · e+) + τ−(σ · e−), which is parametrized by
two independent angles θ± dictating the orientation of the Fermi rays, and M2(θ±) = (τ · e+)σ+ + (τ · e−)σ−, which
dictates the curvature α = (π+ θ+ − θ−)/2 of the Fermi arc, and controls the dispersion relation in the presence of a
gap via the parameter θτ = (θ+ + θ−)/2. But some linear combinations of M1 and M2 also make suitable boundary
conditions [18]. We find it necessary and sufficient for boundary matrices to be of the form

M
(
ϕ, θ

(1)
± , θ

(2)
±

)
= M1

(
θ

(1)
±

)
cosϕ+M2

(
θ

(2)
±

)
sinϕ, (B10)

with the constraint θ
(1)
+ − θ(1)

− − (θ
(2)
+ − θ(2)

− ) = π in order to satisfy M2 = MM† = τ0σ0 and {M, τzσz} = 0. The
additional parameter ϕ controls the mixing between M1 and M2. We show in Fig. 7 the surface spectral density
maps at the Fermi level for a mixing with equal weight (ϕ = π/4) on both types M1 and M2. The surface still hosts
Fermi arcs, though their shapes are slightly distorted. It also exhibits another branch of surface-localized modes with
infinite extension, reminiscent of the Fermi rays that arise when pseudospin is utterly mixed under reflection.

C. DERIVATION OF THE LOCAL SELF-CONSISTENT BORN APPROXIMATION

Let us now introduce the disorder-averaged Green’s function G which fulfils the boundary condition MG(ε, 0, z′) =
G(ε, 0, z′) in presence of impurities. We define the corresponding self-energy operator Σ through the equation

[H0 − ετ0σ0 + Σ(ε, z, z′)]G(ε, z, z′) = δ(z − z′)τ0σ0. (C11)

In the SCBA, the bulk self-energy is momentum-independent, which entails in a semi-infinite system that Σ depends
on only one distance to the surface, e.g. z. In addition, we assume the self-energy to share the same chiral and

Out[]=
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20

30

40

FIG. 7. Surface spectral density map at the Fermi level A(kx, ky, 0, 0), for a mixing of the boundary conditions M1 and M2

with equal weight (ϕ = π/4) preserving the mirror symmetry x 7→ −x (θ+ + θ− = 0). The parameter α is set to (a) α = 0, (b)
α = π/4, (c) α = 9π/20, and (d) α = π/2. The scattering rate is set to Γ = 0.05Λ.
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pseudospin structure as the disorder potential itself, so that Σ(ε, z, z′) = Σ(ε, z)τ0σ0 is proportional to the unit
matrix. We can perform calculations similar to that in Sec. A and arrive at the following form for the off-diagonal
components of the Green’s function in the pseudospin sector :

Gσ̄σχχ′(ε, z, z
′) =

χ(kχx + iσkχy )

2(h′χσ(z′) + iχbz)

[
δχχ′e

−|hχσ(z)−hχσ(z′)|−iχbz|z−z′| −Aσ̄σχχ′(z′)e−[hχσ(z)+hχσ(z′)+iχbz(z+z′)]
]
, (C12)

while the diagonal components read

Gσσχχ′(ε, z, z
′) =

ε− Σ(ε, z)− iχσ∂z + σbz
χ(kχx + iσkχy )

Gσ̄σχχ′(ε, z, z
′). (C13)

The function Aσ̄σχχ′ depends on the boundary condition. For the M1 boundary condition, only the diagonal chiral
components are nonzero :

[
Aσ̄σχχ′

]
1

(z′) =
ε− Σs(ε)− iχσh′χσ(z′) + 2σbz − χe−iσθχ(kχx + iσkχy )

ε− Σs(ε) + iχσh′χσ(z′)− χe−iσθχ(kχx + iσkχy )
δχχ′ , (C14)

where θ± are the two angles that parametrize M1, and Σs(ε) = Σ(ε, 0) is the surface self-energy. For the M2 boundary
condition, the chiral components are coupled, and Aσ̄σχχ′(z

′) takes a more complex form,

[
Aσ̄σχχ′

]
2

(z′) = 1−
2iχσeiχθσ̄h′χσ(z′)(kχ̄x + iσkχ̄y )

Dσ̄σ
χχ′

, (C15)

where the denominator reads

Dσ̄σ
χχ′ = eiχθσ̄

(
ε− Σs(ε) + iχσh′χσ(z′)

)
(kχ̄x + iσkχ̄y ) + eiχθσ

(
ε− Σs(ε) + iχ̄σh′χ̄σ(z′))(kχx + iσkχy

)
. (C16)

The function hχσ implicitly depends on the energy, and does not admit any simple analytical expression, but satisfies
the differential equation

(kχ)2 − (ε− Σ)2 + iχσΣ′ + h′′χσ − (h′χσ)2 = 0, (C17)

with the boundary condition hχσ(0) = 0, and where Σ′ = ∂Σ/∂z. For a zero self-energy (in a clean system), Eq. (C17)
can be solved and leads to hχσ(z) = qχz, in agreement with Eq. (A2). In presence of disorder, Eq. (C17) cannot be
solved to express analytically the function hχσ in terms of Σ and its first derivatives. However, in the SCBA, the
self-energy satisfies

Σ(ε, z) = −γ
4

∫
k<Λ

d2k

(2π)2
Tr [G(ε, z, z)] , (C18)

The SCBA relates the self-energy to a momentum integral of the trace of the Green’s function, which depends itself
implicitly on the whole function z 7→ Σ(ε, z) : this problem is very hard to solve, even numerically. The scheme we
refer to as the local self-consistent Born approximation (LSCBA) rests upon the following observation: assuming Σ
constant only in the integrand of the self-consistent equation, the Eq. (C12) and (C13) reduce to the clean Green’s
function, up to the substitution ε −→ ε − Σ, i.e. G(ε, z, z′) = G0(ε − Σ(ε, z), z, z′). The local quantity Σ(ε, z) is then
related through the self-consistent equation to the function Σ only at the same distance z to the surface,

Σ(ε, z) = −γ
4

∫
k<Λ

d2k

(2π)2
Tr [G0(ε− Σ(ε, z), z, z)] . (C19)

Within this approximation, the SCBA is amenable to numerical solving.

D. SOLUTION TO THE LOCAL SELF-CONSISTENT BORN APPROXIMATION

While Eq. (C19) can be solved numerically we can further simplify it in the case b = 0. To avoid any ambiguity
we explicitly indicate the (k, φ) dependence of the Green’s function, in contrast to our previous convention. The
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integrand of Eq. (C19) naturally splits into two parts :

Σ(ε, z)

∆
= −π

Λ

∫
k<Λ

d2k

(2π)2
Tr [G0(ε− Σ(ε, z), z, z, k, φ)]

= − 1

4πΛ

∫ Λ

0

kdkdφTr
[
Gb(ε− Σ(ε, z), k, φ) + exp

[
−2z

√
k2 − (ε− Σ(ε, z))2

]
Ge(ε− Σ(ε, z), k, φ)

]
, (D1)

where Gb(ε, k, φ) = [k(τzσx cosφ + τzσy sinφ) + εσ0τ0]/2
√
k2 − ε2 is the bulk propagator of the free theory, and

Ge(ε, k, φ) the excess contribution, which is a particular solution that satisfies the boundary condition. The first term
of Eq. (D1) is common to both boundary conditions, and can be fully integrated as

− 1

4πΛ

∫ Λ

0

kdkdφTr[Gb(ε− Σ, k, φ)] = − 1

Λ

∫ Λ

0

kdk(ε− Σ)√
k2 − (ε− Σ)2

=
ε− Σ

Λ

(√
−(ε− Σ)2 −

√
Λ2 − (ε− Σ)2

)
. (D2)

At the energy εF(z) of the minimum of the local density, we have ε − Σ = iΓ(z) and the LSBA reduces to ρ̄(z) =

s/∆ = g(s, u) = s
(√

1 + s2 − s
)

+ f(s, u) where we introduced the dimensionless variables Γ(z) = Λs and z = u/Λ,
and the function f(s, u) depends on the boundary condition. We will now express the contribution to the LSCBA
from the excess propagator.

a. M1 boundary condition For the M1 boundary condition parametrized by the angles θ+ and θ−, the excess
propagator Ge is diagonal in the chiral sector. Thus the trace Tr[Ge] splits into two partial traces over the chiral
sectors, and for each partial trace, the integration variable k can be rotated by an arbitrary angle in order to absorb the
dependence in θ±. As a result, we choose beforehand specific values of these angles to simplify the future computations,
namely θ+ = 0 and θ− = π. Denoting generically by Se the excess contribution to the LSCBA, we have

Se = − 1

4πΛ

∫ Λ

0

kdkdφ e−2z
√
k2−(ε−Σ)2

Tr[Ge(ε− Σ, k, φ)]

=
1

2πΛ

∫ Λ

0

kdk e−2z
√
k2−(ε−Σ)2

∫ 2π

0

dφ

(
ε− Σ√

k2 − (ε− Σ)2
+

√
k2 − (ε− Σ)2

ε− Σ− k cos(φ)

)

=
e−2z
√

Λ2−(ε−Σ)2
(

2iz
√

Λ2 − (ε− Σ)2 + i− 2z(ε− Σ)
)
− e2z

√
−(ε−Σ)2

(
2iz
√
−(ε− Σ)2 + i− 2z(ε− Σ)

)
4Λz2

. (D3)

Placing ourselves at the energy εF(z) such that εF(z)− Σ(εF(z), z) = iΓ(z) is imaginary, we find that εF(z)− iΛs =

−iΛ∆
[
s
(√

1 + s2 − s
)

+ f1(s, u)
]

where

f1(s, u) =
1

4u2

[
e−2us − e−2u

√
1+s2

(
1 + 2u

(√
1 + s2 − s

))]
. (D4)

In particular, εF(z) = 0 so that in Fermi rays the minimum of the local density is located at the Fermi level of the
bulk nodes.

b. M2 boundary condition The M2 boundary condition depends only on the parameter α = (π + θ+ − θ−)/2.

Se =
1

Λ

∫ Λ

0

kdk e−2z
√
k2−(ε−Σ)2

(
ε− Σ√

k2 − (ε− Σ)2
+

√
k2 − (ε− Σ)2

ε− Σ− k cos(α)

)

=
(ε− Σ)

(
e−2z
√
−(ε−Σ)2 − e−2z

√
Λ2−(ε−Σ)2

)
2Λz

− 1

2Λ

∂

∂z

∫ Λ

0

kdk
e−2z
√
k2−(ε−Σ)2

ε− Σ− k cos(α)
.

The analytical computation can be pushed further if we restrict to the surface properties, e.g. to determine the surface
density of Dirac states in Fig. 3. Setting z = 0, we find

Se =
ε− Σ

Λ

(√
Λ2 − (ε− Σ)2 −

√
−(ε− Σ)2

)
− Λ sec(α)− sec(α)2(ε− Σ) log

(
1− Λ cos(α)

ε− Σ

)
. (D5)

Placing ourselves at the energy εF(z), we find that εF(z)− iΛs = −iΛ∆
[
s
(√

1 + s2 − s
)

+ f2(s, 0)
]

where

f2(s, 0) = s tan(α)2
(√

1 + s2 − s
)

+ s2 sec(α)2 tan(α)

(
arctan(cot(α))− arctan

(
s tan(α)√

1 + s2

))
− i tan(α)

2

(
1− s2 sec(α)2 log

(
1 +

cos(α)2

s2

))
. (D6)
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Hence the self-consistent equation reads s/∆ = s sec(α)2(
√

1 + s2 − s) + s2 sec(α)2 tan(α)(arctan(cot(α)) −
arctan(s tan(α)/

√
1 + s2)), and enables to plot the surface density ρ̄(z) = s/∆. The energy of the density minimum

can then be found using εF(z) = tan(α)(1− s2 sec(α)2 log(1 + cos(α)2/s2))/2.

E. COMPUTATION OF THE GROUP VELOCITY

One important property of the surface eigenstates is their group velocity v. In this section, we show how to compute
the Fermi velocity in a disordered sample, using the pole of the Green’s function. Let us denote by D(ε,k) the pole of
the excess Green’s function. The pole depends on the boundary condition and is written explicitly in Eq. (B1) for the
M1 BC and in Eq. (B4) for the M2 BC. Let εs(k) be the dispersion relation of the surface eigenstates. By definition
the group velocity of the surface energy band is v = ∂kεs [54]. Differentiating the equation D(εs,k) = 0, we relate the
infinitesimal variations of energy and wavevector along the surface band structure, using dD = ∂εD dε+∂kD ·dk = 0,
which leads to v = −∂kD/∂εD. In a dirty sample, the quasiparticles acquire a nonzero self-energy Σ, whose imaginary
part determines the scattering rate and density of states, and real part the tweak of the relation dispersion induced
by disorder. Within the LSCBA, the dispersion relation in presence of impurities reads D(εs −ReΣ(εs, 0),k) = 0. In
addition, the surface self-energy depends on the energy ε but not on the wavevector. Placing ourselves at the surface
Fermi level εF such that ReΣ(εF, 0) = εF, we find{

∂ε[D(ε− ReΣ,k)](εF) = (∂εD)(0,k)(1− ∂ε(ReΣ)(εF, 0)),

∂k[D(ε− ReΣ,k)](εF) = (∂kD)(0,k).

(E1a)

(E1b)

We finally express the group velocity v at the Fermi level in presence of disorder in terms of the same velocity
v0 = −(∂kD/∂εD)(0,k) for the clean material :

v = v0[1− ∂ε(ReΣ)(εF, 0)]−1. (E2)

This proves Eq. (8) in the main text. We now determine v0 for the Fermi rays, Fermi arcs, and surface Dirac states,
using the relation dispersions found in Sec. B 1 and Sec. B 2. Notice that since ∂kD is orthogonal to any line of
constant D, the group velocity is orthogonal to any slice of the surface band structure at fixed energy. We conclude
that v0 is locally orthogonal to the Fermi rays, arc, or cone ; the remaining work consists in finding its norm.

a. Fermi rays The group velocity for clean Fermi rays is vχ0 = −∂kD1/∂εD1 where D1 is given in Eq. (B1) and
χ = ±1 labels the two rays. Plugging the relation dispersion (B2a), we find vχ0 = −χeχ. The group velocity is
depicted in Fig. 8(a). Its norm is unity: the plane waves confined to the surface propagate with the same velocity as
the bulk eigenstates.

b. Fermi arc The group velocity for a clean Fermi arc is v0 = −∂kD2/∂εD2. As for the Fermi rays, the group
velocity is locally orthogonal to the Fermi arc, and points outward, as shown in Fig. 8(b). Its norm is given by

v0 =

√
2 cos(α)√

1 +
√

1− (kx sin(2α)/b)2

. (E3)

ky

•

•

kx

e+ e−
v+

v−

2b

(a)

ky

•

•

kx

v

2b

(b)

FIG. 8. Schematic drawing of the group velocity of the surface-localized eigenstates. The states always propagate in a direction
locally orthogonal to the surface band structure at the Fermi level. (a) Eigenstates populating a given Fermi ray all share
the same group velocity and propagate in the same direction. (b) The eigenstates populating Fermi arcs propagate in various
directions and with different velocities. The group velocity is minimal at the nodes and coincides with the Fermi velocity
v0 = cosα of Dirac surface states.
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The group velocity is maximal at the middle of the arc (for kx = 0), vmax =
√

2 cos(α)/
√

1 + | cos(2α)|, and minimal
at the nodes, vmin = cos(α).

c. Dirac Surface states Since the relation dispersion of surface Dirac states is relativistic, the group velocity
equates to the Fermi velocity v0 = cosα.
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