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Robust phase-based decoding for absolute (X,Y,Θ)
positioning by vision

Antoine N. André, Patrick Sandoz, Benjamin Mauzé, Maxime Jacquot, Guillaume J. Laurent

Abstract

Computer vision is a convenient non-contact tool for position control and thus constitutes an attractive multi-directional
alternative to widely used single-direction sensors. However, to meet actual industry requirements, vision-based measurement
methods must be sufficiently robust to comply with industrial environments. This paper explores the robustness of an in-plane
position measurement method based on a pseudo-periodic pattern and allowing a 108 range-to-resolution ratio in displacement and
a 1 µrad angular resolution over 2c rad. The paper details how the pattern phase can be used to maintain reliable measurements
despite defocus, discrepancies in local contrast, non-uniform illuminations or occlusions. Proposed method can be implemented at
different size scales with unique capabilities combining high resolution, large measurement range and robustness to diverse kinds
of disturbances.

Index Terms

computer vision, large range-to-resolution ratio, phase encoding, positioning, robustness

I. INTRODUCTION

As industrial applications advance toward ever more precise processes and manufacturing, ever more accurate positioning
methods are required and, as a response, researches around sensors aim to provide ever more accurate ways to retrieve 1D
or multi-dimensional positions and displacements. Currently, several techniques are commonly used to monitor position or
displacement such as linear encoding [1], [2], piezoresistive sensing [3] or capacitive sensing [4], [5].

However, when the required accuracy approaches the nanometer, the number of options is reduced and the most reliable way
to achieve such a precision is to rely on interferometry. Interferometers are able to detect sub-nanometer variations of distances
along large ranges up to meters [6]. Interferometry is basically a one-dimensional method and multi-dimensional sensing can
be achieved by multiplying the number of interfering beams at the cost of system complexity and steric hindrance [7], [8].
However, rotations remain difficult to measure by interferometric means, especially when large angular ranges are expected
[9].

On the other hand, over the last decades computer vision emerged as a very convenient way to control multi degrees of
freedom positions and displacements at different size scales. The combination of computer vision with optical microscopy
allows accuracy to enter the sub-micrometer range and constitutes a relevant alternative to interferometers in a proportion of
applications [10]–[14]. A major advantage of computer vision is to be intrinsically contactless and accuracies in the nanometer
range can be demonstrated for in-plane (G, H, \) positioning [15], [16].

Computer vision methods rely usually on images acquired in nominal conditions that optimize contrast, illumination
uniformity and prevent occlusion. However, such optimal conditions are difficult to guaranty in an industrial environment and
this raises the issue of the robustness of computer vision methods. This paper tackles this point by exploring the robustness
against diverse types of image degradation of one computer vision method for absolute (G, H, \) position retrieval that we
introduced recently [17]. The method used relies on a pseudo-periodic pattern and combines the absolute identification of the
period order with a sub-periodic interpolation to achieve a range-to-resolution ratio up to 108. The high resolution is obtained
through phase measurements that rely on the periodic frame of the pattern and benefit from the redundancy of information
uniformly distributed over every recorded image. The absolute measurement is based on missing lines and columns that alter
the periodic frame of the pattern and encoded by means of a LFSR binary sequence. A previous paper demonstrated the
nanometer resolution permitted by this approach as well as the achievement of large range-to-resolution ratios (up to 108)
[17]. These nominal performances are tied to the recording of good quality images. This paper focuses on the phase-based
decoding of the absolute position and aims to demonstrate the robustness of this approach in the case of low quality images
(defocusing, poor contrast, uneven light and occlusion). The high level of robustness achieved results from a phase-driven
decoding whose procedures are explained with full details in Sect.III. Then, the actual robustness of the method is estimated
through both experiments and simulations and the results obtained are presented and discussed.

The next section presents the principle chosen for the absolute encoding of the in-plane position (G, H, \) within a 2D
pseudo-periodic pattern in regard to related methods reported in literature. Then section III presents the decoding procedures
that constitute the algorithmic roots of the method robustness. Section IV demonstrates the method robustness through both
experiments and simulations. Section V concludes the paper.

The authors are with the FEMTO-ST Institute, Univ. Bourgogne Franche-Comté, UMR CNRS 6174, 25000 Besançon, France {antoine.andre,
patrick.sandoz, benjamin.mauze, maxime.jacquot, guillaume.laurent}@femto-st.fr
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II. PATTERN-BASED POSITION ENCODING

A. Related work

Computer-vision offers many possibilities to retrieve the position of an object. An effective way of positioning is to search for
features like rectangles [18], lines [19]–[21], circles [10] or any contrasted feature steadily present in the observed scene [11].
Then, position retrieval is based on the detection and sharp localization of these features. One of the main advantages of this
method is that once the feature is detected successfully, the positioning only relies on geometrical objects fitting the reality
of the acquired image. As these methods rely on local detection, no interpolation greater than a fraction of a pixel can be
achieved with resolutions about one tenth of a pixel. Although some degree of robustness to image alteration with noise and
blur can be demonstrated [22], robustness to occlusion is weak because necessary features disappear.

Another family of computer vision methods involve some kind of image correlation to compute the relative displacements
between sets of similar images. The ability of correlation techniques to achieve subpixellic resolution was demonstrated and
sub-nanometer precision was proven experimentally [23]. These global methods are compliant with partial occlusion since
positioning is based on the whole image [16], [24]. Studies on structured areas produced by the environment like noise [25],
textures of the material [26] or diffraction caused by the lenses [27] proved their capabilities to achieve nanometric positioning.
These correlation methods are highly dependent on the signal-to-noise ratio since its use is based on image information and
are therefore less robust against image disturbances.

A third family of computer vision methods restricts the domain of image correlation to a narrow band of spatial frequencies
by inserting periodically patterned features in the observed scenes. Then, positioning involves diverse types of Fourier-like
phase computations suited to finely position the periodic image. The selection of a narrow spectral band results in efficient
noise rejection and highly-subpixelic accuracies down to the nanometer range were demonstrated [15], [28], [29]. The periodic
character of those phase-based methods restricts the intrinsic range of measurement to a single period of the pattern but diverse
means were explored to address extended ranges. Guelpa et al. proposed a twin-grid pattern to enlarge the measurement
range by a factor of about 20 whereas other authors inserted a binary code within the periodic frame [30]–[32]. A key
property of encoded methods is that the measurement range is no longer defined by the field of observation of the camera
but by the physical extension of the periodic pattern. This makes the measurement range independent of the vision system
magnification and, combined with the highly-subpixelic resolution allowed by phase computations, large range-to-resolution
ratios can be obtained [17], [33]. However, computer vision relies intrinsically on the quality of acquired images and, in
industrial applications, to acquire great quality images is often difficult. The robustness of the numeric methods involved is
therefore of prime importance to comply with actual application contexts. This article presents the robustness permitted by
the development of specific phase-based position decoding procedures and suited for the retrieval of absolute 3-DoF positions
even in the case of low quality images while preserving the high resolution and extended measurement range capabilities of
the method.

B. Phase-based position encoding

Since the working principle of the proposed method is analog to laser interferometers that are considered as a reference
method for displacement measurement, let us briefly review their working principle. Laser interferometers are basically 1D
measurement devices that convert positions into an entire number of light wavelengths plus a sub-wavelength extra-distance:
G = :G · _ + XG where G is the distance to be measured, :G is the entire number of wavelengths (or half wavelength in the
case of round trip light travels), _ the laser wavelength and XG the residual sub-wavelength distance with −_/2 < XG ≤ _/2.
Thus, the performances of laser interferometry rely on the fact that the intrinsic measurement range is limited to a single light
wavelength. In practice, XG is measured as an interferometric phase qG with qG = 2c XG/_. The additional entire number of
wavelengths :G is accumulated by different methods of fringe counting and this extends the measurement range beyond meters.
Then the ultimate accuracy than can be achieved depends on the signal to noise ratio of the entire detection chain.

The pattern-based phase encoding method adapts interferometry principles to the context of computer vision to perform
three degrees-of-freedom (DOF) measurements of in-plane position and displacements with a high accuracy. Similarly to
interferometry, positions (G, H) are subdivided within an entire number of wavelengths plus a sub-wavelength extra-distance.
However, the wavelength is no longer provided by a propagating physical wave but by periodic patterns fixed onto the moving
object of interest and observed by a vision system. The method is then thought to retrieve the in-plane coordinates G and
H through a two-step process identifying parameters XG , XH and :G , :H successively. These parameters satisfy the following
equations:

G = :G · _G + XG ,
H = :H · _H + XH ,

(1)

where _G and _H are the known periods of the regular features fixed along the X and Y directions of the object respectively.
Furthermore, the object directions - and . can be compared to the static pixel frame of the camera thus allowing the detection
of the in-plane angle \ representative of object orientation. In this way, a three DOF computer vision method is obtained,
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Fig. 1. Binary phase encoding process. (01) Black; typical interference signal. Red; missing fringes used for binary encoding. (02) Binary form of signal
(01). (03): corresponding sequence of black and white stripes. (11) LFSR binary sequence with = = 4 bits. (12): binary words formed by 4 successive bits.
(13): corresponding code value. (14): corresponding linear position. (21): example of 2D encoded area. (22) corresponding 1D G encoding. (23) corresponding
1D H encoding. (24): elementary coding cell made of 3 × 3 periods. The missing dot at the upper left corner aims to remove c/2 rotation ambiguities.

equivalent of single DOF interferometer devices through the design of a suitable 2D featured pattern. The latter is required to
allow the robust and accurate extraction of parameters :G , :H , XG , XH , \ from each image recorded by the vision system.

C. Large range position encoding

The pattern used (Fig. 1.21) is made of an altered 2D periodic distribution of dots that results from the product of 1D
lines and columns (Fig. 1.22-23). The periodic frame is aimed to allow accurate measurements of XG and XH through phase
measurements whereas alterations produced by the missing lines and columns encrypt a binary code ensuring the unambiguous
identification of the line and column orders as necessary to identify parameters :G and :H . Thus G and H are obtained through
phase measurements with: ΦG = 2:Gc + qG and ΦH = 2:Hc + qH where qG = 2cXG/_G and qH = 2cXH/_H . The binary
code encryption method has been chosen in order to fulfil three complementary requirements: i) to avoid the introduction of
non-linear distortions of the periodic distribution of lines and columns; ii) to provide information redundancy beneficial to
decoding robustness; and iii) to relate encoding features to phase information. For that purpose, binary values 1 and 0 are
represented by sets of three periods and distinguished by the central period that is present when the bit is equal to 1 and absent
otherwise (Fig. 1.a). In this way, the binary code reduces the magnitude of the periodic frame spectrum but does not alter its
phase that encodes the position of the lines and columns with respect to the image pixel frame. This point constitutes a crucial
improvement in regard to several encoding methods proposed earlier and inducing non-linearities [34], [35].

The encryption of the line and column orders is based on linear feedback shift register sequences that require a single
binary track whatever the number of bits considered (Fig. 1.b) [34], [36]. In this encoding scheme, each word of = bits shares
= − 1 bits with its immediate neighbors and the absolute position can be retrieved from any sequence of = consecutive bits
as depicted in Fig. 1.b for = = 4. Combined with the choice to encode each bit with three periods, this technique allows the
encoding of a spatial length equal to 3 · (2= − 1) periods from a sequence of 3 · (2= + = − 2) bits whereas only 3= consecutive
periods are required for the decoding of the current position. Therefore, the ratio between the measurement range and the
minimum field of observation is given by (2= − 1)/= and increases with =. Then the proper choice of the effective values of
the physical periods _G and _H and of the bit number = allows the design of encrypted patterns suitable to many application
requirements. Fig. 1 summarizes the encoding procedure from the differentiation of bit values (Fig. 1.0), to the encryption of
position by means of LFSR sequences (Fig. 1.b), to end with the resulting 2D pattern (Fig. 1.2). Thus, any 2D position of
coordinate (G, H) is represented by a coding cell (Fig. 1.24) made of 3 × 3 dots of which central lines and column encode the
values of G and H respectively. The four corners remain the same allover the 2D pattern with one missing corner to avoid c/2
ambiguities in the in-plane angle. In this way, every coding cell provides the local values of both foreground and background
intensities suitable for a robust identification of the values taken by G and H coordinates respectively.
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III. ROBUST RETRIEVAL OF ABSOLUTE POSITION

Position retrieval is performed through multiple successive steps that combine linear and Boolean processing. First linear
phase computation is applied to each image of the pattern recorded by the imaging system (Fig. 2.0). This linear step interpolates
the position of the pattern lines and columns with respect to the image pixel frame and this results in the high resolution of
the method. The Boolean processing is aimed to identify the correct line and column orders and to remove c/2 ambiguities
on the pattern orientation. This Boolean step involves four successive steps that make best use of the phase data to maximize
the overall position decoding robustness. These successive steps are explained in details in the following sub-sections.

A. Linear phase processing

To retrieve the linear phase of the pattern, a 2D Fourier transform is firstly performed on the acquired image (Fig. 2.0)).

� (D, E) =
<∑
8=0

=∑
9=0

� (8, 9)4−82c ( D·8< +
E · 9
=
) (2)

with � (8, 9) the pixel intensity at the position (8, 9) of a <-columns and =-rows image. Resulting power spectrum is made of
a set of spectral lobes and each one is associated to a particular spatial frequency (Fig. 2.1). This spectrum is filtered twice
by applying Gaussian band-pass filters centered on frequencies 51 and 52 respectively and corresponding to the G, H directions
of the pattern (Fig. 2.0). Since the complex conjugates of lobes 51 and 52 are excluded from the filter, after inverse Fourier
transform, complex data are obtained of which angles give directly the wrapped phase distribution associated to the pattern
lines and columns respectively (Fig. 2.21-22).

Since the lines and columns of the pattern are known to be regular and consecutive, the wrapped phase of Fig. 2.21-22
can be unwrapped to result in continuous phase planes as depicted in Fig. 2.31-32. These phase planes can be expressed by:
Φ1 (8, 9) = 01 · 8 + 11 · 9 + 21 and Φ2 (8, 9) = 02 · 8 + 12 · 9 + 22 where i and j are the pixel coordinates counted from the image
center. In practice, coefficients 01, 11, 21 and 02, 12, 22 are determined by least square fitting of corresponding unwrapped phase
planes (Fig. 2.31 and 2.32 respectively). The least square identification of these parameters allows the accurate determination
of phases Φ1 (0, 0), Φ2 (0, 0) that, modulo 2c, correspond to the expected phases qG , qH of the pattern point imaged exactly
at the center of the recorded image. The choice of the least square method constitutes an efficient and appropriate way to
include a large number of pixels in this computation and thus to benefit from the redundancy of information spread across the
unwrapped phase maps.

Finally, the pattern orientation is given by:

\ = tan−1
(
11
01

)
+ @1 ·c

2 or

\ = tan−1
(
12
02

)
+ @2 ·c

2

(3)

where integers @1 and @2 vary between 0 and 3 and identify the angular quadrant allowing the unambiguous determination
of the pattern angle. However, the correct association between Φ1 (0, 0) and ΦG , Φ2 (0, 0) and qH or between Φ1 (0, 0) and
qH , Φ2 (0, 0) and qG remains unknown at this stage and will be determined later by removing c/2 ambiguities on \. The
determination of the angular quadrant is presented in the following section.

B. Binary code retrieval

1) Phase-based localization of relevant sites: In this step, data obtained by linear phase processing is used to localize the
different encoding features of interest. In Fig. 2.31, the red bar identifies the pixels where the phase constant is the same, i.e.
verifying 2:1c − c < Φ(8, 9) 6 2:1c + c (with :1 = 22 in the presented case). The red bar was reported on the same pixels
of Fig. 2.21 and 2.0 thus highlighting that it corresponds indeed to a single raw of dots in the pattern image. Therefore, two
intermediary images with constants can be considered:  1 (8, 9) = round(Φ1 (8, 9)/2c) and  2 (8, 9) = round(Φ2 (8, 9)/2c). In
these images, every pattern line corresponds to a single constant :1 in  1 and every pattern column corresponds to a single
constant :2 in  2.

Phase data is also used to identify the localization of the center of the dots with respect to the surrounding background
as depicted in Fig. 3. For a pattern image (Fig. 3.0), pixels where both |q1 (8, 9) | and |q2 (8, 9) | are smaller than c/3 can be
extracted:

� 5 (8, 9) =
{

1 if |q1 (8, 9) | < c
3 and |q2 (8, 9) | < c

3
0 else (4)

The Boolean image � 5 (8, 9) obtained with above equation depicted in Fig. 3.1, localizes the sites of dot centers. Similarly,
background is identified as pixels where either |q1 (8, 9) | or |q2 (8, 9) | are larger than 3c/4.

�1 (8, 9) =
{

1 if |q1 (8, 9) | ≥ 3c
4 or |q2 (8, 9) | ≥ 3c

4
0 else

(5)
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Fig. 2. Linear phase processing of a pseudo-periodic pattern. (0) grabbed image of the pattern, (1) modulus of the 2D Fourier transform, (21), (22) wrapped
phase of the inverse Fourier Transform along each direction, (31), (32) phase planes for both directions.

The complementary Boolean image �1 (8, 9) localizes background sites with certainty as depicted in Fig. 3.c. The RGB
combination of these images (Fig. 3.d) demonstrates the ability of these thresholds to discriminate between dot centers and
surrounding background. In the latter image, the combination of red and green colors gives a yellow shade to present dot centers
whereas missing dot centers remain green. The appropriate choice of threshold values allows the rejection of intermediate
positions that keep their initial black or dark red shades (especially visible in the right bottom corner zoom of Fig. 3.d). In
these images, every green/yellow dot corresponds to the intersection of a single pattern line with a single pattern column and
is therefore associated to an unique couple of phase constants (:1, :2) as stored in images  1 and  2.

2) Shift toward thumbnail images: This phase-based processing allows the shift from initial images in pixels (Fig. 4.0)
to thumbnail images defined by lines and columns orders :1, :2 (Fig. 4.1) that are independent of pattern orientation \ and
are much smaller in size than images in pixels. The white arrows indicate the directional correspondence between Fig. 4.0
and 4.1. Each element (:1, :2) of the thumbnail image gathers all image pixels of which phase constants are equal to :1, :2. In
a first step, Boolean images � 5 and �1 are used to construct complementary foreground and background thumbnail images,
respectively ) 5 and )1 , as well as supplementary thumbnail images # 5 and #1 that store the number of pixels aggregated in
each thumbnail image element. These four thumbnail images are defined by the following equations:

) 5 (:1, :2) =
<∑
8=1

=∑
9=1
( 1 (8, 9) = :1) · ( 2 (8, 9) = :2) · (� 5 (8, 9)) · � (8, 9) (6)

)1 (:1, :2) =
<∑
8=1

=∑
9=1
( 1 (8, 9) = :1) · ( 2 (8, 9) = :2) · (�1 (8, 9)) · � (8, 9) (7)

# 5 (:1, :2) =
<∑
8=1

=∑
9=1
( 1 (8, 9) = :1) · ( 2 (8, 9) = :2) · (� 5 (8, 9)) (8)

#1 (:1, :2) =
<∑
8=1

=∑
9=1
( 1 (8, 9) = :1) · ( 2 (8, 9) = :2) · (�1 (8, 9)) (9)
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Fig. 3. Relevant site extraction. (0) grabbed image of the pattern in red, (1) center of each dot site in green, (2) background of each line and column in
blue, (3) RGB assembly of the three previous figures (0,1 and 2).

These thumbnail images allow, for each couple of phase constant :1, :2, the computation of the mean foreground and background
intensities ) 5 and )1 representative of the averaged intensities observed at the dot center sites and at the dot surrounding sites
respectively:

) 5 (:1, :2) = ) 5 (:1, :2)/# 5 (:1, :2) (10)

)1 (:1, :2) = )1 (:1, :2)/#1 (:1, :2) (11)

) 5 and )1 are expected to take similar values for phase constants where dots are absent whereas they are expected to take
significantly different values where dots are present. This is quantified by performing the element by element ratio of these
thumbnail images as represented in Fig. 4.1:

A (:1, :2) = ) 5 (:1, :2)/)1 (:1, :2) (12)

As expected and observed in Fig. 4.1, this ratio is close to one for absent dots whereas it varies between 6 and 12 for present
dots. This ratio thumbnail image allows a robust discrimination of present and absent dots despite the increase from 6 to 12
of the ratio observed for present dots that results from non-uniform illumination. Typically, recorded images contain around
40 lines and columns spread over 1024× 1024 pixels. The shift towards thumbnail images reduces thus memory requirements
and computation time by involving matrices of 40 × 40 elements instead of images of 1024 × 1024 pixels. In this way, the
computed set of thumbnail images provide all information necessary to perform the remaining decoding steps.

3) Code synchronization: A clear discrimination between present and absent dots appears in the thumbnail images of
Fig. 4.1. The regular distribution of missing dots designed to remove c/2 angular ambiguities appears also clearly every three
phase constants in both directions.
The aim of this step is the robust determination of the phase constants modulo 3 that correspond to the coding lines and
columns as well as the phase constants associated to the always missing dot. This is performed by computing a 3 × 3 global
cell � (D, E) that aggregates modulo 3 the thumbnail image representative of the dot center site intensities as follows:

� (D, E) =
∑
:1

∑
:2

) 5 (:1, :2) · (:1 ≡ D) · (:2 ≡ E) (13)

#� (D, E) =
∑
:1

∑
:2

# 5 (:1, :2) · (:1 ≡ D) · (:2 ≡ E) (14)

� (D, E) = � (D, E)/#� (D, E) (15)

with D and E varying between 1 and 3. The global cell obtained is represented in Fig. 4.2 and is interpreted as follows: The
minimum intensity (violet at the top left corner) corresponds to the mean center intensity of always missing dots and is easily
localized. This minimum determines which phase constants modulo 3 are associated with always missing dots. This allows the
determination of the angular quadrant and leads to the absolute pattern orientation presented in equation eq. 3. Similarly, the
three maximal values (yellow) correspond to always present dots that are also easily identified as well as corresponding phase
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Fig. 4. Thumbnail processing: (0) Pattern image in pixels; (1) Thumbnail image of the ratio between foreground and surrounding background (versus phase
constants); (2) Global cell obtained; (3) Pattern image with coding cell borders and invariant dots; (4) Binary decoding versus first direction; ( 5 ) Binary
decoding versus second direction. Magenta color marks dots actually considered for binary value determination (bright = 1; dark = 0).

constants modulo 3. Among the remaining points, two (cyan, blue) duets correspond to coding cell positions that encode for
G and H values respectively (or H and G values) whereas the last point (middle of right column), with an intensity lower than
that of the duets, corresponds to the coding cell center determined by G · H. This intensity classification of the nine global cell
elements allows thumbnail image synchronization; i.e. the unambiguous identification of the distribution of the coding cells
and of the always present and always missing dots with respect to actual phase constants.

This synchronization specific to every processed image is then used as depicted in Fig. 4.3- 5 . In Fig. 4.3, the white lines
mark the identified contours of the coding cells whereas yellow and green dots correspond to always present and always missing
dots respectively. Fig. 4.4 depicts the determination of the binary value for the first direction. The coding lines are highlighted
in cyan and their binary values are determined by comparing the averaged intensity of dots encoding only for this direction
(dark or bright magenta) to surrounding background. At this stage, dots encoding for both directions are voluntary discarded
to avoid disturbances introduced by the perpendicular direction. Furthermore, all dots included within two consecutive white
lines are considered for the determination of the corresponding binary value and with a weight proportional to the number of
pixels of each dot. Fig. 4. 5 presents the same process for the second direction.

The aim of Fig. 4.3- 5 is to explain clearly the principle and robustness of the phase-based binary decoding. However, the
actual process is carried out from thumbnail images that concentrate the same information within smaller matrices that save
computation resources. Furthermore, for the sake of readability, Fig. 3 and 4 show only a fraction of the recorded pattern
images. Once applied to the whole pattern image, this binary processing provides the phase constants associated to the coding
lines and columns as well as to the sites of always present and always absent dot centers. This knowledge allows a local and
robust identification of the binary sequence as explained below.

4) Final binary sequence identification: The final identification of the binary sequence makes use of the phase processing
described previously as depicted in Fig. 5. For each set of three line and column phase constants, the mean foreground
and background intensities are computed as explained in Fig. 4.4- 5 by computing the averaged intensity of pixels located
at the center of always present and always absent dots respectively. In Fig. 5.01 and 5.02, for each set of three lines and
columns, the mean foreground intensity of always present dots is represented by a yellow bar whereas that of always missing
dots is represented by a green bar. These intensity values serve as local references to evaluate the correct binary value of
corresponding coding lines and columns represented by bars in magenta. The length of the latter is proportional to the mean
foreground intensity of dots coding only for that direction (appearing in light or dark magenta in Fig. 4.4- 5 ). Fig. 5.01 and
5.02 show clearly that the mean foreground intensity of coding dots is either stuck to always present dots or to always missing
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Fig. 5. Binary value determination from the thumbnail foreground intensity image. (01) thumbnail of an image altered by white noise, occlusion and variable
light (extracted from supplemental material 1.). For each set of three lines and columns, bars in (02) and (03) compare the mean coding intensity (magenta)
to the foreground (yellow) and background (green) mean intensities with the determined binary value indicated beside. (11) shows the dynamics allowed by
the 12 bits quantification. (12) depicts the decision criterion for the coding column within the red rectangle in (01) with respect to the 4096 gray level range.

dots, even in the case of a significantly altered image as chosen in Fig. 5.03. Mathematically, the binary value of each coding
line : is determined with the use of a coding ratio (2A ), defined with the following equation in accordance with Fig. 5.12:

2A8 = 2E0;D4 (:8)/23H=0<82B (:8) (16)

with 8 = 0 or 8 = 1 representing the considered coding vector direction. The ratio 2A is equal to 0 when the coding line intensity
is equal to the background line intensity and equal to 1 when the coding line intensity is equal to the foreground line intensity.
This allows to determine each binary value of the coding vector +1 (and +2 for the other direction) which is an extract of the
LFSR sequence presented in section II-C.

+8 (:8) =
{

0 8 5 2A8 ≤ 0.5
1 8 5 2A8 > 0.5 (17)

As represented in Fig. 5.12 this criterion of binary value determination leads to keep the decision threshold at the middle
of the background and foreground intensities whatever their values in regard of the camera quantification range (Fig. 5.11).
Finally, determining the position of +1 and +2 in the LFSR sequence provides to the phase constants :G and :H . In this way,
the absolute position of the phase-encoded pattern which is imaged exactly at the central pixel of the camera is finally obtained
with respect to eq. 1. Supplemental material 2. summarizes the presented steps of the binary decoding process in the case of
a rotation.

IV. ROBUSTNESS ANALYSIS

In order to investigate the robustness of the proposed method, both experimental and simulated studies were put in effort.
The following sub-sections describe these tests and present the obtained results.

A. Experimental setup and nominal performances

A test of maximal performances under nominal conditions is firstly made and will serve for further robustness results as
a reference tool. To estimate these performances, a resolution test including a static noise study and a minimal movement
detection is put in practice. This experiment is made in a room on an independent basement (for vibration limitation) and on
an anti-vibration table. The room is regulated in temperature (22.4◦�) to minimize thermal drifts and its pressure is controlled
at 8 %0 above the external pressure to keep the airflow toward the outside and thus reduce the entrance of external dust. An
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Fig. 6. Experimental setup showing the inverted microscope used and the actuation stage holding the encoded periodic pattern.

TABLE I
EXPERIMENTAL STD POSITION OVER THE THREE DOFS OF THE PATTERN IN A STATIC EXPERIMENT ACQUIRED ON A 20 SECONDS SET WITH 20 FRAMES
PER SECOND ACQUISITION. IN LOW LIGHT DYNAMIC CONDITIONS THE STD IS DOWNGRADED BY A FACTOR 26 IN TRANSLATION (G AND H DIRECTIONS)

AND APPROXIMATELY BY 100 IN ROTATION.

Image
dynamics

STD along
G axis

STD along
H axis

STD of
\ angle

Nominal
conditions 0 − 3754 0.57 nm 0.51 nm 1.43 µrad.

Low light
conditions 70 − 90 13.29 nm 13.85 nm 99.84 µrad.

inverted microscope (Olympus IX73) with a 10× lens objective (Olympus UPLFLN 10x, N.A. 0.30) is used for the optical
imaging. An adapted table stage was made to support the actuator (MCL Nano-MET10 with 0.01 nm resolution) where the
encoded pattern is fixed underneath. The camera used for acquisition is an IDS (UI-3280CP-M-GL) set at 20 frames per second
encoded on 12 bits (allowing 4096 levels of gray). Fig. 6 summarizes the implementation of the experiment. An exposure of
10.5 ms is chosen as it reveals the highest lighting dynamics to acquire the pattern images (Fig. 7.01).

The pattern used is designed with 12 bits encoding accordingly to the method presented in part II-A with a 9 µm physical
period. With these parameters, the pattern is 11×11 cm2 wide. It was realized in clean room with a commercial mask generator
(Heidelberg DWL200) on a 12.5×12.5 cm2 piece of glass of 3 mm thickness. For practical reasons, only a 2×2 cm2 fragment
is used in the described experiment. A sample of the acquired pattern image is presented in Fig. 7.01 were a few coding lines
are visible.

In nominal conditions of image acquisition (i.e. no occlusions, widest image dynamics and maximal contrast), a noise level
below one nanometer for each translation axis and around one microradian along the rotation axis can be demonstrated. Results
values are summarized in Table I. Furthermore, a resolution test is made to demonstrate the lowest incremental movement that
can be detected. This test is carried only in one direction since the actuator is unidirectional. To proceed, a 1 nm amplitude
square signal at 0.5 Hz is sent to the actuator. The experiment proved to detect these movements as shown in Fig. 7.03. As
demonstrated in a previous article [17], with these experimental conditions, the pattern can be used to position a frame in
a range of 11 cm with a sub-nanometric resolution and thus allowing a range-to-resolution coefficient of 108. Efficiency in
terms of time cost of the process was quantified during the tests presented throughout the paper. The positioning algorithm
programmed in C++ has a $ (= ;>6(=)) complexity and allows real time measurements. Table II shows the computation time
needed to process the measure in regard to the input image size. Parallel processing could be implemented to shorten the
computing time further.
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TABLE II
COMPUTATION TIME VERSUS INPUT IMAGE SIZE

Image size Computation time (ms)
256 × 256 7.70
512 × 512 33.07

1024 × 1024 148.53

Fig. 7. Resolution robustness comparison in different lighting conditions. (01) is a zoom on pattern image acquired in high light dynamics and (12) is a
zoom on pattern image with the lowest available lighting conditions. (02) histogram of the pattern image, revealing a bi-modal shape stretched out on the
12 bits of gray levels quantization. (12) histogram shows that all the values of the pattern image are packed between 70 and 90 gray levels (the (11) image
is mapped accordingly to these gray levels). (03) and (13) show resolution tests and reveal that in favorable conditions, a sub-nanometric resolution can be
achieved. In low-light conditions, the tiniest detectable movement is 40 nm.

B. Robustness against low light conditions

To demonstrate the robustness to poor lighting environment, the light source is set to a minimal value and the exposure time
decreased consequently, going from 10.5 ms to 0.5 ms. The resulting images are hardly possible to decode by visual checking.
To ensure they aren’t totally black, histograms are used to reveal the maximal image intensity value. As shown in Fig. 7.12, the
pattern presents a maximal intensity of 90 out of 4096 values allowed by the 12 bits image encoding. With a normalization of
the acquired image between 70 and 90 levels of gray, the pattern is visually unveiled as shown in Fig. 7.11. In these peculiar
conditions, the same experimental protocol as for the nominal test is conducted.

Position analysis shows that even at low light level (20 levels of gray), the pattern is still detected and well positioned. Since
the method is based on a spectral analysis, light dynamics doesn’t interfere with the Fourier transform and a frequency peak
can still be detected, allowing the described phase-based positioning method to work. By recording the noise level in static
conditions, results show an increase from 0.5 nm in nominal conditions to 13 nm in low light conditions (Tab. I). Resolution
test in low light dynamics shows that a step of 40 nm can be detected (Fig. 7.13).

C. Robustness against defocus

Combined with a microscope, computer-vision is generally limited by the short depth of field of microscope objectives.
In the case of the conducted experiment, a Mitutoyo 10× Plan apo (N.A. 0.28) with a depth of field of 3.5 µm is used. The
goal of this study is to highlight the robustness of the decoding method against defocus. The encoded pattern presented in the
previous part is placed on a 6DOFs robot assembled from SmartAct nanopositioning stages (more details in [17], [37]). The
pattern is translated along the optical axis on a range of 180 µm and images are acquired every 3 µm. The overall evolution
of the pattern during the experiment can be seen in supplemental material 3.

The focus measure of acquired images is evaluated by using the method presented by Krotkov [38]. This method based on
the gray-level variance uses the following equation that is widely used [39]:

f2 =
1

< · =

<∑
8=1

=∑
9=1
(� (8, 9) − `)2 (18)

where ` stands for the mean of the image. As the image becomes more and more in focus, the grey-level difference between
adjacent pixels grows and the value of f increases. The resulting normalized curve of focus measure is presented in the Fig. 8.
Experimentally, the position is found to be correctly reconstructed over an axial distance of 120 µm (Fig. 8), thus showing the
compliance of the method against defocus. In the case studied and for the purpose of positioning, the objective depth-of-field
is extended by more than 30 times. This proportion factor depends on diverse experimental factors among which the value
of the pattern spatial frequency relatively to the cut-off frequency of the modulation transfer function of the objective plays a
predominant role.
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Fig. 8. Pattern image focus measure for a focus swept over 180 µm. Correctly decoded pattern images appear in green while badly decoded ones appear in
red. Samples of pattern images over the focus curve show the conditions of decoding at the extremities of the curve and at the ideal focus point.

D. Robustness against diverse types of noise

Simulations were carried out to explore the robustness of the method against three types of image alteration; namely
addition of a non-uniform light background, progressive addition of white noise, blending occlusion with a movie. The
protocol is set as follow : a 1024× 1024 pattern image is generated at a random position. Then the coded sequence appearing
in both directions at this position is recorded and is used as a reference. Various alterations are progressively applied to the
image analyzed by the positioning method, generating 100 resulting degraded images for each presented case. Evolution of
the pattern image degradation is available as a short clip presented in supplemental material 1. During the decoding process,
information shown in Fig. 5.12 are recorded so they will be used for the robustness studying.

Every coding ratio (as defined in section III-B4) coming from every line is recorded and stored. Fig. 9 summarizes these
values for every degraded image analyzed by the process. In order to make the result more visual, coding ratio values are placed
according to the corresponding coding line lighting dynamics (calculated as

(
� 5 >A46A>D=3 − �102:6A>D=3

)
/4096). Results show

the binary value (presented in equation eq. 17) computed either in green or in magenta depending on the validity of this one
(by comparing the reference line binary value computed without alteration with the one computed after image degradation).
Over the 14500 binary values compared, only 43 revealed to be badly binarized. Furthermore, these binarization errors mainly
occur in poor light dynamics (below 0.05) and when few pixels are involved in the binarization process. This proves that the
image positioning complies with very poor lighting dynamics and high noising effects and still perform well the decoding
under peculiar acquisition conditions. Furthermore, depending on the image size, the decoded binary sequence can be larger
than required by the word depth of the LFSR sequence. In such cases, the correct position can still be expected even if one bit
on an image side was attributed the wrong value. For instance, despite the 43 errors counted in Fig. 9, the full image sequence
was successfully localized at the expected positions among the pattern area.

E. Robustness against occlusion

In the case of stain or deterioration of the physical pattern, the acquired pattern image becomes less and less readable as
the rate of occlusion increases. The method robustness against occlusion was studied through simulations based on images
of 1024 × 1024 pixels with random position and orientation distributed among the whole pattern area. Then the image is
progressively occluded by black circles with a radius randomly distributed between 20 and 75 pixels and localized at a random
position in the image. The process is then continued until 100 % of occlusion is obtained. Fig. 10.01,02 show typical occluded
images with rates of occlusion of 15 % and 65 % respectively. The image obtained at each step is processed and the retrieved
position is compared to the expected one as used for image generation. The reconstructed position is considered valid if the
decoded binary sequence fits the correct one.

This protocol is described visually by a short movie clip in supplemental material 4. and was repeated 300 times to gather
statistically relevant information. Fig. 10.1 presents the rate of positioning success as a function of the percentage of image
occlusion. On the basis of these 300 random trials, a 100 % success rate is observed up to 15 % of occlusion and the probability
of correct detection is above 90 % up to 55 % of occlusion. Furthermore, this excellent level of performance against occlusion
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Fig. 9. 2D histogram of thumbnail coding lines contrast and coding ratio. Each coding line of every image from the media 3. is represented according to its
contrast and its coding value. As the contrast lowers, coding ratio tends to converge to the decision threshold value. Magenta values represent coding lines
that were badly binarized without affecting the decoding process.

Fig. 10. Decoding robustness to occlusion. (01) shows a pattern image with 15 % of occlusion and (02) shows a pattern image with 65 % of occlusion. (1)
represents the data analysis of a set of 300 pattern images where random occlusions are progressively applied.

can be improved by tuning the bandwidth of the spectral filter to a narrower value. The position reconstruction principle involves
indeed a space-frequency trade-off in which the spectral resolution can be increased at the detriment of the eventual positioning
resolution and reciprocally. The image distortions resulting from occlusion results in supplementary spectral components that
are filtered out more efficiently as the spectral filter becomes narrower. However, for the sake of consistency of the results
presented throughout the paper, simulations with occlusion were carried out with the nominal width of the spectral filter; i.e.
the value that allows a positioning resolution below one nanometer as presented previously.

V. CONCLUSION

This paper investigates the robustness of a computer vision method for the measurement of the 3-DOF in-plane position
of a target carrying a pseudo-periodic pattern. The periodic property of the pattern allows a high degree of interpolation
with respect to both the physical pattern period and the image pixel frame. This processing is based on phase computations
and results in a high resolution, typically one nanometer in lateral displacement and one microradian in rotation with a 10×
magnification objective and from a pattern period of 9 µm. A specificity of the method is to use the linear phase data for the
Boolean decoding of the absolute order of the pattern lines and columns that are encrypted within a binary linear feedback
shift register sequence. That phase data provides an a priory knowledge of the location of the pattern features of interest and
this allows to determine the binary encoded position with a locally optimized decision threshold. This phase-based decoding is
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explained in full details in section III and confers an excellent robustness to the method as demonstrated throughout the paper
by both experiments and simulations. These experiments were developed to fit as much as possible reality of computer-vision
robustness and the described method was proved to be robust to different kinds of image damaging effects such as poor
lighting conditions, noising, blur and occlusions. The demonstrated robustness complements the high resolution and extra-large
measurement range of the proposed method that constitutes a precious tool for visual 3-DOF position control available for
diverse research or industrial applications. This measurement method has already been used in our laboratory to control the
planar displacements of a serial robot in the frame of an automatized assembly task. The method is readily applicable to the
characterization of -,.,Θ manipulators, either at a calibration stage or when used within visual servoing loops [14]. This
characterization function is important, especially at the micro-scale where stage sensors are not representative of the actual
position of the end-effector of the robot. Moreover, the scalable property of the method allows the tuning of the resolution and
the range at the desired levels. Our demonstration is based on a 10x microscope objective leading to a 1nm resolution over
10cm. The choice of a larger elementary period would shift the resolution in the micrometer or millimeter ranges with the same
robustness capabilities. In such cases, the lower magnification needed would result in extended field of observation, depth of
focus and standoff from the scene. We are currently investigating the application of the method to control the planar position
of coordinate measuring machines. As the presented method is proved to be robust to acquisition alteration and allows a 108

range-to-resolution ratio for in plane measurement, further studies will focus on the extension of the measure along 6-DOF
with the same pattern encoding method. One may also notice that the thumbnail images provide information of the local
signal-to-noise ratio. This knowledge could be used to select the most-informative pixels to be considered in the computation
of the unwrapped phase plane equations with further improvement of the method robustness, especially in the case of very
low quality images. This possibility will be explored in further applications. At the current stage, the accuracy of the method
relies on the sole fabrication of the pattern and the measure is therefore self calibrated. Fabrication uncertainty can lead to
accuracy issues and is currently under investigation with a laboratory of metrology to qualify the uncertainty associated.
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