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Enumeration of trees & reverse search Although Cayley was the first to propose a formula for
counting unordered trees in the mid-19th century[3, I.5.2], their exhaustive enumeration has only
been tackled in the 2000s [7], using the so-called reverse search technique [1]. This method is
particularly relevant for the enumeration of structures for which a notion of substructure can
be defined. Indeed, it provides the space of the structures with an enumeration tree, where the
children of a particular object accept it as a substructure. It is then sufficient to explore the tree from
its root and recursively explore the branches.
Enumeration of forests So far the literature has only studied the enumeration of trees as single
objects; we propose to solve a more general problem, the enumeration of sets of trees. We call forest
any set of trees such that no tree in the forest is a subtree of another; and we are therefore interested
in the exhaustive enumeration of forests. As trees can be considered as forests with one element,
this problem generalizes the enumeration of trees, and raise it to a higher combinatorial dimension.
Indeed, forests belong to the powerset of trees, exponentially bigger in nature than the set of trees.
Another challenge arises from how to deal with the unordered nature of the considered objects.
Dealing with unorderedness We aim to develop an exhaustive but not redundant enumeration,
i.e. we aim to avoid enumerating two isomorphic versions of the same unordered object. One way
to address this problem is to find a systematic way of ordering each object, giving it a so-called
canonical form. Only such canonical forms can then be enumerated, ensuring that each object is
listed exactly once. This approach is notably used with unordered trees in [7]. However, when
considering a forest of unordered trees, while it is always possible to order the vertices of the trees
using this method, there is no total order on the set of the trees and therefore the elements of the
forest cannot be ordered as such.

T1 T2 T3

F = {T1, T2, T3}

2 3

2

R(F)

Figure 1: A forest F (left) and its
DAG reduction (right).

To circumvent this issue, we employed a method called Di-
rected Acyclic Graph (DAG) reduction [4]. Given a forest F,
taking advantage of the redundancies in the structures of the
trees of F, we create a new graph, denoted R(F), that is a loss-
less compression of F. An example is depicted in Figure 1.
Since the whole forest is reduced to a unique graph without
any loss of information, any ordering on the vertices of R(F)
induces an order on both vertices and trees composing F.
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Figure 2: The path (in bold) in the FDAG enumeration tree that leads to the construction of the
FDAG presented in Figure 1. The expansions rules are denoted with symbols , and .

A DAG generally admits multiple ordering on its vertices; we proved that, by imposing carefully
chosen topological constraints, it is possible to define a vertex ordering that is unique if and only
if the DAG compresses a forest. We call such a graph FDAG and the induced order canonical.
Therefore, enumerating forests is equivalent to enumerate canonical FDAGs.
Enumeration of FDAGs To address this problem, we resort to the reverse search technique. This
method relies on finding expansion rules, that allow to “expand” an object so that its expanded
versions contain it as a substructure, and also preserve some desired properties. Since FDAG
operations are very indirectly related to tree operations, we had to develop completely different
rules compared to the ones presented in [7] for trees. We designed three expansions rules, for which
we proved that they preserve the canonical ordering and suffice to define an enumeration tree on
the set of FDAGs – part of which is shown in Figure 2.
Properties of the enumeration We proved that any FDAG admits, via all three rules of expansion,
a number of children in the enumeration tree linear in its number of vertices. This property ensures
that the growth of the tree is rather controlled and therefore tractable to be explored by incremental
steps. In addition, denoting Ek the set of FDAGs accessible in exactly k steps from the root, we
have, as k→ ∞,

#Ek = k!
(
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k

))
This formula is actually found in the literature [6, 2] for counting row-Fisburn matrices, for which we
have proved that there exist a one-to-one correspondance between them and FDAGs.
Final note An extended version of this work, with demonstrations and details of the algorithms,
can be found in [5].
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