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Operationalizing variables: The case of future-timeexpression in L2 French
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Université Paul-Valéry Montpellier 3
Aarnes Gudmestad

Virginia Polytechnic Institute and State University

Abstract

In the field of second language acquisition (SLAE importance of and the challenges
associated with data-coding decisions often go diresded. And yet the operationalization of
variables ultimately determines our capacity tchbeter into dialogue with previous
research and to address new and innovative resqaestions. In the current chapter, we
reflect on data operationalization within the fieldSLA, offering two concrete examples
from investigations into the expression of futuree in second-language French. We
demonstrate how two important independent variabliesnporal distance and adverbial
specification — have either been defined in numeweays or underspecified in the literature.
We then provide concrete illustrations of the imfpEalata-coding decisions by presenting
reanalyses of these two variables using data fn@aviqgusly published research. We conclude
with a discussion of the implications that theseaal assessments of data coding have for

knowledge of SLA.

Introduction

In the field of second language acquisition (SL, are often faced with the
challenge of how to go about coding the data trebtathe heart of any empirical approach to
linguistics. It is crucial that data-coding decisscallow researchers to address new

hypotheses and research questions, while at the sara allowing them to compare and



contrast with past research findings, thereby Ingjdhe knowledge base within the field
(Révész, 2012). This tension between new and sorestinnovative operationalization
decisions and the need for generalization (ana, ghoints of comparison with previous
research) tends to go unaddressed in much regealtbhed in SLA. By neglecting to
thoroughly attend to this crucial aspect within Stesearch method head on, we inevitably
head towards the curious situation of using theesgmsimilar) terms to talk about variables
that have been operationalized in quite differeahners (for examples in the field of
phraseology, see Myles & Cordier, 2017; in thedfief corrective feedback, see Ranta &
Lyster, 2007). This state of affairs leads to ckwhknowledge building that may be
unfounded or overstated.

The current chapter reflects on the issue of daéaationalization within SLA, using
the specific example of future-time expressiondoand-language (L2) French as an
illustration. We begin with a general reflectionttve challenges associated with data coding,
the potential for lack of consistency, and the dmagosed to the ability to generalize and
draw valid conclusions. We support these obsematwith examples of data-coding
decisions in variationist studies on future-tim@rmssion in native-speaker (NS) French
(Blondeau, 2006; Blondeau & Labeau, 2016; Come@il12Grimm, 2010, 2015, 2016;
Grimm & Nadasdi, 2011; Gudmestad, Edmonds, Donald&dCarmichael, in press; King &
Nadasdi, 2003; Poplack & Dion, 2009; Poplack & Tinyd999; Roberts, 2012, 2016;
Villeneuve & Comeau, 2016) and in L2 French (BloamdeDion, & Ziliak, 2014; Edmonds &
Gudmestad, 2015; Gudmestad & Edmonds, 2016; Naddsdigeon, & Rehner, 2003). In
the second portion of the chapter, we illustragedignificance of data-coding decisions by
proposing two reanalyses of data from publishedietu We conclude the chapter with a call

for more explicitness in reporting and for cleastifications when linguists depart from



previously established data-coding practices, agythat both are necessary in order to move

forward SLA research in a meaningful way.

Challenges associated with data coding: The exampdé future-time expression in
French

In a discussion of frequent shortcomings in SLAhodtsections, Mackey (2012, p.
26) remarked that “coding systems vary widely aredreot always represented in sufficient
detail.” Concerning first the wide variety of datading practices in the field of SLA, Mackey
and Gass (2005) suggest that this can lead tooflactmparability across different studies.
For this reason, they advise researchers to adting data-coding schemas, unless changes
in those schemas are clearly motivated. The seabgeérvation in the previously cited quote
highlights the fact that descriptions of data cgdane not always sufficiently precise. While
this is sometimes the result of constraints ovacklhesearchers have no control (e.g., length
limits placed on publications), the results of tlaisk of precision can be serious and weaken
the ability of the scientific community to judgestimportance of the study in question and to
make relevant comparisons across studies. Laclaonfycmay exist with respect to what is
being studied (i.e., the dependent variable), dsagehow the phenomenon under study was
analyzed (e.g., independent variables). Thus, #nety in practices and the fact that
sufficient details are not always provided togetiavre the potential to undermine the ability
to interpret the findings presented, as well agthtential for replication (Mackey, 2012;
Marsden, Mackey, & Plonsky, 2016; Polio & Gass, ZL9Révész, 2012). In other words, the
fuzziness that exists with respect to data codamgimpede attempts at building knowledge
that is generalizable and verifiable within thddieMoreover, while any investigation into

linguistic phenomena may suffer from data-codingppgms, the coding of interlanguage



poses patrticular challenges, given its “unstabiel ‘dransitional” nature (Corder, 1981, p.
18).

Although we expect that the preceding commentsmailbe particularly
controversial, the actual impact of data-codingslens is rarely given center stage in the
literature (for a recent exception, see Myles &der, 2017). In the current chapter, we
provide two concrete illustrations of how codingideons may influence results and,
ultimately, constrain conclusions drawn with reggecSLA. To do so, we have chosen the
domain of future-time expression in L2 French, esadhat we have researched within
variationist (Geeslin & Long, 2014) and concepeated approaches (von Stutterheim &
Klein, 1987) to SLA (see the sectioRsture-time expressioandReanalyzing adverbial
specification, respectivelyor definitions of these two approaches). Wherbegan
examining future-time expression, we were struckhigyhigh level of diversity with respect
to data-coding practices and reporting, diversigt tharacterized both the identification of
the dependent variable (i.e., what counts as adtitme context) and the operationalization
of numerous independent variables. This varieprésent in studies of both first-language
(L1) and L2 French and complicates our ability ng&ge in dialogue with previously
published research. Faced with multiple ways ofafpanalizing certain variables, for which
coding practices were not always sufficiently egipliwe found ourselves struggling with
these decisions. We have published reflectionfiercvding of the dependent variable in a
previous article (see Edmonds, Gudmestad, & Doonald2017). In the current chapter, we
use the example of two of the most frequently €tddndependent variables — namely,
temporal distance (also sometimes referred torapdeal reference) and the presence or
absence of a lexical temporal indicator (LTI, ofteferred to as adverbial specification) — in
order to highlight these challenges and, thenxérene how different decisions lead to

different findings. In the remainder of this sentiove offer a concise presentation of variable



future-time reference in French, followed by ardepth discussion of how temporal distance
and LTIs are thought to influence this case ofatarn. In particular, we highlight differences
in how these two factors have been operationalizg@devious variationist research. Finally,
we present the rationale for the current chapter.
Future-time expression in French

Future-time reference may be expressed in Frenoly asvariety of verb forms.
Whereas Edmonds et al. (2017), using a concepttedeapproach, identify no fewer than 13
such forms in the NS portion of a corpus of infore@versations, most previous studies
have focused on two or three of the most frequert forms found in future-time contexts.
These include the periphrastic future (PF: 1a)jnfectional future (IF: 1b), and the futurate
present (1c).
(1)  a.je pense quf va le faire (NS5, t249)

‘| think that he is going to do it’

b.maistu ferasca samed(NS5, t225)

‘but you will do it Saturday’

C.gu’est-ce queu fais demain apres-midiNS5, t269)

‘what are you doing tomorrow afternoon’
In each of these three examples, the same NS imgederence to future time with the verb
faire ‘to make/do’, although three different verb fornme asedThis particular case of
alternation has received much attention, partitpfaom researchers interested in examining
morphosyntactic variation within a variationist geective. A variationist approach to future-
time expression recognizes that certain instancesich reference to future time is made
can be expressed using more than one form (cedledntg. Those instances in which

variation is possible make up teavelope of variatiorand variationist studies generally

! Examples come from the corpus used in Edmondis €X01.7). ‘NS5 refers to the fifth native speakethe
corpus and the token number 249 in the dataset.



employ quantitative methods (especially regressiodels) with the aim of identifying the
internal and external factors that influence freguyeof use of a given variant within that
envelope (Tagliamonte, 2012).

While variationist linguistics began in the®™6entury (Labov, 1966), the interest in
variation in the future-time sector in French caniaced back hundreds of years. As shown
by Poplack and Dion (2009), grammarians writingnusstn 1530 and 1999 addressed the
variation in future-time expression, most ofterpting to explain it away by evoking
factors that constrain which variant will be usedplack and Dion write that “[m]ost
grammarians, prescriptive and descriptive, espthesalea that the variants are selected
according to the way the future eventuality is sibned, and/or the semantic or pragmatic
import to be conveyed” (p. 558). In the sentene thllows, Poplack and Dion note that
“[iln spontaneous speech, however, [the varianmesfarely used in accordance with the
values proposed.” This observation is the stappioigt for variationist analyses that attempt
to understand which linguistic and extralinguigéictors may influence the verbal variant
used by a given speaker. Although the operatioatatia of extralinguistic factors is also
worthy of attention, in the current chapter, we@ntrate only on linguistic factors. With
respect to future-time reference, linguistic fastthrat are commonly included as independent
variables are temporal distance, presence or abs¥ran LTI, sentential polarity, the
certainty that the future event will occur, gramitetperson, and, to a lesser extent,
contingency on aif clause, and the presencegqofand‘'when’. Whereas the
operationalization of certain independent varialda®latively uncontroversial (e.g., the
grammatical person of the subject is generallyr|edher variables are more open to
interpretation. This is particularly the case wilile first two variables mentioned, namely

temporal distance and LTIs. In what follows, weiegwhow temporal distance and LTIs have



been operationalized in the literature on L1 andut@re-time reference in French, generally
limiting the discussion to research on oral datadc@ted within a variationist perspective.
Future-time reference and temporal distance

The distance between time of speaking and the ¢éagh@soment at which the future
event (be it an action or a state) will be realired long been thought to influence which verb
form is used to make reference to future time. Thgarticularly clear with the PF, which is
also called théutur procheor futur prochain‘close future’, revealing the presumed
connection between this form and events that dr®secur in the near future. In their
review of 163 grammars, Poplack and Dion (2009hébthat “the proximity reading for PF
enjoys the highest rate of agreement (59%) amoaqugrarians” (p. 574). However, when
the presumed connection between PF use and tentistahce has been examined in actual
language use, findings diverge along geographesli€omeau and Villeneuve (2016, p. 234)
go so far as to speak of a “temporal distance-fipldivide” when it comes to linguistic
constraints on future-time reference. As they poutt it has generally been found that future-
time reference in varieties of French spoken inl§@g¢Ontario, and Western Canada are
most strongly conditioned by sentential polarity(eBlondeau, 2006; Grimm, 202 %5rimm
& Nadasdi, 2011; Poplack & Turpin, 1999; Poplaclo&n, 2009), whereas the expression of
future time in Acadian varieties of French has bieemd to be constrained by temporal
distance (Comeau, 2011; King & Nadasdi, 2003).&dench spoken in France, the results
for these two variables are currently mixed: Rab€012) reports that sentential polarity —
but not temporal distance — is operative, Villereeand Comeau (2016) find that only
temporal distance significantly influences futuired expression, and Gudmestad et al. (in

press) find that both variables are significantfétsthe role played by temporal distance in

2 In his dissertation, Grimm looked at a corpus frb®@8 and one from 2005, as well as data from séver
different communities in Ontario. Most analyseswsd sentential polarity (and not temporal distariod)e
operative. However, certain types of speakers (estricted speakers in the 1978 corpus) andinerta
communities (i.e., Cornwall, North Bay, and Pemigfokeere found to be sensitive to both sententightien
and temporal distance.



future-time expression L2 French, we know of twadatgonist studies that have looked at oral
data. Whereas Blondeau et al. (2014) found thaPthevas significantly favored in the
expression of proximal future events in the spedadhnglo-Montrealers, this factor had no
significant effect in Nadasdi et al.’s (2003) arsayof speech produced by students living in
Ontario and attending a French immersion program.

It bears noting that this body of evidence regaydemporal distance is based on at
least seven different ways of dividing up the tenapdistance spectrum, from the binary
proximalversusdistal opposition seen in (2a), to the six temporal catieg coded by Roberts
(2013 and 2016, see [2g]). Clearly, King and Nadgx@D3, p. 333) were correct when they
wrote that “the exact definition of what constiwiteear’ is difficult to pin down.”

(2) a. Proximal (< 24 hours) versus distal (> 24rsp (Blondeau, 2006, p. 86; Blondeau
et al., 2014, p. 679; Blondeau & Labeau, 2016 52; &rimm, 2015, p. 236; Grimm,

2016, p. 7; Nadasdi et al., 2003, p. 207; Popladkién, 2009, p. 571; Poplack &

Turpin, 1999, p. 150; Roberts, 2012, p. 99; Villeve & Comeau, 2016, p. 325, fn. 9)

b. <1 hour, > week, indeterminate, continuousr{@r & Nadasdi, 2011, pp. 178-

179)

c. <1 hour, < 24 hours, < week, > week, contirsu@{ing & Nadasdi, 2003, p. 328)

d. < 1 hour, < 24 hours, < week, > week, unspatifGrimm, 2010, p. 86)

e. < 24 hours, < week, < month, > month, ambig@usimestad et al., in press)

f. <1 hour, < 24 hours, < week, < year, > yeadeterminate (Comeau, 2011, pp. 218-

219)

g. < 24 hours, < week, < year, > year, continumgeterminate (Roberts, 2013, p.

142; Roberts, 2016, p. 293)

There is a clear tendency in this literature tofopt two-way distinction betwegroximal

anddistal. However, this trend must be nuanced by at Iémsetobservations concerning the



studies mentioned in (2a). First, there is someiguity around the coding of future events
for which temporal distance cannot be determinedei®as many linguists opt for an explicit
“indeterminate” or “ambiguous” category, others @g@pto have grouped indeterminate
examples with distal ones (Blondeau & Labeau, 2p1853; see also King & Nadasdi, 2003,
for a similar coding decision). Other researchergpb/ have not addressed the question of
indeterminate future-time reference in their pudttiens. Second, certain linguists (such as
Nadasdi et al., 2003) use the tenpneximal anddistal but do not define what is meant by
these terms. Although we presume, given the prevstudies they cite, that Nadasdi et al.
have adopted the within a day / beyond a day distin, the fact that this is not made explicit
is problematic, especially when we consider theeoauthors working on future-time
reference in French may use these terms with diftedlefinitions. This was the case, for
example, in Moses’ (2002) concept-oriented analysighichproximalreferred to events
occurring within the week following speech time.irtlh Poplack and Turpin (1999), Roberts
(2012), Grimm (2015, 2016), and Villeneuve and Cam@016) originally opted for a finer-
grained coding of temporal distance, only latefagsding to a binary distinction either
because there was no evidence that the finer cquiongded additional insight (Poplack &
Turpin) or because the distribution of the datarhtlallow the researchers to retain the more
detailed coding (Roberts; Villeneuve & Comeaihus, if a majority of studies has
ultimately opted for the binary opposition, thistiiction is not always the first coding choice
preferred by scholars.

The tendency to start with a multi-categorial vialegbefore reducing to a binary or
ternary opposition is relatively common in thigtdture, where collapsing categories appears
most often to be motivated by the need to avoidlsrelis in the regression analyses that

characterize variationist linguistics. In such casend space permitting, it would be useful for

% Grimm simply states that “it was not necessargcaitinize the data to this level of detail” (20p5236).



authors to also report the tendencies found wethotinginal coding, as was done by
Villeneuve and Comeau (2016) with respect to teralpdistance. After having presented their
multivariate analysis with a binary temporal distanariable, these authors returned to their
original coding for a follow-up analysis. In thewn words, they recognize that
the original finer breakdown reveals a finding tisatinfortunately masked by the
broader binary coding necessary for the multivaratalysis: the high frequency of
the periphrastic future in the most immediate cxistg...] These results show that the
PF is used at an extremely high rate (93.3%) withnts anticipated to occur within a
minute, which suggests that the PF is marking inemie, and appears to confirm
early grammarians’ descriptions: the periphrasttare does marle futur proche (p.
329)
In discussing this finding, the researchers higdttlipe difficulty in comparing results across
studies: “In the other varieties [of French] whdikplay a strong temporal distance effect, it
is impossible to establish whether or not the P&sikighly favoured in imminent contexts
(i.e., within the minute) due to the fact that thehors did not adopt as fine a temporal
breakdown” (p. 330). In other words, comparisomesiults concerning temporal distance is
compromised by the wide variety of coding schentigted in this literature. Moreover, the
justification for the different ways of coding teoral distance presented in (2a-g) has, to the
best of our knowledge, not been addressed.
Future-time reference and LTIs
Temporal adverbials (also referred to as LTls ia thapter) that have the possibility
of being future-looking, such &sut de suitéright away’, demain‘tomorrow’, andun jour
‘one day’, are one means of establishing referémdéeture time. The importance of such
LTIs in modern-day French has been extensivelyudised with respect to future-time

reference, and especially as concerns the futpratent (e.g., Grimm, 2016; Le Goffic &



Lab, 2001). The futurate present does not carrfi@xfuture morphology, and it has been
suggested that future-time reference must be éstiabl by other means, such as temporal
adverbials (see Blondeau, 2006; Moses, 2002).dentevariationist accounts of future-time
reference, datasets have been coded for the peegersus absence of temporal adverbials,
with most linguists making a three-way distinctimetween absence of an adverbial, presence
of a specific adverbial (e.gdemain‘tomorrow’), and presence of a non-specific advarbi
(e.g.,bient6t'soon’). Research that has conducted multivariatdyses for only the PF and
the IF in future-time contexts has most often fonndsignificant effect for adverbial
specification (Blondeau, 2006; Grimm & Nadasdil20King & Nadasdi, 2003; Roberts,
2012, 2016; Villeneuve & Comeau, 2016). Poplack Brah (2009), Comeau (2011), and
Blondeau and Labeau (2016) constitute exceptiorsjraeach of these studies, the IF was
found to be favored in contexts containing an LTI.

At least five studies have used regression modets@amine the futurate present, in
addition to the PF and IF, in the expression aireitime by NSs or non-native speakers
(NNSs) of French: Poplack and Turpin (1999) ushey®ttawa-Hull corpus, Grimm (2016)
for the community of Hawkesbury (Ontario), Gudmdstaal. (in press) for Hexagonal
French, Nadasdi et al. (2003) for French spoke@dyadian school children in an immersion
program, and Blondeau et al. (2014) for the Fresfohnglo-Montrealers. The results from
these five studies are summarized in Table 1, witlicstrates that the present has

consistently been favored in the presence of adeahpdverbial, for both NSs and NNSs.

* Grimm (2015) also analyzed the present-for-futnreeveral different datasets. Because of spatectems,
we choose here to present only the results reporteid 2016 article.



Table 1Results from variationist studies having examiredRF, IF, and present in oral production

Study Population PF IF Present

Poplack & Turpin (1999) NSs (Ottawa) Favored whét is Favored when a non- Favored when a specific
absent specific LTI is present or non-specific adverbial

is present

Grimm (2016) NSs (Ontario) Favored when LTlis  Non-significant Favored when a specific
absent adverbial is present

Gudmestad et al. (in pre3s) NSs (France) Presence of specific LTI: IF < Preswticative (non-significant for non-specific
LTI)

Presence of specific or non-specific LTI: PF < Bn¢sndicative

Nadasdi et al. (2003) NNSs (Ontario)  Favored whEhis Non-significant Favored when a specific
absent or non-specific adverbial
is present
Blondeau et al. (2014) NNSs (Québec)  Favored whdnd. Favored when a non- Favored when a non-
absent specific LTI is present specific LTI is present

® Results from this study look different as a muititial regression was run. This type of analysisesakthree-way dependent variable possible, alpwinto examine the
full dataset in a single model. For the other fstuidies, researchers ran three different modebs f@meach form of the dependent variable).



On its surface, the operationalization of thisdaeppears quite straightforward: A future-
time context either is or is not accompanied bgraptoral adverbial making reference to
future time. However, the difficulty — and the aigploty — lie precisely in what is meant by
accompaniedAs we began coding our own data, this ambiguityame apparent, and we
questioned how close a temporal adverbial had ¢ardo a future-time context in order to
count agpresent Did the temporal adverbial specifying when a fatavent was to occur have
to appear within the same clause, or could it owgtirin the same utterance, the same turn,
or even within the same discourse context as tHe exgpressing the event in question?
Unfortunately, previous studies that have providethils about the coding of this factor are
rare: Poplack and Turpin (1999) and Poplack andh [2009) state that adverbial
specification was coded at the level of syntah&irtstudies, whereas Grimm (2015, pp. 229-
230) considered that a temporal adverbial was ptesesed in the same turn as the future-
time context or in the immediately preceding quesby the interviewer. In the remaining
studies, data-coding practices have not been maaleig although the examples cited show
temporal adverbials occurring in the same claugsbeafuture-time context. It is possible that
coding in these studies actually went gone beybadlause level, and that space constraints
led authors to choose short examples. Howevernghvat descriptions of coding did not
clarify this possibility, we deduced that most poess studies had likely adopted a clause-
level coding for LTI, as suggested by the examplesided. This is thus how we ultimately
operationalized this factor for Edmonds et al. (A0dnd Gudmestad et al. (in press).

Opting for a clause-level coding of LTI could hstified on practical grounds, but
perhaps less so on theoretical ones. Generallkspgaata-coding schemas should be both
reliable (i.e., allow for consistent categorizatafrdata) and theoretically valid (Révész,
2012). A clause-level coding of LTI certainly allevior consistent categorization of the

variable, constituting an excellent example of wRévész (2012, p. 213) refers to as “low-



inference categories,” that is coding categoriekit require little judgment” on the part of
the coder. However, the justification of clauseelesoding on a more theoretical level is less
clear. Indeed, restricting this factor to the lewkthe clause effectively implies that the
presence of temporal adverbials within the largecalirse beyond the clause does not
influence verb forms used to express future timthaugh this may very well be the case in
interview data, in looking at our own conversatttata, we saw numerous instances of future-
time reference being established via a temporadrili and being maintained across several
turns, without repetition of LTIs. A short extrdodbm an example that will be analyzed later
in the paper illustrates this phenomenon (3):
3) NS1: et le vingt-huitl y a une avant-premieng aune piece de théatre du college

Jeanne d’'Albret

‘and the 28 there is premierethere isa play by the Jeanne d’Albret middle school’

NNS1:ah ouaig'y vais et Chloéelle joue?

‘ah yeahl’m going andis Chloé performing?’

NS1: ouaisChloé y joueouais

‘yeahChloé’s performing yeah’
Here, the NS establishes future-time reference thighLTlle vingt-huit(the 28"), and this
temporal frame in maintained over the next sevdealses and turns, by both the NS and the
NNS. In light of such examples, we question whethelause-level definition of LTI, which
appears to correspond to current practice in tieisature, actually reflects how temporal
adverbials are used in conversation data in oalestablish and maintain temporal reference.
These reflections have led us to explore the pitisgibf offering a new operationalization of
this variable (see Grimm, 2016, for a discussioa similar issue in interview data and
Gudmestad et al., in press, for a first attempidalressing this issue with conversation data).

Rationale



As demonstrated throughout this section, two imgurvariables thought to influence
future-time reference in French — namely, tempdistance and adverbial specification —
have been subject to a variety of data-coding d®tss Temporal distance has been sliced
into anywhere from two to six categories of variteimporal lengths, clearly complicating
our ability to build knowledge across studies. T¥seie at hand with adverbial specification is
somewhat different, as what is meantdogsenceandabsenceof an LTI has largely gone
unaddressed. In other words, in these two varialbledind both an example of “coding
systems [that] vary widely” and one of coding systehat “are not always represented in
sufficient detail” (Mackey, 2012, p. 26). In whatnains of this chapter, we offer two
reanalyses of previously published data. Firstew@ore how the operationalization of
temporal distance may change outcomes in termadihfys reported for an elicitation task
(Edmonds & Gudmestad, 2015). We then return to emation data that we analyzed in
Edmonds et al. (2017) in order to offer an altaugaapproach to operationalizing adverbial
specification. In both cases, we discuss the irapbas that these critical assessments of data

coding have for knowledge of L2 acquisition.

Reanalyzing temporal distance

As shown previously, the factor of temporal dis@has been defined in numerous
ways in studies looking at future-time referenc&tianch, with the binary opposition between
proximal(< 24 hours) and disté&b 24 hours) being the most frequently adoptedhil
section, we explore the impact of two different igenalizations of this variable on a single
dataset (Edmonds & Gudmestad, 2015). We will bbgipresenting the study, in which
temporal distance was originally divided into fis@egories. For the current chapter, we
recoded the variable of temporal distance, colfapgiinto a two-way distinction, before

reanalyzing the dataset. We present these newnfisdind then end by comparing the results.



Presentation of original study

For our first publications on future-time expressioie opted to use a data-elicitation
task in order to examine the role that three listicifactors may play in future-time
expression: temporal distance, LTIs, and (un)catgyanarkers (see IRIS repository for access
to the task). The written contextualized task thatcreated contained a series of 30 short
contexts that together told a story (for the omdjiispanish version of the task, see
Gudmestad & Geeslin, 2013). Each context endedawitexpression that introduced direct
dialogue (e.g., “he said”, “she asked”), followedtbree possible formulations for the
dialogue. The formulations differed only in therfoof the verb (PF, IF, or present), and the
order in which the forms was presented was courdanced across items. As an example,
item 24 is provided in (4):
(4) Sarah demande a André ce qu’il compte faire apessesudes. Comme Sarabh, il finit

dans deux ans. Il répond :

a. Je cherche sans doute un travail en France. __e prdfere la phrase A.

b. Je vais sans doute chercher un travail en France. __ Je préféere la phrase B.

c. Je chercherai sans doute un travail en France. __Je préfere la phrase C.
Sarah asks André what he’s planning on doing aftestudies. Like Sarah, he finishes
in two years. He responds:

a. | am without a doubt looking for work in France. | prefer sentence A.

b. I am without a doubt going to look for work irelice. | prefer sentence B.

c. | will without a doubt look for work in France. | prefer sentence C.

For each item, participants were asked to choaséotimulation that they preferred. Across
the 30 contexts, we manipulated temporal distalntks, and (un)certainty markers. With

respect to temporal distance, five different catesgowere examined: immediate, < 24 hours,



< week, < month, and > year. The temporal distari¢ke future event was made clear in
each context, and the five categories were evastyililited across the 30 items, resulting in
six items per temporal distance category. This weak completed by 30 NSs of French and a
total of 116 NNSs with 24 different L1s, all of winovere studying in France at time of
testing (see Gudmestad & Edmonds, 2016, for additianalyses of this task). The NNSs
were assigned to four levels of proficiency onhhasis of a c-test (see Tremblay, 2011, for a
discussion of c-tests as proficiency measures}k fhipe of task presents learners with a
passage in the target language from which a cemtaimber of words has been deleted (50, in
the case of the c-test used in the project in qudst_earners were provided with half of the
letters of the missing word and asked to compliételanks.

In order to analyze the responses, a multinomgkession was conducted. The
advantage of this type of analysis, when compardinary regressions used in most
variationist studies of future-time reference hiatta single model of the dataset is generated,
thus taking into account the relationships betwtberthree categories of the dependent
variable (IF, PF, present). In Table 2, we presiemtemporal-distance results from Edmonds
and Gudmestad (2015); for the full models, seetiggnal study. In this type of model, both
the dependent and independent variables have achegpory against which the other
categories are compared. In the model presented therbase category for the dependent
variable was the PF, with the results for the IFsus PF comparison presented on the left and
the results for the present versus PF comparisesepted on the right. As concerns the
independent variable of temporal distance, < 24%wuas the reference point. For each
comparison with this base, the odds of choosingtimeparison category of the dependent

variable can be higher, lower, equal, or not sigaift® As an example, we see in the first

® When an independent variable is included in tigeegsion model, this usually means that therelisast one
significant effect for which the odds of choosihg tomparison category of the dependent varialeléoarer or
higher than the base case. In some cases, thaugk, gategories of the variables are not shown to be

significantly different from each other. Thus, whte independent variable is included in the madela given



column that for Levels 1 and 3, the odds of chapsie IF over the PF are the same for an
action set to occur in the immediate future (v set to occur within 24 hours). However,

for Levels 2 and 4 and for the NSs, the odds obshy the IF over the PF are lower when
the future event is expected to occur immediatehen compared to events that should occur
within 24 hours.

Table 2.Results for the temporal distance variafifgimonds & Gudmestad, 2015)

IF vs. PF Present vs. PF
Group Immed <24h <week <month >yealmmed <24h <week <month >year
Level 1 = Base = = > = Base < = =
Level 2 < Base = > > = Base < = =
Level 3 = Base = > > = Base < < <
Level 4 < Base = > > = Base = < <
NSs < Base = > > = Base < = <

These results led us to two conclusions. First,wdxamined within the context of the full
model, these findings suggested that patternsradti@n similar to those seen for NSs
developed more slowly for these learners with ressgethe present-for-future than for the IF,
compared to the PF. More specifically, NNSs athtigiaer proficiency levels showed close
approximation to NS patterns of variation in thevéffsus PF comparison, whereas patterns
identified when selection of the present was comgbavith that of the PF showed more
variability (for all three independent variablesamined). The second conclusion concerned
the factor of temporal distance more specificdlyexamining the IF versus PF comparison,
we noted that the NSs dispreferred the IF in prakioontexts (i.e., immediate contexts),

whereas this form was preferred in more distal ggeaonth and > year). This pattern is also

category of that variable is not shown to be sigaiitly different from another, the odds are fotmdbe “equal.”
In contrast, when an independent variable is rdudted in the regression model, this means thafaitter does
not condition the dependent variable and the vigisbfound to be “not significant.”



instantiated in the learner data, where we sedinear development across levels. For
example, the learners at the lowest level of preficy (Level 1) prefer the IF to the PF in the
most distal contexts (> year), with no differensesn for the other categories. Level 3
participants prefer the IF to the PF in the two talistal contexts (< month, > year) but show
no significant preference between the two formsitidied for the other categories. Finally,
Levels 2 and 4 show the NS pattern, in which this iffisfavored in the immediate contexts
and favored in the two most distal contexts. THiggBngs may mean that, with regard to the
IF-PF comparison, learners first show sensitivityhie expression of the most distal events
before developing sensitivity to IF versus PF usproximal ones.
Reanalysis

For our reanalysis, we examined the same datasegf thee most common
operationalization of temporal distance: proxim@aR@ hours) versus distal (> 24 hours). This
means that each participant responded to 12 proxiomtexts (6 immediate, 6 < 24 hours)
and 18 distal ones (ranging from < week to > yaaig.then ran a second multinomial
regression. The results for temporal distance aedlyas a binary variable are presented in
Table 3 (the results for the two other variableglyed in this project did not change from
those found in Edmonds & Gudmestad, 2015).

Table 3.Results for the temporal distance variable reanadlyz

IF vs. PF present vs. PF
Group Proximal Distal Proximal Distal
Level 1 Base > Base <
Level 2 Base > Base <
Level 3 Base > Base <
Level 4 Base > Base <
NSs Base > Base <




When reanalyzed as a binary variable, we finddldour groups of learners and the NSs
preferred the IF (over the PF) in distal contewtisereas in those same contexts, the present
was dispreferred (compared with the PF). In othemds, the NSs and all four learner groups
show preference for the IF and dispreference femptiesent in distal contexts. Whereas this
general tendency is also visible in the resultvipgiex in Table 2, the two analyses differ
crucially with respect to the patterns of developmédeed, in the reanalysis using a binary
proximal versus distal opposition (Table 3), abbgps of participants showed similar
selection patterns. Thus, even the learners weghawest levels of proficiency match the NS
patterns, meaning that no conclusions concernirngldpment can be drawn. The analysis
presented in Table 2, on the other hand, showsathaer division of the temporal distance
spectrum reveals developmental patterns, partigulathe IF versus PF comparison: the IF
is preferred first in the most distal contexts (keeel 1) before becoming dispreferred in the
most proximal ones (see Levels 2 and 4). Both figsliare of interest to the field of SLA: (a)
learners appear to be able to approximate the ruhstioction between proximal and distal
contexts in an elicitation task even at low lewalgroficiency (Table 3) and (b) at a finer
level of distinction, developmental patterns ariglent (Table 2). These findings obviously
derive directly from data-coding decisions, andsthdecisions reflect what a researcher
judges to be most important: in this case, a hegiellof detail versus comparability with
previous studies. Whereas our original study gaeépence to the use of “as finely grained a
measurement as possible” (Mackey & Gass, 20053@), 2Zhus revealing information about
development, the reanalysis sought to facilitategarisons with previous studies by
adopting a similar coding scheme. In so doingréamalysis allowed us to more easily note
that patterns from our dataset are more in liné Bibndeau et al.’s (2014) results from oral
interviews conducted with Anglo-Montrealers, in alinthey found that the PF was favored in

proximal contexts, than those reported by Nadasali. €2003), who found no significant



effect for temporal distance. Thus, the issueakests not which one of the two coding
decisions is “better”, but rather to demonstrat@ieicelly that these two examples lead to

different conclusions about L2 acquisition.

Reanalyzing adverbial specification

Most variationist analyses into future-time expi@ssn French have coded for the
presence or absence of a LTI in future-time costexor this particular variable, coding
practices tend to be underspecified, and althougsét examples given show the temporal
adverbial in the same clause as the future-timéegont is not clear if all examples of
adverbial specification are clause immediate. Asuised previously, as well as by Grimm
(2016), there is good reason to expand this defintb include LTIs beyond the immediate
clause: Temporal reference established by a LTbeamaintained across long stretches of
discourse. Thus, in our second reanalysis, weapplly two different operationalizations of
what is meant by the presence versus the abserckTdfin future-time contexts to a dataset
of casual conversations. The first coding schenwa(@se-level definition) was adopted in
Edmonds et al. (2017), whereas the second (a disedevel definition) is presented here for
the first time.
Presentation of original study

In Edmonds et al. (2017), we examined how NSs ai83%\of French expressed
future-time reference in informal oral conversasionen English NSs with high L2 (near-
native) proficiency were recruited. All had beenrg in France for at least 4 years. Each
participant selected a NS of French with whom tveye comfortable speaking in French
(e.g., spouse, friend, co-worker). Every dyad wasructed that they would be left alone for
45-60 minutes with a microphone and that they ctalkdabout any subject that they wished.

The resulting corpus contains over 8 hours of @iocgs (more than 77,000 words), with the



NSs and NNSs contributing similar numbers of wqeie Donaldson, 2012, for additional
details on this corpus). A concept-oriented appnosas adopted for the coding of each
transcript (Bardovi-Harlig, 2007; von Stutterheink8ein, 1987). Such approaches “are
interested in the range of linguistic devices #psakers use to express a particular concept”
(Bardovi-Harlig, 2007, p. 58). In the case of Edm®et al. (2017), the analysis aimed to
identify how NSs and NNSs expressed the concefuttofe time. In order to do so, we began
by identifying all future-time contexts, which wdsfined as any finite predicate set to occur
after the moment of speaking. Each transcript veaed minimally by two researchers and
any disagreements were resolved with the thirdareber. A total of 947 future-time contexts
were identified in the ten transcripts.

All future-time contexts were coded for a variefyariables, including the presence
of a specific or non-specific LTI. In Edmonds et(@017), the temporal adverbial had to
occur within the same clause as the future-timeesdnn order to be coded as present.
Following this coding schema, we found that 24.&eet of future-time contexts in the NS
portion of the corpus were accompanied by a LTE pharcentage for the NNSs was similar
(23.2%). We then looked more specifically at theocourrence of futurate present forms with
temporal adverbials. We found that 40.8 perceffiitnirate present forms produced by NSs
and 32.2 percent of such forms produced by NNSe wsed in the presence of a clause-
immediate temporal adverbial. Thus, we found tisataf LTIs was higher with futurate
present forms than with the full corpus for botbups of speakers. However, the rates of co-
occurrence between futurate present forms and texhadverbials were strikingly lower than
those reported by researchers such as Roberts)(2@i@ found near categorical co-
occurrence of LTIs with futurate present forms icogpus of native Hexagonal French.

Reanalysis



We sought to compare the coding of LTI at the @desel adopted in Edmonds et al.
(2017) with a new coding of this variable, whickda discourse context as its scope. In
examining the transcripts of the ten conversatiangas clear that future temporal reference
was often established by one speaker and maintayédth as they continued to speak about
the same topic. One such example is provided inw@ all verbs occurring in future-time
contexts indicated in bold. In this example, thedp8aker has introduced a new topic,
namely a play that will be performed on thd'28 middle school students. The LTle-
vingt-huit‘the 28™ — appears in the NSs’ first turn, but the tal&ttbccurs in the seven turns
that follow maintains this temporal reference.

(5) NS1: et le vingt-huitl y a une avant-premierg aune piece de théatre du college

Jeanne d'Albret

NNS1:ah ouaig’y vais et Chloéelle joue?

NS1: ouaisChloé y joueouais

NNS1:etc’estavant quel film alors?

NS1: avantKelly euh j'sais pas

NNS1:ah ouile secret de Kellpu je sais pas

NS1: ouije sais pas ce que c’est

NNS1:oui une petite fi oui oui d’accord €thloé va joue? [oui] tu vas y aller alors

NS1: and the 28there ispremierethere isa play by the Jeanne d’'Albret middle

school

NNS1: ah yealiim going andis Chloé performing?

NS1: yealChloé’s performing yeah

NNS1: and sdt's before which movie?

NS1: beforeOpaluh | dunno

NNS1: ah ye®©pal Dreamor | don’t know



NS1: yes |don’'t know what it is

NNSL1: yes a little gir yes yes ok a@thloé is going to perforn? [yes]so you're

going to go
In applying our original coding schema for LTI, pithe very first future-time context § a
une avant-premiéjenvas coded as being accompanied by the tempovatlaidlle vingt-huit
For the reanalysis of this independent variableregefined what we understood by
“presence” of a LTI, extending its scope from thause level to the discourse context. For
this reanalysis, a future-time context is consideécebe accompanied by a LTI when, in the
same discourse context, a temporal adverbial i@ U establishes when that future event is
expected to occur. Discourse context was definedtheme that extends more than one
clause and provides continuity to a part of thevessation (cf. Givon, 1983; Lambrecht,
1994; Reinhart, 1981). We began by identifying disse contexts across the ten transcripts.
We then reexamined each future-time context idiedtiih our initial analysis, searching for
LTIs within the discourse context. For this coding followed previous research and
distinguished between specific and non-specificedaials. Logically, all LTIs identified
using our original clause-immediate coding were aisluded in this new operationalization
of the variable. If we return to the example preddn (5), all eight future-time contexts were
coded as occurring in the presence of a LTI for&amalysis, ake vingt-huitis when each is
expected to occur. Table 4 presents the results fne clause-level coding of LTI (Edmonds
et al., 2017) and the discourse level coding (ryars.

Table 4.Distribution of LTI in Edmonds et al. (2017) andtie reanalysis

Edmonds et al. (2017): Clause level Reanalysisc@irse level
Specific Nonspecific Absent Specific Nonspecific bs&nt
Group n % n % n % n % n % n %

NSs 81 18.1 27 6 339 758 132 295 32 7.2 283 63.3



NNSs 82 164 34 6.8 384 76.8 149 298 50 10 301 2 60.

The change in scope for the variable of LTI unssmgly led to the identification of more
instances of the presence of LTI. Whereas we re@dhat 24.2 percent of future-time
contexts in the NS corpus and 23.2 percent in th& Norpus were accompanied, within the
same clause, by a LTI, these percentages incre@&# for NSs and 39.8 for the NNSs in
the reanalysis. For NSs, 56 predicates were reagalgs occurring within the discourse
frame established by the time adverbial, and 8Bencase of NNSs. When we narrow in on
uses of the futurate present only, we also seea ticrease in the co-occurrence of this form
with a LTI. Whereas Edmonds et al. (2017) repotted futurate present forms produced by
NSs were accompanied 40.8 percent of the timedguse-immediate LTI and that the figure
for NNSs was 32.2 percent, a discourse-level dedsmof LTI brings these percentages to
over 50 percent: 52.5 percent for NSs (74 out dfihdtances of futurate present forms) and
52.7 percent for NNSs (77 of 146 total instancegregent-for-future).

A comparison of the results from the two approatbexperationalizing the presence
of LTI brings to light two observations. First, @sncerns questions of SLA, we note that the
NNSs who participated in these conversations shimwes results to those found for the NSs,
regardless of how adverbial specification is openatlized. In other words, in terms of both
clause-level and discourse-level patterns, thisg NNSs closely approximates the
distributional patterns seen in the NS corpus. Thaready remarkable, as one of the
challenges inherent in the acquisition of variaditectures in a L2 is the acquisition of the
rates of use of each variant (Gudmestad, 2014)theosecond observation, we consider our
results within the larger literature on future-tineéerence in French. We note that although
the new definition of the LTI variable increases ttumber of present-for-future tokens that
occur in the company of such adverbials, the napsrted remain far from an “almost

categorical cooccurrence with future adverbialdijcl is how Roberts (2012, p. 97)



described the use of the futurate present in hgusoof Hexagonal French. Thus, whether
defined as occurring within the clause or withia thscourse context, the results from our
analysis are clearly different from those repotigdRoberts (2012) for Hexagonal French.
We presume that this difference either reflectsaalifferences between the two datasets (in
data type or in participant characteristics) ansartifact of diversity in data coding of the
dependent variable in the two studies. As concradirst possibility, it is plausible that the
interview data analyzed by Roberts (and in mostrotlriationist analysis mentioned in this
chapter) may show distinct ways of establishing rmuaihtaining temporal reference, likely
dependent on the interviewer, when compared tanmdbconversation between peers who
know each other well. This hypothesis suggestsglate or task type may be a factor that
should be taken into consideration in future redeéGeeslin, 2010; Schilling, 2013). It may,
however, also be the case that the differencesténaf adverbial specification derive at least
in part from the coding of the dependent variab&e,(what counts as a future-time context).
Indeed, little detail is provided in Roberts (20123t would allow us to determine how
present-for-future forms were identified. In otlnards, it is impossible for us to know if the
two studies went about identifying future-time axts in the same way (see Polio & Gass,
1997, p. 502, for a similar point concerning reglion studies). If the identification criteria
for the dependent variable adopted in Roberts (@da@ in Edmonds et al. (2017) differ, this

may help explain the divergence in our conclusions.

Reflections on data coding

Decisions made when researchers code their datadqrism through which
interlanguage is analyzed and interpreted. Oneatdin of the importance of these decisions
is the space dedicated to data coding in how-tdeguio conducting SLA research (Dornyei,

2007; Mackey & Gass, 2005). However, publicatiothsping a more critical posture



concerning data-coding practices are less comnfoMgéckey 2012; Myles & Cordier, 2017,
Réveész, 2012), despite the fact that all reseasdrerconfronted with these difficult
questions. In the current chapter, we have attedriptprovide two compelling examples
from the literature on future-time expression infEr2nch demonstrating the room for
improvement that exists with respect to consistearaytransparency in data coding. In the
first example, we showed that the coding of temipdistance has been subject to many
different approaches and that this variety in cggiractices has two important results. First,
it is difficult to build upon previous research,the categories of this variable are not always
the same. Second, we showed, using data publisiedmonds and Gudmestad (2015), that
the way in which temporal distance is coded leadifterent — and in this case
complementary — conclusions about the developmidture-time expression in L2 French.
We argued that conclusions drawn on the basiseofwib approaches to coding temporal
distance were valid and of interest. In the se@tample, we returned to conversation data
that we had analyzed for Edmonds et al. (2017).chung of spontaneous production data
comes with many challenges, and in the currenttelhape revisited decisions made
concerning the LTI variable. A discourse-level defon of LTI allowed us to better account
for how future-time reference was established aathtained across discourse in our dataset.
Moreover, results from both the clause-level arddiscourse-level analyses of LTI showed
that NNSs used temporal adverbials at rates sitwldrose found for the NSs. However,
when we compared the percentage of futurate présens accompanied by a LTI for NSs
and NNSs with what has been reported elsewhernddragonal French (Roberts, 2012), we
saw that even with the new discourse-level opamnatipation of the LTI variable, our results
are very different. At this point, it is impossiliteknow whether the differences reported
reflect actual differences in the two datasets #mgs, warrant additional research, or whether

these differences are artifacts of coding decistbaswere made (with respect to the



dependent variable, in this case). This observasi@nucial to our argument. Unless coding
practices are clear and decisions justified, readed researchers find themselves in the
position of having to take the authors at theirdvéWithout sufficient detail, which may

entail including fully coded contextualized exangplsample items, and/or full tasks, we
cannot verify coding decisions, nor can we be suige able to replicate what has been done
in previous research (as was the case with respdioe LTI variable). And although
departures from previous coding decisions may b#figed, it is too often the case that such
decisions are left unexplained (as was the casefgporal distance, including in some of our
own previous research). To this end, we hope thatchapter has succeeded in illustrating

the importance of data-coding decisions and prestigthin SLA.
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