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YURI FLORES ALBUQUERQUE, ANTOINE LAURAIN, AND IRWIN YOUSEPT


#### Abstract

Velocity models presenting sharp interfaces are highly relevant in seismic imaging, for instance for imaging the subsurface of the Earth in the presence of salt bodies. In order to mitigate the oversmoothing of classical regularization strategies such as the Tikhonov regularization, we propose a shape optimization approach for the sharp-interface reconstruction in time-domain acoustic full waveform inversion. Our main result includes the shape differentiability of the cost functional measuring the misfit between observed and predicted data. In particular, it reveals the expression of the distributed shape derivative in tensor form, built on a Lagrangian-type approach and regularity results for the wave equation with discontinuous coefficients. Based on the achieved distributed shape derivative and the level set method, we propose a numerical approach and present several numerical tests supporting our approach.


## 1. Introduction

Seismic imaging is a set of techniques to produce images of the subsurface of the Earth. Seismic waves generated by controlled sources at the surface propagate into the medium and reflections occur at the transitions between different materials; the reflection waves are then recorded at a set of point receivers, either located at the surface or in depth. Important applications of seismic imaging include hydrocarbon exploration and imaging of the lithosphere, glaciers, and subsurface structures in volcanic areas. Full waveform inversion (FWI) is a recent variant of seismic tomography that uses the full wavefield information for the inversion, instead of simpler informations such as travel times and phase velocities, by iteratively minimizing the difference between synthetic and observed data; see 16,45 for an overview. FWI relies on the numerical solution of the acoustic or elastic wave equations to obtain a realistic modeling of seismic wave propagation through heterogeneous media; thus FWI can be formulated as an optimization problem with PDE constraints.

The ill-posed nature of seismic inversion requires the use of a regularization. Due to its smoothness and ease of use, the Tikhonov regularization is probably the most frequently used regularization scheme for inverse problems and particularly for FWI. Its main drawback is that it tends to produce smooth velocity models, which precludes the reconstruction of singular features such as sharp interfaces, discontinuities, and high contrasts in the model. Such sharp features are nonetheless crucial for certain applications. For instance in hydrocarbon exploration, sound waves travel with greater velocity inside salt bodies compared to the neighboring sediments. Salt bodies also present a sharp velocity contrast to the sediment velocities at their boundaries and irregular geometries so that an accurate representation of the interface may considerably improve the quality of the images. Thus, an alternative regularization preserving sharp features and discontinuities is beneficial for the inversion. For this purpose the total variation regularization is widely used in image processing and has been applied to seismic imaging; see 1, 15] and the references therein. Another possible approach is to incorporate prior information about sharp interfaces and high contrast explicitly in the modeling of the problem; this has a regularization effect which alleviates the ill-posedness of the problem without oversmoothing the solution. Another possible advantage of the sharp-interface assumption is the sparse representation, which is useful in the context of large-scale applications.

In this work, we propose the use of geometric optimization techniques (cf. [42]) for the reconstruction of sharp interfaces in the coefficients (wave speed and mass density) of the acoustic wave equations. We consider the reconstruction of salt bodies and assume that the velocity models are piecewise constant for simplicity, with known constant but distinct values in the salt body and in the sediment region. In this

[^0]way, the optimization problem is recast as a shape optimization problem where the interface of the salt region becomes the unknown. The problem is formulated as the minimization with respect to the interface geometry of a cost functional measuring the misfit between the velocity model and the observed data, and the evolution of the interface is performed using a level set method (see 30,38 ).

FWI can be considered either in the frequency domain or in the time domain. Shape optimization (design problems) and level set-based approaches have been developed recently for FWI in the frequency domain, see $[13,17,18,20,22,23,26,32,33,41,46$, but are lacking in the time domain. Our work (see also [2] ) seems to be the first to develop and perform a mathematical analysis of a level set-based shape optimization approach for time-domain FWI in the acoustic case; see also 27 for a recent contribution using a level-set approach based on reaction-diffusion equation.

One of the main challenges arising in the shape optimization framework is the low regularity of the solution to the wave equations caused by the discontinuity of the wave speed and the mass density which affects both the state and adjoint state. The existing literature on shape optimization problems for the wave equation often assumes smooth coefficients; see [9, 10, 37] and 34] for an optimal design problem in the context of exact controllability for the 2D wave equation with an internal control. Optimal design problems have also been considered for stabilization of the wave equation involving a discontinuous damping potential in $19,35,36$, and for exact controllability of the wave equation in 40 . The uniqueness and stability of the inverse problem for time-harmonic elastic waves with piecewise constant Lamé parameters and density has been studied in [6], and the reconstruction of small conductivity inhomogeneities for the scalar wave equation has been investigated in [3]. In PDE-constrained optimization, there are a few contributions on inverse problems governed by the acoustic wave equation with discontinuous coefficients, and on the Fréchet differentiability of the parameter-to-solution map, see [5, 24, 43] and 25,31$]$ in the elastic case. In [7, 8], a semismooth Newton-CG method for constrained parameter identification is studied. We also refer to 12 for a recent study of the multi-bang control approach for the reconstruction of the mass density in the scalar wave equations.

To show the global well-posedness and the regularity properties of the corresponding state and adjoint state, we make use of the semigroup theory in combination with elliptic regularity results and techniques by Ball [4]. The semigroup theory is particularly suitable to deal with non-smooth coefficients and the hyperbolic first-order structure of the PDE-model (see, e.g., $11,25,47,48]$ ). Besides the discontinuity of the coefficients, the possibly low regularity of the interfaces is also challenging for the shape optimization approach. Indeed, the boundary expression of the shape derivative, also known as Hadamard formula, which is commonly used in the shape optimization approach, see for instance $17,18,41$, usually requires a certain regularity of the boundary. Here, we propose a method based on a weak form of the shape derivative also called distributed shape derivative, which allows working with nonsmooth domains and functions with low regularity and often offers better accuracy than the boundary expression for numerical approximation; see [14, 21, 29, 30] and the references therein. The proof of the shape differentiability and the calculation of the distributed shape derivative are achieved using the averaged adjoint method introduced in [44], which is a Lagrangian-type approach for shape optimization problems; see also 30. The shape derivative depends on the time and space derivatives of the state and the adjoint state where the adjoint is the solution of a backwards wave equation with terminal conditions. Based on the distributed shape derivative and on the level set method, we eventually propose a numerical algorithm for the minimization of the cost functional. The efficiency of the algorithm is demonstrated through several examples of reconstruction with synthetic data.

The remainder of this paper is organized as follows. In Section 2, we give regularity results for the wave equation with discontinuous coefficients, which is a key ingredient for proving the shape differentiability. In Section 3 the shape optimization framework is recalled. In Section 4 , we recall the averaged adjoint method (AAM) of 44 and compute the adjoint. In Section 5, we apply the AAM to compute the distributed shape derivative of the cost function. Thereafter, in Section 6, the application of our theoretical results to FWI is presented. Finally, in Section 7 we show the numerical algorithm and present several numerical results supporting our approach.

## 2. Regularity results for the wave equation with discontinuous coefficients

In this section we give several well-posedness and regularity results for the solution of the acoustic wave equations with damping and discontinuous coefficients. These results are essential for the study of the shape differentiability in the subsequent sections. Let $\mathcal{D} \subset \mathbb{R}^{n}, n \geq 2$, be a bounded Lipschitz domain. Let $\Gamma \subset \partial \mathcal{D}$ be a connected subset of $\partial \mathcal{D}$ where the homogeneous Dirichlet condition is imposed. On $\Gamma_{n}:=\partial \mathcal{D} \backslash \Gamma$, we impose the homogeneous Neumann condition. Let $H_{\Gamma}^{1}(\mathcal{D})$ be the closed subspace of $H^{1}(\mathcal{D})$ of functions with vanishing trace on $\Gamma$. Furthermore, we introduce the following Hilbert spaces:

$$
X:=L^{2}\left((0, T), H_{\Gamma}^{1}(\mathcal{D})\right) \cap H^{1}\left((0, T), L^{2}(\mathcal{D})\right), \quad X_{0}:=\{\psi \in X \mid \psi(0)=0\}, \quad X_{T}:=\{\psi \in X \mid \psi(T)=0\}
$$

endowed with the scalar product

$$
(u, v)_{X}:=\int_{0}^{T} u v+u_{t} v_{t}+\nabla u \cdot \nabla v
$$

and the associated norm $\|\cdot\|_{X}:=\sqrt{(\cdot, \cdot)_{X}}$.
Let us consider the following second-order wave equations:

$$
\begin{align*}
\kappa u_{t t}-\operatorname{div}(R \nabla u)+\eta u_{t} & =f \text { in } \mathcal{D} \times(0, T),  \tag{1}\\
u(0) & =0 \text { in } \mathcal{D},  \tag{2}\\
u_{t}(0) & =0 \text { in } \mathcal{D},  \tag{3}\\
u & =0 \text { on } \Gamma \times(0, T),  \tag{4}\\
R \nabla u \cdot n & =0 \text { on } \Gamma_{n} \times(0, T), \tag{5}
\end{align*}
$$

where the material parameters $\kappa: \mathcal{D} \rightarrow \mathbb{R}, R: \mathcal{D} \rightarrow \mathbb{R}^{n \times n}$ and $\eta: \mathcal{D} \rightarrow \mathbb{R}$ satisfy the following assumptions:
Assumption 1. Let $\kappa \in L^{\infty}(\mathcal{D}), \eta \in L^{\infty}(\mathcal{D})$ and $R \in L^{\infty}\left(\mathcal{D}, \mathbb{R}^{n \times n}\right)$. There exist positive constants $0<\underline{\kappa}<\bar{\kappa}$ such that $\underline{\kappa} \leq \kappa(x) \leq \bar{\kappa}$ hold true for a.e. $x \in \Omega$. Moreover, $\eta$ is nonnegative, and $R$ is symmetric and uniformly positive definite, i.e., there exists a positive constant $\underline{R}>0$ such that

$$
\begin{equation*}
\xi^{T} R(x) \xi \geq \underline{R}|\xi|^{2} \quad \text { for all } \xi \in \mathbb{R}^{n} \text { and a.e. } x \in \mathbb{R} . \tag{6}
\end{equation*}
$$

A function $u \in \mathcal{C}\left([0, T], H_{\Gamma}^{1}(\mathcal{D})\right) \cap \mathcal{C}^{1}\left([0, T], L^{2}(\mathcal{D})\right)$ is called a mild solution to the hyperbolic forward problem (1)-(5) if and only if

$$
\left\{\begin{array}{r}
\frac{d}{d t} \int_{\mathcal{D}} \kappa u_{t}(t) \psi d x+\int_{\mathcal{D}} R \nabla u(t) \cdot \nabla \psi+\eta u_{t}(t) \psi d x=\int_{\mathcal{D}} f(t) \psi d x  \tag{7}\\
\text { for all } \psi \in H_{\Gamma}^{1}(\mathcal{D}) \text { and a.e. } t \in(0, T) \\
u(0)=u_{t}(0)=0
\end{array}\right.
$$

and for every $\psi \in H_{\Gamma}^{1}(\mathcal{D})$ the mapping $t \mapsto\left(\kappa u_{t}(t), \psi\right)_{L^{2}(\mathcal{D})}$ is absolutely continuous.
Theorem 1. If Assumption 1 is satisfied, then for every $f \in L^{1}\left((0, T), L^{2}(\mathcal{D})\right)$, the hyperbolic forward problem (1)-(5) admits a unique mild solution $u \in \mathcal{C}\left([0, T], H_{\Gamma}^{1}(\mathcal{D})\right) \cap \mathcal{C}^{1}\left([0, T], L^{2}(\mathcal{D})\right)$ satisfying

$$
\begin{align*}
\int_{\mathcal{D}} \kappa u^{2}(t) d x & \leq t \int_{0}^{t}\left\|\kappa^{\frac{1}{2}} f(\sigma)\right\|_{L^{2}(\mathcal{D})} d \sigma \quad \forall t \in[0, T]  \tag{8}\\
\left(\int_{\mathcal{D}} \kappa u_{t}^{2}(t) d x+\int_{\mathcal{D}} R \nabla u(t) \cdot \nabla u(t) d x\right)^{\frac{1}{2}} & \leq \int_{0}^{t}\left\|\kappa^{\frac{1}{2}} f(\sigma)\right\|_{L^{2}(\mathcal{D})} d \sigma \quad \forall t \in[0, T] \tag{9}
\end{align*}
$$

Proof. Uniqueness: Suppose that $u^{(1)}, u^{(2)} \in \mathcal{C}\left([0, T], H_{\Gamma}^{1}(\mathcal{D})\right) \cap \mathcal{C}^{1}\left([0, T], L^{2}(\mathcal{D})\right)$ satisfy (7). Then, the difference $d:=u^{(1)}-u^{(2)}$ satisfies

$$
\frac{d}{d t} \int_{\mathcal{D}} \kappa d_{t}(t) d(t) d x+\int_{\mathcal{D}} R \nabla d(t) \cdot \nabla d(t)+\eta d_{t}(t) d(t) d x=0 \quad \text { for a.e. } t \in(0, T)
$$

Using the fact that $\int_{\mathcal{D}} \eta d_{t}(t) d(t) d x=\frac{1}{2} \frac{d}{d t}\left\|\eta^{\frac{1}{2}} d(t)\right\|_{L^{2}(\mathcal{D})}^{2}$ and $d(0)=0$, we obtain by integrating the above equality over the time interval $[0, \tau]$ for any $0 \leq \tau \leq T$ that

$$
\int_{\mathcal{D}} \kappa d_{t}(\tau) d(\tau) d x+\int_{0}^{\tau} \int_{\mathcal{D}} R \nabla d(t) \cdot \nabla d(t) d x d t+\frac{1}{2}\left\|\eta^{\frac{1}{2}} d(\tau)\right\|_{L^{2}(\mathcal{D})}^{2}=0
$$

Thus, in view of (6), it follows that

$$
\frac{d}{d t}\left\|\kappa^{\frac{1}{2}} d(t)\right\|_{L^{2}(\mathcal{D})}^{2}=\int_{\mathcal{D}} \kappa d_{t}(t) d(t) d x \leq 0 \quad \forall t \in[0, T] \underbrace{\Longrightarrow}_{d(0)=0} d \equiv 0
$$

Existence: We introduce the Hilbert spaces

$$
\begin{align*}
H(\operatorname{div}) & :=\left\{v \in L^{2}(\mathcal{D})^{n} \mid \operatorname{div} v \in L^{2}(\mathcal{D})\right\} \\
H_{\Gamma}(\operatorname{div}) & :=\left\{v \in H(\operatorname{div}) \mid(\operatorname{div} v, \varphi)_{L^{2}(\mathcal{D})}=-(v, \nabla \varphi)_{L^{2}(\mathcal{D})^{n}} \forall \varphi \in H_{\Gamma}^{1}(\mathcal{D})\right\}, \tag{10}
\end{align*}
$$

where the divergence is understood in the distributional sense. Furthermore, let $\mathcal{H}:=L^{2}(\mathcal{D}) \times L^{2}(\mathcal{D})^{n}$ equipped with the scalar product

$$
\begin{equation*}
\left(\left(u_{1}, v_{1}\right),\left(u_{2}, v_{2}\right)\right)_{\mathcal{H}}:=\left(\kappa u_{1}, u_{2}\right)_{L^{2}(\mathcal{D})}+\left(R^{-1} v_{1}, v_{2}\right)_{L^{2}(\mathcal{D})^{n}} \tag{11}
\end{equation*}
$$

Using these Hilbert spaces, we introduce the densely defined (unbounded) operator:

$$
\begin{equation*}
\mathcal{A}: D(\mathcal{A}) \subset \mathcal{H} \rightarrow \mathcal{H}, \quad \mathcal{A}(u, v):=-\left(\kappa^{-1}(\operatorname{div} v+\eta u), R \nabla u\right) \tag{12}
\end{equation*}
$$

with the effective domain $D(\mathcal{A}):=H_{\Gamma}^{1}(\mathcal{D}) \times H_{\Gamma}($ div $)$. By definition, it holds for all $(u, v) \in D(\mathcal{A})$ that

$$
\begin{equation*}
(\mathcal{A}(u, v),(u, v))_{\mathcal{H}} \underbrace{=}_{\sqrt[111 \&]{ } \&}(-\operatorname{div} v-\eta u, u)_{L^{2}(\mathcal{D})}-(v, \nabla u)_{L^{2}(\mathcal{D})^{n}} \underbrace{=}_{10}-(\eta u, u)_{L^{2}(\mathcal{D})} \leq 0 \tag{13}
\end{equation*}
$$

since $\eta$ is nonnegative. In other words, $\mathcal{A}: D(\mathcal{A}) \subset \mathcal{H} \rightarrow \mathcal{H}$ is dissipative. Let us now show that the operator $\mathcal{A}-I: D(\mathcal{A}) \rightarrow \mathcal{H}$ is surjective. To this aim, let $(g, q) \in \mathcal{H}$. By the Lax-Milgram lemma, there exists a unique $u \in H_{\Gamma}^{1}(\mathcal{D})$ such that

$$
\begin{equation*}
(R \nabla u, \nabla \varphi)_{L^{2}(\mathcal{D})^{n}}+((\eta+\kappa) u, \varphi)_{L^{2}(\mathcal{D})}=-(\kappa g, \varphi)_{L^{2}(\mathcal{D})}-(q, \nabla \varphi)_{L^{2}(\mathcal{D})^{n}} \quad \forall \varphi \in H_{\Gamma}^{1}(\mathcal{D}) \tag{14}
\end{equation*}
$$

Making use of the solution to (14), we set

$$
\begin{equation*}
v:=-(q+R \nabla u) \in L^{2}(\mathcal{D})^{n} . \tag{15}
\end{equation*}
$$

In view of $\sqrt[14]{ }$, the vector field $v$ satisfies

$$
(v, \nabla \varphi)_{L^{2}(\mathcal{D})^{n}}=((\eta+\kappa) u+\kappa g, \varphi) \quad \forall \varphi \in \mathcal{C}_{0}^{\infty}(\mathcal{D})
$$

and so the distributional definition of the divergence yields that $v \in H$ (div) and

$$
\begin{equation*}
\operatorname{div} v=-(\eta+\kappa) u-\kappa g \tag{16}
\end{equation*}
$$

Furthermore, from (14)-(16), we also have that

$$
(\operatorname{div} v, \varphi)_{L^{2}(\mathcal{D})}=-(v, \nabla \varphi)_{L^{2}(\mathcal{D})^{n}} \quad \forall \varphi \in H_{\Gamma}^{1}(\mathcal{D}) \quad \Rightarrow \quad v \in H_{\Gamma}(\operatorname{div})
$$

Altogether, 12, (15) and 16) lead to the desired surjectivity result:

$$
\begin{equation*}
\forall(g, q) \in \mathcal{H}, \exists(u, v) \in D(\mathcal{A}):(\mathcal{A}-I)(u, v)=(g, q) \tag{17}
\end{equation*}
$$

Thanks to 13 and (17), the Lumer-Phillips theorem 39, Theorem 4.3] implies that the operator $\mathcal{A}$ : $D(\mathcal{A}) \subset \mathcal{H} \rightarrow \mathcal{H}$ generates a contraction semigroup $\left\{\mathbb{T}_{t}\right\}_{t \geq 0}$. Making use of this semigroup, we introduce

$$
\begin{equation*}
(u, v)(t):=\int_{0}^{t} \mathbb{T}_{t-\sigma}(F(\sigma), 0) d \sigma \quad \forall t \in[0, T], \quad F(\sigma):=\int_{0}^{\sigma} f(\xi) d \xi \quad \forall \sigma \in[0, T] \tag{18}
\end{equation*}
$$

Since $(F, 0) \in W^{1,1}((0, T), \mathcal{H})$, classical arguments yield that $(u, v) \in \mathcal{C}([0, T], D(\mathcal{A})) \cap \mathcal{C}^{1}([0, T], \mathcal{H})$ is the unique solution to

$$
\left\{\begin{align*}
\left(\frac{d}{d t}-\mathcal{A}\right)(u, v)(t) & =(F(t), 0) \quad \forall t \in[0, T] \quad \underbrace{\Longrightarrow}_{\sqrt[12]{ }} v_{t}+R \nabla u=0  \tag{19}\\
(u, v)(0) & =(0,0)
\end{align*}\right.
$$

and

$$
\begin{equation*}
\left(u_{t}, v_{t}\right)(t)=\int_{0}^{t} \mathbb{T}_{t-\sigma}(f(\sigma), 0) d \sigma \quad \forall t \in[0, T] \tag{20}
\end{equation*}
$$

where we have used the fact that $F^{\prime}=f$ and $F(0)=0$ to obtain the above variation of constants formula. Then, applying the classical result by Ball 4 to 20), it follows that $\left(u_{t}, v_{t}\right)$ satisfies

$$
\left\{\begin{array}{l}
\frac{d}{d t}\left(\left(u_{t}, v_{t}\right)(t),(\varphi, z)\right)_{\mathcal{H}}-\left(\left(u_{t}, v_{t}\right)(t), \mathcal{A}^{*}(\varphi, z)\right)_{\mathcal{H}}  \tag{21}\\
=\left(\left(\kappa^{-1} f(t), 0\right),(\varphi, z)\right)_{\mathcal{H}} \quad \text { for all }(\varphi, z) \in D\left(\mathcal{A}^{*}\right) \text { and a.e. } t \in(0, T) \\
\left(u_{t}, v_{t}\right)(0)=(0,0)
\end{array}\right.
$$

and the mapping $t \mapsto\left(\left(u_{t}, v_{t}\right)(t),(\varphi, z)\right)_{\mathcal{H}}$ is absolutely continuous. On the other hand, in view of 12 and (10), we have that $H_{\Gamma}^{1}(\mathcal{D}) \times\{0\} \subset D(\mathcal{A}) \subset D\left(\mathcal{A}^{*}\right)$ and

$$
\begin{array}{r}
-\left(\left(u_{t}, v_{t}\right)(t), \mathcal{A}^{*}(\varphi, 0)\right)_{\mathcal{H}}=\left(u_{t}(t), \eta \varphi\right)_{L^{2}(\mathcal{D})}-\left(v_{t}(t), \nabla \varphi\right)_{L^{2}(\mathcal{D})^{n}} \\
\underbrace{=}_{19} \int_{\mathcal{D}} R \nabla u(t) \cdot \nabla \varphi+\eta u_{t}(t) \varphi d x \quad \forall \varphi \in H_{\Gamma}^{1}(\mathcal{D}) \tag{22}
\end{array}
$$

Therefore, considering $z=0$ and $\varphi \in H_{\Gamma}^{1}(\mathcal{D})$ in (21), we conclude from (22) that $u$ satisfies (7). It remains to prove that $u$ satisfies the stability estimates (8)-(9). Since $\left\{\mathbb{T}_{t}\right\}_{t \geq 0}$ is a contraction semigroup, the variation of constants formula (18) implies

$$
\int_{\mathcal{D}} \kappa u^{2}(t) d x \underbrace{\leq}_{\sqrt[11]{\leq}}\|(u, v)(t)\|_{\mathcal{H}} \underbrace{\leq}_{\sqrt[18]{\leq}} \int_{0}^{t} \int_{0}^{\sigma}\left\|\kappa^{\frac{1}{2}} f(\xi)\right\|_{L^{2}(\mathcal{D})} d \xi d \sigma \quad \forall t \in[0, T]
$$

which immediately yields the desired estimate (8). Similarly, the second estimate (9) is obtained as follows:

$$
\begin{aligned}
&\left(\int_{\mathcal{D}} \kappa u_{t}^{2}(t) d x+\int_{\mathcal{D}} R \nabla u(t) \cdot \nabla u(t) d x\right)^{\frac{1}{2}} \underbrace{=}_{\sqrt[19]{ }}\left(\int_{\mathcal{D}} \kappa u_{t}^{2}(t) d x+\int_{\mathcal{D}} R^{-1} v_{t}(t) \cdot v_{t}(t) d x\right)^{\frac{1}{2}} \\
& \underbrace{=}_{\underbrace{}_{110}}\left\|\left(u_{t}, v_{t}\right)(t)\right\|_{\mathcal{H}} \underbrace{\leq}_{\sqrt[20]{\leq}} \int_{0}^{t}\left\|\kappa^{\frac{1}{2}} f(\sigma)\right\|_{L^{2}(\mathcal{D})} d \sigma \quad \forall t \in[0, T] .
\end{aligned}
$$

This completes the proof.
Corollary 1. Let Assumption 1 be satisfied and $f \in W^{1,1}\left((0, T), L^{2}(\mathcal{D})\right)$. Then, the unique mild solution $u \in \mathcal{C}\left([0, T], H_{\Gamma}^{1}(\mathcal{D})\right) \cap \mathcal{C}^{1}\left([0, T], L^{2}(\mathcal{D})\right)$ of the forward hyperbolic problem (11)-(5) satisfies the higher regularity property $u \in \mathcal{C}^{2}\left([0, T], L^{2}(\mathcal{D})\right)$ and

$$
\begin{equation*}
\kappa u_{t t}(t)-\operatorname{div}(R \nabla u(t))+\eta u_{t}(t)=f(t) \quad \forall t \in[0, T], \tag{23}
\end{equation*}
$$

i.e., it is the strong solution to (1) - (5).

Proof. Again by classical arguments, since $f \in W^{1,1}\left((0, T), L^{2}(\mathcal{D})\right)$, the variation of constants formula (20) implies that $u_{t} \in \mathcal{C}^{1}\left([0, T], L^{2}(\mathcal{D})\right)$. Applying this higher regularity property to the variational equality 77 yields that

$$
\int_{\mathcal{D}} R \nabla u(t) \cdot \nabla \varphi d x=\int_{\mathcal{D}}\left(f(t)-\eta u_{t}(t)-\kappa u_{t t}(t)\right) \varphi d x \quad \forall \varphi \in H_{\Gamma}^{1}(\mathcal{D}) \quad \forall t \in[0, T] .
$$

Thus, as $\mathcal{C}_{0}^{\infty}(\mathcal{D}) \subset H_{\Gamma}^{1}(\mathcal{D})$, the distributional definition of the divergence implies that

$$
\begin{equation*}
R \nabla u(t) \in H(\operatorname{div}) \quad \text { and } \quad \operatorname{div}(R \nabla u(t))=-f(t)+\eta u_{t}(t)+\kappa u_{t t}(t) \quad \forall t \in[0, T] . \tag{24}
\end{equation*}
$$

In conclusion, $u$ is the strong solution to (1)-(5).

Assumption 2. Suppose that there exists an open set $\mathcal{O} \subset \mathcal{D}$ such that

$$
\begin{equation*}
R(x)=r(x) I_{n} \quad \forall x \in \mathcal{O} \tag{25}
\end{equation*}
$$

holds for the identity matrix $I_{n} \in \mathbb{R}^{n \times n}$ and a Lipschitz-continuous function $r \in \mathcal{C}^{0,1}(\overline{\mathcal{O}})$. Moreover, there exists a positive constant $\underline{r}>0$ such that $r(x) \geq \underline{r}$ holds for all $x \in \overline{\mathcal{O}}$.

Corollary 2. Let Assumptions 1 and 2 hold. Then, for every $f \in W^{1,1}\left((0, T), L^{2}(\mathcal{D})\right)$, the unique mild solution $u$ of the forward hyperbolic problem (1)-(5) satisfies

$$
u \in \mathcal{C}\left([0, T], H^{2}(\omega)\right)
$$

for every open set $\omega \subset \mathcal{O} \subset \mathcal{D}$ satisfying $\bar{\omega} \subset \mathcal{O}$.
Proof. Let $\omega \subset \mathcal{O}$ be an open set satisfying $\bar{\omega} \subset \mathcal{O}$. The classical interior elliptic regularity result implies that for any $y \in H^{1}(\mathcal{O})$ and $z \in L^{2}(\mathcal{O})$ satisfying

$$
-\Delta y=z \quad \text { in } \mathcal{O} \text { (in the weak sense) }
$$

it holds that $y \in H^{2}(\omega)$. Furthermore, there exists a constant $C$, depending only on $\omega$ and $\mathcal{O}$, such that

$$
\begin{equation*}
\|y\|_{H^{2}(\omega)} \leq C\left(\|z\|_{L^{2}(\mathcal{O})}+\|y\|_{L^{2}(\mathcal{O})}\right) \tag{26}
\end{equation*}
$$

Now, according to Corollary 1 , the unique mild solution $u \in \mathcal{C}\left([0, T], H_{\Gamma}^{1}(\mathcal{D})\right) \cap \mathcal{C}^{2}\left([0, T], L^{2}(\mathcal{D})\right)$ and $f \in$ $W^{1,1}\left((0, T), L^{2}(\mathcal{D})\right) \hookrightarrow \mathcal{C}\left([0, T], L^{2}(\mathcal{D})\right)$ satisfy for every fixed $t \in[0, T]$ the elliptic problem

$$
-\operatorname{div}(R \nabla u(t))=f(t)-\eta u_{t}(t)-\kappa u_{t t}(t) \text { in } \mathcal{D},
$$

and so by Assumption 2 it follows that

$$
\begin{equation*}
-\Delta u(t)=r^{-1}\left(\nabla r \cdot \nabla u(t)+f(t)-\eta u_{t}(t)-\kappa u_{t t}(t)\right) \text { in } \mathcal{O} \quad \forall t \in[0, T] \tag{27}
\end{equation*}
$$

As the right hand side of (27) belongs to $L^{2}(\mathcal{O})$, it follows that $u(t) \in H^{2}(\omega)$ for all $t \in[0, T]$. To prove the uniform regularity in $\mathcal{C}\left([0, T], H^{2}(\omega)\right)$, let $t, \tau \in[0, T]$ be arbitrarily fixed. By the superposition principle, (27) yields that

$$
-\Delta(u(t)-u(\tau))=r^{-1}\left(\nabla r \cdot \nabla(u(t)-u(\tau))+f(t)-f(\tau)-\eta\left(u_{t}(t)-u_{t}(\tau)\right)-\kappa\left(u_{t t}(t)-u_{t t}(\tau)\right)\right) \text { in } \mathcal{O}
$$

Consequently, the a priori estimate (26) implies that

$$
\begin{align*}
\|u(t)-u(\tau)\|_{H^{2}(\omega)} \leq C\left(\| r^{-1}(\nabla r \cdot \nabla(u(t)-u(\tau))\right. & +f(t)-f(\tau)-\eta\left(u_{t}(t)-u_{t}(\tau)\right)  \tag{28}\\
& \left.\left.-\kappa\left(u_{t t}(t)-u_{t t}(\tau)\right)\right)\left\|_{L^{2}(\mathcal{O})}+\right\| u(t)-u(\tau) \|_{L^{2}(\mathcal{O})}\right)
\end{align*}
$$

Finally, applying the regularity $u \in \mathcal{C}\left([0, T], H_{\Gamma}^{1}(\mathcal{D})\right) \cap \mathcal{C}^{2}\left([0, T], L^{2}(\mathcal{D})\right)$ and $f \in W^{1,1}\left((0, T), L^{2}(\mathcal{D})\right) \hookrightarrow$ $\mathcal{C}\left([0, T], L^{2}(\mathcal{D})\right)$ to 28$)$, we deduce that

$$
\lim _{\tau \rightarrow t}\|u(t)-u(\tau)\|_{H^{2}(\omega)} \leq 0
$$

In conclusion, $u \in \mathcal{C}\left([0, T], H^{2}(\omega)\right)$.
Let us close this section by introducing an appropriate variational formulation for the forward problem (11)-(5) which is important for our shape sensitivity analysis:

$$
\begin{equation*}
\text { Find } u \in X_{0}: \quad \int_{0}^{T} \int_{\mathcal{D}} R \nabla u \cdot \nabla \psi-\kappa u_{t} \psi_{t}+\eta u_{t} \psi d x d t=\int_{0}^{T} \int_{\mathcal{D}} f \psi d x d t \quad \forall \psi \in X_{T} \tag{29}
\end{equation*}
$$

Theorem 2. Let Assumption 1 hold and $f \in W^{1,1}\left((0, T), L^{2}(\mathcal{D})\right)$. Then, the variational problem 29 admits a unique solution $u \in X_{0}$, which coincides with the strong solution to (1)-(5). In particular, the unique solution to 29 enjoys the regularity property $u \in X_{0} \cap \mathcal{C}\left([0, T], H_{\Gamma}^{1}(\mathcal{D})\right) \cap \mathcal{C}^{2}\left([0, T], L^{2}(\mathcal{D})\right)$.
Proof. Uniqueness: Suppose that $u^{(1)}, u^{(2)} \in X_{0}$ are solutions to 29 . By definition, the difference $d:=$


$$
\int_{0}^{T} \int_{\mathcal{D}} R \nabla d \cdot \nabla \psi-\kappa d_{t} \psi_{t}+\eta d_{t} \psi d x d t=0 \quad \forall \psi \in X_{T}
$$

Testing the above variational equality with $\psi:=\mu \varphi$ for $\mu \in \mathcal{C}_{0}^{\infty}(0, T)$ and $\varphi \in H_{\Gamma}^{1}(\mathcal{D})$ yields

$$
-\int_{0}^{T} \mu^{\prime}(t) \int_{\mathcal{D}} \kappa d_{t}(t) \varphi d x d t+\int_{0}^{T} \mu(t) \int_{\mathcal{D}} R \nabla d(t) \cdot \nabla \varphi+\eta d_{t}(t) \varphi d x d t=0 \quad \forall \mu \in \mathcal{C}_{0}^{\infty}(0, T)
$$

from which it follows by the definition of the weak (time) derivative that

$$
\frac{d}{d t} \int_{\mathcal{D}} \kappa d_{t}(t) \varphi d x+\int_{\mathcal{D}} R \nabla d(t) \cdot \nabla \varphi+\eta d_{t}(t) \varphi d x=0 \quad \text { for all } \varphi \in H_{\Gamma}^{1}(\mathcal{D}) \text { and a.e. } t \in(0, T)
$$

Using the fact that $\int_{\mathcal{D}} \eta d_{t}(t) d(t) d x=\frac{1}{2} \frac{d}{d t}\left\|\eta^{\frac{1}{2}} d(t)\right\|_{L^{2}(\mathcal{D})}^{2}$ and $d(0)=0$, we obtain by setting $\varphi=d(t)$ and integrating the resulting equality over the time interval $[0, \tau]$ for any $0 \leq \tau \leq T$ that

$$
\int_{\mathcal{D}} \kappa d_{t}(\tau) d(\tau) d x+\int_{0}^{\tau} \int_{\mathcal{D}} R \nabla d(t) \cdot \nabla d(t) d x d t+\frac{1}{2}\left\|\eta^{\frac{1}{2}} d(\tau)\right\|_{L^{2}(\mathcal{D})}^{2}=0
$$

Thus, it follows that

$$
\frac{d}{d t}\left\|\kappa^{\frac{1}{2}} d(t)\right\|_{L^{2}(\mathcal{D})}^{2}=\int_{\mathcal{D}} \kappa d_{t}(t) d(t) d x \leq 0 \quad \text { for a.e. } t \in(0, T) \underbrace{\Longrightarrow}_{d(0)=0} d \equiv 0
$$

Existence: As $f \in W^{1,1}\left((0, T), L^{2}(\mathcal{D})\right)$, Corollary 1 yields that the mild solution to (1)-(5) enjoys the regularity property $u \in \mathcal{C}\left([0, T], H_{\Gamma}^{1}(\mathcal{D})\right) \cap \mathcal{C}^{2}\left([0, T], L^{2}(\mathcal{D})\right)$ and satisfies 23 , i.e., it is the strong solution to (1)- (5). It is straightforward to see that $u$ is a solution to the variational problem 29 .

## 3. Shape optimization setting

In this section we describe a general shape optimization framework to find an approximation solution of the inverse problem. The key tool to perform the sensitivity analysis of the problem is the notion of shape derivative, which we shall briefly recall in the following. Let us first denote the set of admissible shapes by

$$
\mathbb{P}(\mathcal{D}):=\{\Omega \subset \mathcal{D} \mid \Omega \text { open, } \partial \Omega \cap \partial \mathcal{D}=\emptyset\}
$$

and introduce $F: \mathbb{R} \times \mathbb{R}^{n} \times[0, T] \rightarrow \mathbb{R}$ for the shape functional as follows:

$$
\begin{equation*}
F(u, x, t)=\frac{1}{2} \sum_{\rho=1}^{N_{\rho}} w_{\rho}(x)\left(u-d_{\rho}(t)\right)^{2}, \quad N_{\rho} \in \mathbb{N} \tag{30}
\end{equation*}
$$

for given mappings $d_{\rho}:(0, T) \rightarrow \mathbb{R}$ and $w_{\rho}: \mathcal{D} \rightarrow \mathbb{R}$. The required mathematical assumptions for this function and all other data involved in the shape optimization problem are summarized as follows:

Assumption 3. Let $\Omega \in \mathbb{P}(\mathcal{D})$. The material parameters $\kappa$ and $R$ are assumed to be piecewise constant:

$$
\kappa=\kappa_{\Omega}=\kappa_{0} \chi_{\Omega}+\kappa_{1} \chi_{\mathcal{D} \backslash \Omega} \quad \text { and } \quad R=R_{\Omega}=R_{0} \chi_{\Omega}+R_{1} \chi_{\mathcal{D} \backslash \Omega}
$$

with positive real constants $\kappa_{0}, \kappa_{1}>0$ and symmetric and positive definite matrices $R_{0}, R_{1} \in \mathbb{R}^{n \times n}$. Furthermore, suppose that $\eta \in L^{\infty}(\mathcal{D})$ is nonnegative, and $f \in W^{1,1}\left((0, T), L^{2}(\mathcal{D})\right)$ is given. Concerning (30), we assume that $d_{\rho} \in W^{1,1}((0, T), \mathbb{R})$ and $w_{\rho} \in \mathcal{C}^{2}(\overline{\mathcal{D}})$ for all $\rho=1, \ldots, N_{\rho}$.

Under Assumption 3, our focus is set on the following shape optimization problem:

$$
\begin{equation*}
\min \quad \mathcal{J}(u, \Omega):=\int_{0}^{T} \int_{\mathcal{D}} F(u(x, t), x, t) d x d t \tag{31}
\end{equation*}
$$

subject to $\quad \Omega \in \mathbb{P}(\mathcal{D})$ and 29 .
In view of (30), $\mathcal{J}$ is a general misfit functional where $d_{\rho}$ represents the observed data at a receiver indexed by $\rho$. The precise meaning of $w_{\rho}$ and $d_{\rho}$ in the context of FWI is described in Section 6 . Denoting by $u(\Omega) \in X_{0} \cap \mathcal{C}\left([0, T], H_{\Gamma}^{1}(\mathcal{D})\right) \cap \mathcal{C}^{2}\left([0, T], L^{2}(\mathcal{D})\right)$ the unique solution to 29 associated with $\kappa=\kappa_{\Omega}$ and $R=R_{\Omega}$ (see Assumption 3), the minimization problem (31) can be equivalently reformulated as

$$
\begin{equation*}
\min _{\Omega \in \mathbb{P}(\mathcal{D})} J(\Omega):=\mathcal{J}(u(\Omega), \Omega) \tag{32}
\end{equation*}
$$

We now recall some basics regarding the sensitivity analysis of shape functionals. For given $k \geq 0$ and $0 \leq \alpha \leq 1$, we define

$$
\mathcal{C}_{c}^{k, \alpha}\left(\mathcal{D}, \mathbb{R}^{n}\right):=\left\{\theta \in \mathcal{C}^{k, \alpha}\left(\mathcal{D}, \mathbb{R}^{n}\right) \mid \theta \text { has compact support in } \mathcal{D}\right\} .
$$

Let $\theta \in \mathcal{C}_{c}^{0,1}\left(\mathcal{D}, \mathbb{R}^{n}\right)$ and consider the associated flow $\Phi_{s}\left(x_{0}\right)=x\left(s, x_{0}\right)$ defined by the solution to the ordinary differential equation

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} s} x\left(s, x_{0}\right)=\theta\left(x\left(s, x_{0}\right)\right) \quad \text { for } s \in\left[0, s_{0}\right], \quad x\left(0, x_{0}\right)=x_{0} \in \mathcal{D} \tag{33}
\end{equation*}
$$

for some given $s_{0}>0$. It is well-known (see [42, p. 50]) that (33) admits a unique solution for a sufficiently small $s_{0}>0$. Note that $\Phi_{s}(\mathcal{D})=\mathcal{D}$ since $\theta$ has compact support in $\mathcal{D}$. For $\Omega \in \mathbb{P}(\mathcal{D})$, we introduce the
parameterized family of domains $\Omega_{s}:=\Phi_{s}(\Omega)$, for all $s \in\left[0, s_{0}\right]$. Let us now recall the definition of the shape derivative used in this paper.
Definition 1 (Shape derivative). Let $K: \mathbb{P}(\mathcal{D}) \rightarrow \mathbb{R}$ be a shape functional. The Eulerian semiderivative of $K$ at $\Omega \in \mathbb{P}(\mathcal{D})$ in direction $\theta \in \mathcal{C}_{c}^{0,1}\left(\mathcal{D}, \mathbb{R}^{n}\right)$ is defined as the limit, if it exists,

$$
d K(\Omega)(\theta):=\lim _{s \searrow 0} \frac{K\left(\Omega_{s}\right)-K(\Omega)}{s} .
$$

Moreover, $K$ is said to be shape differentiable at $\Omega$ if it has a Eulerian semiderivative at $\Omega$ for all $\theta \in$ $\mathcal{C}_{c}^{0,1}\left(\mathcal{D}, \mathbb{R}^{n}\right)$, and the mapping

$$
d K(\Omega): \mathcal{C}_{c}^{0,1}\left(\mathcal{D}, \mathbb{R}^{n}\right) \rightarrow \mathbb{R}, \quad \theta \mapsto d K(\Omega)(\theta)
$$

is linear and continuous. In this case $d K(\Omega)(\theta)$ is called the shape derivative of $K$ at $\Omega$ in direction $\theta$.

## 4. Averaged adjoint method

In this section we describe the averaged adjoint method introduced in 44 to establish the shape derivative of the reduced cost functional $J(\Omega)=\mathcal{J}(u(\Omega), \Omega)$. The notations are adapted to the particular setting of our problem, and we refer to [30 or 44 for a presentation of the method in the general case.

In all what follows, let Assumption 3 hold. Furthermore, let $\theta \in \mathcal{C}_{c}^{0,1}\left(\mathcal{D}, \mathbb{R}^{n}\right)$ with the associated flow $\Phi_{s}: \mathcal{D} \rightarrow \mathcal{D}$ and $\Omega_{s}=\Phi_{s}(\Omega)$ as in Section 3 Furthermore, we write $u_{s}=u\left(\Omega_{s}\right)$ for the unique solution to (29) associated with $\kappa=\kappa_{\Omega_{s}}=\kappa_{0} \chi_{\Omega_{s}}+\kappa_{1} \chi_{\mathcal{D} \backslash \Omega_{s}}$ and $R=R_{\Omega_{s}}=R_{0} \chi_{\Omega_{s}}+R_{1} \chi_{\mathcal{D} \backslash \Omega_{s}}$.

The averaged adjoint method relies on the use of the Lagrangian $\mathcal{L}: \mathbb{P}(\mathcal{D}) \times X_{0} \times X_{T} \rightarrow \mathbb{R}$ associated with the minimization problem (32) as follows

$$
\begin{equation*}
\mathcal{L}(\Omega, \varphi, \psi):=\int_{0}^{T} \int_{\mathcal{D}} F(\varphi(x, t), x, t)+R \nabla \varphi \cdot \nabla \psi-\kappa \varphi_{t} \psi_{t}+\eta \varphi_{t} \psi-f \psi d x d t . \tag{34}
\end{equation*}
$$

By definition, it holds that

$$
J\left(\Omega_{s}\right)=\mathcal{L}\left(\Omega_{s}, u_{s}, \psi\right) \quad \forall \psi \in X_{T} .
$$

Thus, we can compute the shape derivative using

$$
\begin{equation*}
d J(\Omega)(\theta)=\left.\frac{\mathrm{d}}{\mathrm{~d} s} \mathcal{L}\left(\Omega_{s}, u_{s}, \psi\right)\right|_{s=0} \quad \forall \psi \in X_{T} . \tag{35}
\end{equation*}
$$

We will see shortly that the above calculation can be significantly simplified by choosing a particular $\psi$. In order to differentiate $\mathcal{L}\left(\Omega_{s}, \varphi, \psi\right)$ with respect to $s$, the change of coordinates $x \mapsto \Phi_{s}(x)$ is used in (34). In the process the compositions $\varphi \circ \Phi_{s}$ and $\psi \circ \Phi_{s}$ appear, which creates differentiability issues. To compensate this effect, one considers the reparameterized Lagrangian $\mathcal{L}\left(\Omega_{s}, \Psi_{s}^{-1}(\varphi), \Psi_{s}^{-1}(\psi)\right)$ where the pullback $\Psi_{s}$ is defined by $\Psi_{s}(\psi)=\psi \circ \Phi_{s}$. It can be checked that $\Psi_{s}: X_{0} \rightarrow X_{0}$ and $\Psi_{s}: X_{T} \rightarrow X_{T}$ are bijections; see [49, Theorem 2.2.2, p. 52]. Thus we introduce the so-called parameterized shape-Lagrangian $G:\left[0, s_{0}\right] \times X_{0} \times X_{T} \rightarrow \mathbb{R}$ as

$$
\begin{equation*}
G(s, \varphi, \psi):=\mathcal{L}\left(\Omega_{s}, \varphi \circ \Phi_{s}^{-1}, \psi \circ \Phi_{s}^{-1}\right) . \tag{36}
\end{equation*}
$$

Denote by $u^{s}:=u_{s} \circ \Phi_{s} \in X_{0}$ and by $d_{\psi} G\left(s, u^{s}, 0 ; \hat{\psi}\right)$ the directional derivative of $G$ with respect to $\psi$ in direction $\hat{\psi}$ at $\left(s, u^{s}, 0\right)$, it can be checked, using the change of coordinates $x \mapsto \Phi_{s}(x)$, that the following equation for $u^{s}$ :

$$
\begin{equation*}
d_{\psi} G\left(s, u^{s}, 0 ; \hat{\psi}\right)=0 \quad \forall \hat{\psi} \in X_{T} \tag{37}
\end{equation*}
$$

is equivalent to the state equation (29) with $\kappa=\kappa_{\Omega_{s}}$ and $R=R_{\Omega_{s}}$; see 61) for an explicit expression of equation (37).

For the convenience of the reader, we provide now the main result of the averaged adjoint method, adapted to our case. A proof can be found in [44] or [30, Theorem 2.1]. The main idea of this result is to show that the shape derivative can be computed via the partial derivative of $G$ with respect to $s$ under the use of the averaged adjoint state. Observe that $u=u^{0}$ so we will use the notation $u$ in what follows, and we also use the notation $p$ instead of $p^{0}$ for the adjoint.
Theorem 3 (Averaged adjoint method). Suppose that there exists $s_{0}>0$ such that for every $(s, \psi) \in$ $\left[0, s_{0}\right] \times X_{T}$ the following conditions are satisfied:
(H1) the mapping $[0,1] \ni \zeta \mapsto G\left(s, \zeta u^{s}+(1-\zeta) u, \psi\right)$ is absolutely continuous;
(H2) the mapping $[0,1] \ni \zeta \mapsto d_{\varphi} G\left(s, \zeta u^{s}+(1-\zeta) u, \psi ; \hat{\varphi}\right)$ belongs to $L^{1}(0,1)$ for all $\hat{\varphi} \in X_{0}$;
(H3) there exists a unique solution $p^{s} \in X_{T}$ to the averaged adjoint equation

$$
\begin{equation*}
\int_{0}^{1} d_{\varphi} G\left(s, \zeta u^{s}+(1-\zeta) u, p^{s} ; \hat{\varphi}\right) d \zeta=0 \quad \text { for all } \hat{\varphi} \in X_{0} \tag{38}
\end{equation*}
$$

(H4) we have

$$
\lim _{s \searrow 0} \frac{G\left(s, u, p^{s}\right)-G\left(0, u, p^{s}\right)}{s}=\partial_{s} G(0, u, p)
$$

Then $J$ is shape differentiable with

$$
\begin{equation*}
d J(\Omega)(\theta)=\partial_{s} G(0, u, p) \tag{39}
\end{equation*}
$$

In view of (39), the shape derivative depends on the adjoint state $p \in X_{T}$. Taking $s=0$ in (38), the adjoint equation reads as:

$$
\begin{equation*}
\text { Find } p \in X_{T}: \quad \partial_{\varphi} G(0, u, p ; \hat{\varphi})=0 \quad \forall \hat{\varphi} \in X_{0} \tag{40}
\end{equation*}
$$

where $u \in X_{0} \cap \mathcal{C}\left([0, T], H_{\Gamma}^{1}(\mathcal{D})\right) \cap \mathcal{C}^{2}\left([0, T], L^{2}(\mathcal{D})\right)$ is the unique solution to 29 with $\kappa=\kappa_{\Omega}$ and $R=R_{\Omega}$. Using $\partial_{u} F(u, x, t)=\sum_{\rho=1}^{N_{\rho}} w_{\rho}(x)\left(u-d_{\rho}(t)\right)$ and 34 , the variational problem in is equivalent to

$$
\begin{equation*}
\int_{0}^{T} \int_{\mathcal{D}} R \nabla \hat{\varphi} \cdot \nabla p-\kappa \hat{\varphi}_{t} p_{t}+\eta \hat{\varphi}_{t} p d x d t=-\int_{0}^{T} \int_{\mathcal{D}} \partial_{u} F(u(x, t), x, t) \hat{\varphi} d x d t \quad \forall \hat{\varphi} \in X_{0} \tag{41}
\end{equation*}
$$

Our goal now is to show that the adjoint state satisfies a backwards wave equation with terminal conditions and determine the strong form of the adjoint equation. To this aim, we consider the following auxiliary problem

$$
\begin{align*}
\kappa q_{t t}-\operatorname{div}(R \nabla q)+\eta q_{t} & =-\partial_{u} F(u(T-t), \cdot, T-t) \text { in } \mathcal{D} \times[0, T],  \tag{42}\\
q(0) & =0 \text { in } \mathcal{D},  \tag{43}\\
q_{t}(0) & =0 \text { in } \mathcal{D},  \tag{44}\\
q & =0 \text { on } \Gamma \times[0, T],  \tag{45}\\
R \nabla q \cdot n & =0 \text { on } \Gamma_{n} \times[0, T] . \tag{46}
\end{align*}
$$

Since $u \in \mathcal{C}^{2}\left([0, T], L^{2}(\mathcal{D})\right)$, Assumption 3 ensures that $t \mapsto \partial_{u} F(u(T-t), \cdot, T-t)$ is of class $W^{1,1}\left((0, T), L^{2}(\mathcal{D})\right)$ such that Corollary 1 yields the existence of a unique strong solution $q \in \mathcal{C}\left([0, T], H_{\Gamma}^{1}(\mathcal{D})\right) \cap \mathcal{C}^{2}\left([0, T], L^{2}(\mathcal{D})\right)$ of $(42)-46)$. According to Theorem 2, the strong solution to 42 - 46 is exactly the unique solution to the variational problem

$$
\begin{equation*}
\int_{0}^{T} \int_{\mathcal{D}} R \nabla q \cdot \nabla \psi-\kappa q_{t} \psi_{t}+\eta q_{t} \psi d x d t=\int_{0}^{T} \int_{\mathcal{D}}-\partial_{u} F(u(x, T-t), x, T-t) \psi d x d t \quad \forall \psi \in X_{T} \tag{47}
\end{equation*}
$$

Now, introducing $\hat{p}(t):=q(T-t)$ we obtain

$$
\kappa \hat{p}_{t t}(t)-\operatorname{div}(R \nabla \hat{p}(t))-\eta \hat{p}_{t}(t)=\partial_{u} F(u(t), \cdot, t) \quad \forall t \in[0, T],
$$

and $\hat{p} \in X_{T} \cap \mathcal{C}\left([0, T], H_{\Gamma}^{1}(\mathcal{D})\right) \cap \mathcal{C}^{2}\left([0, T], L^{2}(\mathcal{D})\right)$. Defining the test function $\hat{\varphi} \in X_{0}$ by $\hat{\varphi}(t):=\psi(T-t)$, proceeding with the change of variables $t \mapsto T-t$ in 47) and integrating by parts in time the term depending on $\eta q_{t} \psi$, we obtain the same equation as (41) for $\hat{p}$, also using the fact that $R$ is symmetric. This shows that $\hat{p} \in X_{T} \cap \mathcal{C}\left([0, T], H_{\Gamma}^{1}(\mathcal{D})\right) \cap \mathcal{C}^{2}\left([0, T], L^{2}(\mathcal{D})\right)$ is the unique solution to 41$)$ where the uniqueness follows the same argument as in Theorem 2, In conclusion, we have shown the following result:

Theorem 4. Let Assumption 3 hold, and let $u \in X_{0} \cap \mathcal{C}\left([0, T], H_{\Gamma}^{1}(\mathcal{D})\right) \cap \mathcal{C}^{2}\left([0, T], L^{2}(\mathcal{D})\right)$ denote the unique solution to 29. Then, the variational problem

$$
\begin{equation*}
\int_{0}^{T} \int_{\mathcal{D}} R \nabla \hat{\varphi} \cdot \nabla p-\kappa \hat{\varphi}_{t} p_{t}+\eta \hat{\varphi}_{t} p=-\int_{0}^{T} \int_{\mathcal{D}} \partial_{u} F(u(x, t), x, t) \hat{\varphi} \quad \forall \hat{\varphi} \in X_{0} \tag{48}
\end{equation*}
$$

admits a unique solution $p \in X_{T} \cap \mathcal{C}\left([0, T], H_{\Gamma}^{1}(\mathcal{D})\right) \cap \mathcal{C}^{2}\left([0, T], L^{2}(\mathcal{D})\right)$ satisfying the following backwards wave equations with terminal conditions:

$$
\begin{align*}
\kappa p_{t t}(t)-\operatorname{div}(R \nabla p(t))-\eta p_{t}(t) & =-\partial_{u} F(u(t), \cdot, t) \text { in } \mathcal{D} \times(0, T),  \tag{49}\\
p(T) & =0 \text { in } \Omega,  \tag{50}\\
p_{t}(T) & =0 \text { in } \Omega  \tag{51}\\
u & =0 \text { on } \Gamma \times(0, T),  \tag{52}\\
R \nabla u \cdot n & =0 \text { on } \Gamma_{n} \times(0, T) . \tag{53}
\end{align*}
$$

## 5. Shape differentiability and shape derivative

Applying the averaged adjoint method presented in Section 4, we prove the shape differentiability and provide the expression of the distributed shape derivative of the cost functional using a tensorial representation, in the spirit of 29,30$]$.
Theorem 5. Let Assumption 3 hold with $\eta \in \mathcal{C}^{1}(\mathcal{D})$ and $f \in W^{1,1}\left((0, T), H^{1}(\mathcal{D})\right)$. Suppose that $\theta \in$ $\mathcal{C}_{c}^{0,1}\left(\mathcal{D}, \mathbb{R}^{n}\right)$. Furthermore, let $u \in X_{0} \cap \mathcal{C}\left([0, T], H_{\Gamma}^{1}(\mathcal{D})\right) \cap \mathcal{C}^{2}\left([0, T], L^{2}(\mathcal{D})\right)$ and $p \in X_{T} \cap \mathcal{C}\left([0, T], H_{\Gamma}^{1}(\mathcal{D})\right) \cap$ $\mathcal{C}^{2}\left([0, T], L^{2}(\mathcal{D})\right)$ denote, respectively, the unique solutions to 29) and 48). Then, the shape derivative of $J$ at $\Omega$ in direction $\theta$ is given by

$$
\begin{equation*}
d J(\Omega)(\theta)=\int_{\mathcal{D}} \mathbf{S}_{1}: D \theta+\mathbf{S}_{0} \cdot \theta \tag{54}
\end{equation*}
$$

with $\mathbf{S}_{1} \in L^{1}\left(\mathcal{D}, \mathbb{R}^{n \times n}\right)$ and $\mathbf{S}_{0} \in L^{1}\left(\mathcal{D}, \mathbb{R}^{n}\right)$ defined by

$$
\begin{align*}
& \mathbf{S}_{1}=\left[\int_{0}^{T} F(u(t), \cdot, t)-\kappa u_{t} p_{t}+R \nabla u \cdot \nabla p+\eta u_{t} p-f p d t\right] I_{n}-\int_{0}^{T} \nabla u \otimes R \nabla p+\nabla p \otimes R \nabla u d t,  \tag{55}\\
& \mathbf{S}_{0}=\int_{0}^{T} \nabla_{x} F(u(t), \cdot, t)+p u_{t} \nabla \eta-p \nabla f d t, \tag{56}
\end{align*}
$$

where $I_{n} \in \mathbb{R}^{n \times n}$ is the identity matrix and $\nabla_{x} F(u, x, t)=\frac{1}{2} \sum_{\rho=1}^{N_{\rho}} \nabla w_{\rho}(x)\left(u-d_{\rho}(t)\right)^{2}$.
Proof. We check that the assumptions of Theorem 3 are satisfied. Before computing the shape-Lagrangian $G$ defined in (36), a few remarks are in order. Introducing $\kappa_{s}=\kappa_{\Omega_{s}}=\kappa_{0} \chi_{\Omega_{s}}+\kappa_{1} \chi_{\mathcal{D} \backslash \Omega_{s}}$, we have

$$
\begin{equation*}
\kappa_{\Omega_{s}} \circ \Phi_{s}=\kappa_{0} \chi_{\Omega_{s}} \circ \Phi_{s}+\kappa_{1} \chi_{\mathcal{D} \backslash \Omega_{s}} \circ \Phi_{s}=\kappa_{0} \chi_{\Omega}+\kappa_{1} \chi_{\mathcal{D} \backslash \Omega}=\kappa_{\Omega} \tag{57}
\end{equation*}
$$

and in a similar way $R_{\Omega_{s}} \circ \Phi_{s}=R_{\Omega}$. We also have $\partial_{t}\left(\varphi \circ \Phi_{s}^{-1}\right)=\partial_{t} \varphi \circ \Phi_{s}^{-1}$ since $\Phi_{s}$ is independent of $t$.
Applying definitions (36) and (34) as well as $\Phi_{s}(\mathcal{D})=\mathcal{D}$, and proceeding with the change of coordinates $x \mapsto \Phi_{s}(x)$ in the integrals, we get the shape-Lagrangian $G:\left[0, s_{0}\right] \times X_{0} \times X_{T} \rightarrow \mathbb{R}$ as

$$
\begin{align*}
G(s, \varphi, \psi)= & \int_{0}^{T} \int_{\mathcal{D}} F\left(\varphi(x, t), \Phi_{s}(x), t\right) \xi(s) \\
& +\int_{0}^{T} \int_{\mathcal{D}} A(s) \nabla \varphi \cdot \nabla \psi-\kappa \varphi_{t} \psi_{t} \xi(s)+\eta_{s} \varphi_{t} \psi \xi(s)-f_{s} \psi \xi(s) \tag{58}
\end{align*}
$$

with $\xi(s):=\left|\operatorname{det}\left(D \Phi_{s}\right)\right|, A(s):=\xi(s)\left(D \Phi_{s}\right)^{-1} R\left(D \Phi_{s}\right)^{-\top}, f_{s}:=f \circ \Phi_{s}$, and $\eta_{s}=\eta \circ \Phi_{s}$. For $s$ sufficiently small we have $\xi(s)=\operatorname{det}\left(D \Phi_{s}\right)>0$. The following asymptotic expansions hold (see [42, Lemma 2.31]):

$$
\begin{equation*}
\xi(s)=1+s \operatorname{div}(\theta)+o(s), D \Phi_{s}=I+s D \theta+o(s), D \Phi_{s}^{-1}=I-s D \theta+o(s) \tag{59}
\end{equation*}
$$

with $o(s) / s \rightarrow 0$ as $s \rightarrow 0$ with respect to $\|\cdot\|_{\mathcal{C}(\Omega)}$ and $\|\cdot\|_{\mathcal{C}\left(\Omega, \mathbb{R}^{3 \times 3}\right)}$, respectively. Note that $A(s)$ is definite positive due to 59 . The asymptotic expansions (59) imply that there exists a constant $C>0$ only dependent on $\theta$ such that

$$
\begin{equation*}
\|\xi(s)\|_{L^{\infty}(\Omega)}+\left\|D \Phi_{s}\right\|_{L^{\infty}\left(\Omega, \mathbb{R}^{3 \times 3}\right)}+\left\|D \Phi_{s}^{-1}\right\|_{L^{\infty}\left(\Omega, \mathbb{R}^{3 \times 3}\right)} \leq 1+C s_{0} \tag{60}
\end{equation*}
$$

Using (58), we obtain the following explicit expression for the equation (37) of $u^{s}:=u_{s} \circ \Phi_{s}$ :

$$
\begin{equation*}
\int_{0}^{T} \int_{\mathcal{D}} A(s) \nabla u^{s} \cdot \nabla \hat{\psi}-\kappa \partial_{t} u^{s} \partial_{t} \hat{\psi} \xi(s)+\eta_{s} \partial_{t} u^{s} \hat{\psi} \xi(s)=\int_{0}^{T} \int_{\mathcal{D}} f_{s} \hat{\psi} \xi(s) \text { for all } \hat{\psi} \in X_{T} \tag{61}
\end{equation*}
$$

We first check condition (H1) of Theorem 3. We compute

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} \zeta} G\left(s, \zeta u^{s}+(1-\zeta) u, \psi\right) & =\int_{0}^{T} \int_{\mathcal{D}} \partial_{u} F\left(\zeta u^{s}+(1-\zeta) u, \Phi_{s}(x), t\right)\left(u^{s}-u\right) \xi(s) \\
& +\int_{0}^{T} \int_{\mathcal{D}} A(s) \nabla\left(u^{s}-u\right) \cdot \nabla \psi-\kappa \partial_{t}\left(u^{s}-u\right) \psi_{t} \xi(s)+\eta_{s} \partial_{t}\left(u^{s}-u\right) \psi \xi(s)
\end{aligned}
$$

where

$$
\begin{equation*}
\partial_{u} F(u, x, t)=\sum_{\rho=1}^{N_{\rho}} w_{\rho}(x)\left(u-d_{\rho}(t)\right) \tag{62}
\end{equation*}
$$

Using Assumption 3, $\zeta \in[0,1], 60$, 62), $\psi \in X_{T}$, and $u^{s} \in \mathcal{C}\left([0, T], H_{\Gamma}^{1}(\mathcal{D})\right) \cap \mathcal{C}^{1}\left([0, T], L^{2}(\mathcal{D})\right)$ we get

$$
\left|\frac{\mathrm{d}}{\mathrm{~d} \zeta} G\left(s, \zeta u^{s}+(1-\zeta) u, \psi\right)\right|=C_{1}+C \int_{0}^{T} \int_{\mathcal{D}}\left(1+\left|u^{s}\right|+|u|\right)\left|u^{s}-u\right| \leq C_{2}
$$

This shows that the mapping $[0,1] \ni \zeta \mapsto G\left(s, \zeta u^{s}+(1-\zeta) u, \psi\right)$ is Lipschitz and therefore absolutely continuous, hence condition (H1) is satisfied.

Now we check condition (H2) of Theorem 3. We have, using Assumption 3,

$$
\begin{aligned}
\int_{0}^{1}\left|d_{\varphi} G\left(s, \zeta u^{s}+(1-\zeta) u, \psi ; \hat{\varphi}\right)\right| d \zeta \leq & \underbrace{\int_{0}^{T} \int_{\mathcal{D}}\left|A(s) \nabla \hat{\varphi} \cdot \nabla \psi-\kappa \hat{\varphi}_{t} \psi_{t} \xi(s)+\eta_{s} \hat{\varphi}_{t} \psi \xi(s)\right|}_{\leq C_{1} \text { due to } \sqrt{59}, \psi \in X_{T} \text { and } \hat{\varphi} \in X_{0}} \\
& +\int_{0}^{T} \int_{\mathcal{D}}\left(\int_{0}^{1}\left|\partial_{u} F\left(\zeta u^{s}+(1-\zeta) u, \Phi_{s}(x), t\right) \xi(s) \hat{\varphi}\right| d \zeta\right) \\
\leq & C_{1}+C \underbrace{\int_{0}^{T} \int_{\mathcal{D}}|\xi(s) \hat{\varphi}|\left(\int_{0}^{1} 1+\left|\zeta u^{s}+(1-\zeta) u\right| d \zeta\right)}_{\leq C_{2} \text { due to } u^{s} \in X_{0} \text { and }}
\end{aligned}
$$

where we have used (62) and Assumption 3. This shows that condition (H2) is satisfied.
Then it is easy to check that the averaged adjoint equation (38) for $p^{s} \in X_{T}$ is given by

$$
\begin{align*}
& \int_{0}^{T} \int_{\mathcal{D}} A(s) \nabla \hat{\varphi} \cdot \nabla p^{s}-\kappa \hat{\varphi}_{t} p_{t}^{s} \xi(s)+\eta \hat{\varphi}_{t} p^{s} \xi(s) d x d t  \tag{63}\\
& =-\int_{0}^{1} \int_{0}^{T} \int_{\mathcal{D}} \hat{\varphi} \partial_{u} F\left(\zeta u^{s}+(1-\zeta) u, \Phi_{s}(x), t\right) \xi(s) d x d t d \zeta, \text { for all } \hat{\varphi} \in X_{0} .
\end{align*}
$$

Introducing an auxiliary function $q^{s}(t):=p^{s}(T-t)$ and test functions $\tilde{\varphi}(t):=\hat{\varphi}(T-t)$, we have that $q^{s} \in X_{0}$ and $\tilde{\varphi} \in X_{T}$. Using Fubini's theorem, a change of variables $t \mapsto T-t$ in $\sqrt{63}$, an integration by part with respect to $t$ for the term $\eta \tilde{\varphi}_{t} q^{s} \xi(s)$ and the fact that $A(s)$ is symmetric, one obtains the following equation for $q^{s}$ :

$$
\begin{equation*}
\int_{0}^{T} \int_{\mathcal{D}} A(s) \nabla q^{s} \cdot \nabla \tilde{\varphi}-\kappa \tilde{\varphi}_{t} q_{t}^{s} \xi(s)+\eta \tilde{\varphi} q_{t}^{s} \xi(s) d x d t=-\int_{0}^{T} \int_{\mathcal{D}} \hat{f}_{s} \tilde{\varphi} d x d t \text {, for all } \tilde{\varphi} \in X_{T} \tag{64}
\end{equation*}
$$

where

$$
\begin{equation*}
\hat{f}_{s}(x, t):=\xi(s) \int_{0}^{1} \partial_{u} F\left(\zeta u^{s}(x, T-t)+(1-\zeta) u(x, T-t), \Phi_{s}(x), T-t\right) d \zeta \tag{65}
\end{equation*}
$$

Using (62) we get

$$
\begin{align*}
\hat{f}_{s}(x, t) & =\xi(s) \sum_{\rho=1}^{N_{\rho}} w_{\rho}\left(\Phi_{s}(x)\right)\left(\frac{1}{2} u^{s}(x, T-t)+\frac{1}{2} u(x, T-t)-d_{\rho}(T-t)\right)  \tag{66}\\
\partial_{t} \hat{f}_{s}(x, t) & =-\xi(s) \sum_{\rho=1}^{N_{\rho}} w_{\rho}\left(\Phi_{s}(x)\right)\left(\frac{1}{2} \partial_{t} u^{s}(x, T-t)+\frac{1}{2} \partial_{t} u(x, T-t)-d_{\rho}^{\prime}(T-t)\right)
\end{align*}
$$

Using Assumption 3 and 62 we obtain the estimates

$$
\begin{gathered}
\int_{\mathcal{D}}\left(\int_{0}^{T}\left|\hat{f}_{s}\right| d t\right)^{2} d x \leq C_{0} \sum_{\rho=1}^{N_{\rho}}\left\|d_{\rho}\right\|_{L^{1}}^{2}+C_{1} \int_{\mathcal{D}}\left(\int_{0}^{T}\left|u^{s}(x, T-t)+u(x, T-t)\right| d t\right)^{2} d x<\infty \\
\int_{\mathcal{D}}\left(\int_{0}^{T}\left|\partial_{t} \hat{f}_{s}\right| d t\right)^{2} d x \leq C_{0} \sum_{\rho=1}^{N_{\rho}}\left\|d_{\rho}\right\|_{W^{1,1}}^{2}+C_{1} \int_{\mathcal{D}}\left(\int_{0}^{T}\left|\partial_{t} u^{s}(x, T-t)+\partial_{t} u(x, T-t)\right| d t\right)^{2} d x<\infty
\end{gathered}
$$

where we have used 60) and the fact that $u^{s} \in \mathcal{C}\left([0, T], H_{\Gamma}^{1}(\mathcal{D})\right) \cap \mathcal{C}^{1}\left([0, T], L^{2}(\mathcal{D})\right)$. This shows that $\hat{f}_{s} \in W^{1,1}\left((0, T), L^{2}(\mathcal{D})\right)$. Thus, we can apply Corollary 1 to equation 64 with $A(s)$ instead of $R, \kappa \xi(s)$ instead of $\kappa$, and $\eta \xi(s)$ instead of $\eta$, since $A(s), \kappa \xi(s)$ and $\eta \xi(s)$ satisfy Assumption 11. This shows that the equation for $q^{s}$ admits a unique mild solution $q^{s} \in \mathcal{C}\left([0, T], H_{\Gamma}^{1}(\mathcal{D})\right) \cap \mathcal{C}^{1}\left([0, T], L^{2}(\mathcal{D})\right)$. Consequently, 63) also admits a unique mild solution $p^{s} \in \mathcal{C}\left([0, T], H_{\Gamma}^{1}(\mathcal{D})\right) \cap \mathcal{C}^{1}\left([0, T], L^{2}(\mathcal{D})\right)$. This shows that condition (H3) of Theorem 3 is satisfied.

Now we verify Assumption (H4) of Theorem 3. First of all, we have

$$
\begin{align*}
\frac{G\left(s, u, p^{s}\right)-G\left(0, u, p^{s}\right)}{s} & =\int_{0}^{T} \int_{\mathcal{D}} \frac{F\left(u, \Phi_{s}(x), t\right) \xi(s)-F(u, x, t)}{s} \\
& +\int_{0}^{T} \int_{\mathcal{D}} \frac{A(s)-I_{n}}{s} \nabla u \cdot \nabla p^{s}-\kappa u_{t} p_{t}^{s} \frac{\xi(s)-1}{s}  \tag{67}\\
& +\int_{0}^{T} \int_{\mathcal{D}} \frac{\eta_{s} \xi(s)-\eta}{s} u_{t} p^{s}-\frac{f_{s} \xi(s)-f}{s} p^{s}
\end{align*}
$$

To calculate the limit $s \rightarrow 0$ of the above expression, we first need a uniform estimate on $p^{s}$. In view of (9), (65), using Assumption 3 and the fact that $\kappa \xi(s)$ is uniformly bounded, we also have

$$
\begin{align*}
& C_{1}\left\|q^{s}\right\|_{X}^{2} \leq \int_{0}^{T} \int_{\mathcal{D}} \kappa \xi(s)\left(q_{t}^{s}\right)^{2}(t) d x+\int_{\mathcal{D}} A(s) \nabla q^{s}(t) \cdot \nabla q^{s}(t) d x \\
& \underbrace{\leq}_{\sqrt[9]{9}} \int_{0}^{T}\left(\int_{0}^{t}\left\|(\kappa \xi(s))^{\frac{1}{2}} \hat{f}_{s}(x, \sigma)\right\|_{L^{2}(\mathcal{D})} d \sigma\right)^{2} \\
& \leq C_{2} \int_{0}^{T} \int_{\mathcal{D}} \hat{f}_{s}(x, \sigma)^{2} \underbrace{\leq}_{\sqrt[66]{66}} C_{3} \int_{0}^{T} \int_{\mathcal{D}} 1+\left|u^{s}\right|^{2}+|u|^{2} . \tag{68}
\end{align*}
$$

In view of 61), using (8) and uniform bounds on $f_{s}, \xi(s)$, we have

$$
\begin{equation*}
\int_{\mathcal{D}} \kappa \xi(s)\left(u^{s}\right)^{2}(t) d x \leq t \int_{0}^{t}\left\|(\kappa \xi(s))^{\frac{1}{2}} f_{\mathcal{S}}(\sigma) \xi(s)\right\|_{L^{2}(\mathcal{D})} d \sigma \leq C t \int_{0}^{t}\|f(\sigma)\|_{L^{2}(\mathcal{D})} d \sigma \quad \forall t \in[0, T] \tag{69}
\end{equation*}
$$

with $C$ independent of $s$ and $t$. Thus, using $\sqrt{68}$ and we obtain

$$
\left\|q^{s}\right\|_{X}^{2} \leq C_{4} \int_{0}^{T}\|f(t)\|_{L^{2}(\mathcal{D})} d t \leq C_{5}
$$

where the constant $C_{5}$ does not depend on $s$, and consequently due to $q^{s}(t)=p^{s}(T-t)$ we also get $\left\|p^{s}\right\|_{X} \leq C$ for some constant $C$ independent of $s$.

Since $X$ is a Hilbert space, we can extract a weakly converging subsequence $p^{s} \rightharpoonup$ in $X$, using the uniform boundedness of $\left\|p^{s}\right\|_{X}$. Due to (59) and $\eta \in \mathcal{C}^{1}(\mathcal{D})$, we have the strong convergences $(\xi(s)-1) / s \rightarrow \operatorname{div} \theta$ in $\mathcal{C}(\mathcal{D})$ and $\left(\eta_{s} \xi(s)-\eta\right) / s \rightarrow \eta \operatorname{div} \theta+\nabla \eta \cdot \theta$ in $\mathcal{C}(\mathcal{D})$. Using $f \in L^{1}\left((0, T), H^{1}(\mathcal{D})\right)$, we also have $\left(f_{s} \xi(s)-f\right) / s \rightarrow$ $f \operatorname{div} \theta+\nabla f \cdot \theta$ in $L^{1}\left((0, T), L^{2}(\mathcal{D})\right)$, see 42, Section 2.14]. Using again 59) we obtain the strong convergence

$$
\lim _{s \searrow 0} \frac{A(s)-I}{s}=(\operatorname{div} \theta) R-D \theta R-R D \theta^{\top} \text { in } L^{\infty}\left(\mathcal{D}, \mathbb{R}^{n \times n}\right)
$$

We now prove that

$$
\begin{equation*}
\lim _{s \searrow 0} \frac{F\left(u, \Phi_{s}(x), t\right) \xi(s)-F(u, x, t)}{s} \rightarrow F(u, x, t) \operatorname{div}(\theta)+\nabla_{x} F(u, x, t) \cdot \theta \quad \text { in } L^{1}\left((0, T), L^{1}(\mathcal{D})\right) \tag{70}
\end{equation*}
$$

Using a Taylor expansion we have

$$
\begin{equation*}
w_{\rho}\left(\Phi_{s}(x)\right)=w_{\rho}(x)+s \nabla w_{\rho}(x) \cdot \theta+\left.\frac{s^{2}}{2} \frac{d^{2}}{d s^{2}}\left[w_{\rho}\left(\Phi_{s}(x)\right)\right]\right|_{s=\lambda} \tag{71}
\end{equation*}
$$

for some $\lambda \in[0, s]$. We compute using (33):

$$
\begin{aligned}
\frac{d^{2}}{d s^{2}}\left[w_{\rho}\left(\Phi_{s}(x)\right)\right] & =\nabla^{2} w_{\rho}\left(\Phi_{s}(x)\right)\left(\partial_{s} \Phi_{s}(x), \partial_{s} \Phi_{s}(x)\right)+\nabla w_{\rho}\left(\Phi_{s}(x)\right) \cdot \partial_{s}^{2} \Phi_{s}(x) \\
& =\nabla^{2} w_{\rho}\left(\Phi_{s}(x)\right)\left(\theta\left(\Phi_{s}(x)\right), \theta\left(\Phi_{s}(x)\right)\right)+\nabla w_{\rho}\left(\Phi_{s}(x)\right) \cdot D \theta\left(\Phi_{s}(x)\right) \theta\left(\Phi_{s}(x)\right)
\end{aligned}
$$

Using $w_{\rho} \in \mathcal{C}^{2}(\overline{\mathcal{D}})$ and $\theta \in \mathcal{C}_{c}^{0,1}\left(\mathcal{D}, \mathbb{R}^{n}\right)$ we obtain

$$
\begin{equation*}
\left\|\left.\frac{d^{2}}{d s^{2}}\left[w_{\rho}\left(\Phi_{s}(x)\right)\right]\right|_{s=\lambda}\right\|_{L^{\infty}(\mathcal{D})}<C \tag{72}
\end{equation*}
$$

where $C$ is independent of $\lambda$. Using Assumption 3 we get

$$
\begin{aligned}
& \int_{0}^{T} \int_{\mathcal{D}}\left|\frac{F\left(u, \Phi_{s}(x), t\right) \xi(s)-F(u, x, t)}{s}-F(u, x, t) \operatorname{div}(\theta)-\nabla_{x} F(u, x, t) \cdot \theta\right| \\
& \leq \int_{0}^{T} \int_{\mathcal{D}}\left|\frac{F\left(u, \Phi_{s}(x), t\right)-F(u, x, t)}{s}-\nabla_{x} F(u, x, t) \cdot \theta\right|+\left|F(u, x, t) \frac{\xi(s)-1}{s}-F(u, x, t) \operatorname{div}(\theta)\right| \\
& +\int_{0}^{T} \int_{\mathcal{D}}\left|\left(F\left(u, \Phi_{s}(x), t\right)-F(u, x, t)\right) \frac{\xi(s)-1}{s}\right| \\
& \leq \frac{1}{2} \sum_{\rho=1}^{N_{\rho}} \underbrace{\| 71-\sqrt{72}}_{\rightarrow 0 \text { due to }} \frac{w_{\rho}\left(\Phi_{s}(x)\right)-w_{\rho}(x)}{s}-\nabla w_{\rho}(x) \cdot \theta \|_{L^{\infty}(\mathcal{D})} \underbrace{\int_{0}^{T} \int_{\mathcal{D}}\left(u-d_{\rho}\right)^{2}}_{<+\infty} \\
& +\frac{1}{2} \underbrace{\left\|\frac{\xi(s)-1}{s}-\operatorname{div}(\theta)\right\|_{L^{\infty}(\mathcal{D})}}_{\rightarrow 0 \text { due to } 59} \sum_{\rho=1}^{N_{\rho}} \underbrace{\int_{0}^{T} \int_{\mathcal{D}}\left|w_{\rho}\right|\left(u-d_{\rho}\right)^{2}}_{<+\infty} \\
& +\frac{1}{2} \sum_{\rho=1}^{N_{\rho}} \underbrace{\left\|w_{\rho}\left(\Phi_{s}(x)\right)-w_{\rho}(x)\right\|_{L^{\infty}(\mathcal{D})}}_{\rightarrow 0} \underbrace{\left\|\frac{\xi(s)-1}{s}\right\|_{L^{\infty}(\mathcal{D})}}_{\rightarrow \operatorname{div}(\theta)} \underbrace{\int_{0}^{T} \int_{\mathcal{D}}\left(u-d_{\rho}\right)^{2}}_{<+\infty},
\end{aligned}
$$

where we have used the strong convergences $(\xi(s)-1) / s \rightarrow \operatorname{div} \theta$ in $\mathcal{C}(\mathcal{D}),\left(\Phi_{s}(x)-x\right) / s \rightarrow \theta$ in $\mathcal{C}\left(\mathcal{D}, \mathbb{R}^{n}\right)$, and also $d_{\rho} \in W^{1,1}((0, T), \mathbb{R}), w_{\rho} \in \mathcal{C}^{2}(\overline{\mathcal{D}})$ and $u \in \mathcal{C}\left([0, T], H_{\Gamma}^{1}(\mathcal{D})\right)$. This proves 70 .

Gathering the previous results and using (67) we have shown that

$$
\lim _{s \searrow 0} \frac{G\left(s, u, p^{s}\right)-G\left(0, u, p^{s}\right)}{s}=\partial_{s} G(0, u, p)
$$

Thus, Assumption (H4) is satisfied and we can apply Theorem3. This yields the shape derivative

$$
\begin{aligned}
& d J(\Omega)(\theta)=\partial_{s} G(0, u, p) \\
& =\int_{0}^{T} \int_{\mathcal{D}} F(u, x, t) \operatorname{div}(\theta)+\nabla_{x} F(u, x, t) \cdot \theta+\int_{0}^{T} \int_{\mathcal{D}}\left((\operatorname{div} \theta) R-D \theta R-R D \theta^{\top}\right) \nabla u \cdot \nabla p-\kappa u_{t} p_{t} \operatorname{div}(\theta) \\
& \quad+\int_{0}^{T} \int_{\mathcal{D}} \eta u_{t} p \operatorname{div}(\theta)+u_{t} p \nabla \eta \cdot \theta-f p \operatorname{div}(\theta)-p \nabla f \cdot \theta
\end{aligned}
$$

Using the following tensor formulae

$$
D \theta R \nabla u \cdot \nabla p=D \theta:(\nabla p \otimes R \nabla u) \text { and } R D \theta^{\top} \nabla u \cdot \nabla p=D \theta:\left(\nabla u \otimes R^{\top} \nabla p\right)
$$

the fact that $R$ is symmetric, and $\operatorname{div} \theta=D \theta: I_{n}$, we obtain the distributed shape derivative in tensorial form (54).

Using the assumption $f \in W^{1,1}\left((0, T), H^{1}(\mathcal{D})\right)$, Theorem 4 and Corollary 1 we obtain the regularity

$$
u \in \mathcal{C}\left([0, T], H_{\Gamma}^{1}(\mathcal{D})\right) \cap \mathcal{C}^{2}\left([0, T], L^{2}(\mathcal{D})\right) \text { and } p \in \mathcal{C}\left([0, T], H_{\Gamma}^{1}(\mathcal{D})\right) \cap \mathcal{C}^{2}\left([0, T], L^{2}(\mathcal{D})\right)
$$

Then, using $\eta \in \mathcal{C}^{1}(\mathcal{D})$ and the fact that $F$ satisfies the conditions of Assumption 3 , we obtain the regularity $\mathbf{S}_{1} \in L^{1}\left(\mathcal{D}, \mathbb{R}^{n \times n}\right)$ and $\mathbf{S}_{0} \in L^{1}\left(\mathcal{D}, \mathbb{R}^{n}\right)$ in view of the expressions (55) and (56) of $\mathbf{S}_{1}$ and $\mathbf{S}_{0}$.

## 6. The particular case of FWI

In Section 5 we have obtained a general expression for distributed shape derivatives of cost functionals depending on the solution of the acoustic wave equation with damping and discontinuous coefficients. The acoustic approximation in time-domain FWI fits into this general framework, with the following choice of parameters: $\mathcal{D}$ is a rectangle, the Neumann conditions correspond to the free surface of the Earth, and we choose $R=I_{n}$ in (1)-(5). This yields the following damped acoustic wave equation with discontinuous coefficient $\kappa$ :

$$
\begin{align*}
\kappa u_{t t}-\Delta u+\eta u_{t} & =f \text { in } \mathcal{D} \times[0, T],  \tag{73}\\
u(0) & =0 \text { in } \mathcal{D},  \tag{74}\\
u_{t}(0) & =0 \text { in } \mathcal{D},  \tag{75}\\
u & =0 \text { on } \Gamma \times[0, T],  \tag{76}\\
\partial_{n} u & =0 \text { on } \Gamma_{n} \times[0, T], \tag{77}
\end{align*}
$$

In this context, $u$ represents the acoustic pressure and $\kappa$ denotes the square slowness defined as $\kappa=1 / c^{2}$, where $c$ is the acoustic wave speed in the given physical media. Here $c=\sqrt{K / r}$, where $K$ is the bulk modulus and $r$ is the density; see [16, Section 2.3] for a detailed discussion of this acoustic approximation. We assume that $f \in W^{1,1}\left((0, T), H^{1}(\mathcal{D})\right)$ and $\kappa \in L^{\infty}(\mathcal{D})$ is piecewise constant, i.e. $\kappa=\kappa_{\Omega}=\kappa_{0} \chi_{\Omega}+\kappa_{1} \chi_{\mathcal{D} \backslash \Omega}$ for some $\Omega \in \mathbb{P}(\mathcal{D})$, where $\kappa_{0}, \kappa_{1}>0$ are positive constants. In the context of FWI, the damping $\eta$ is used to prevent the reflection of waves on the artificial boundary $\Gamma$ in order to simulate an unbounded domain. In this case, $\eta$ is chosen equal to 0 inside the physical domain and positive inside a boundary layer, sometimes called sponge layer or damping mask, in the vicinity of the Dirichlet part $\Gamma$ of $\partial \mathcal{D}$; see Figure 2 for an illustration of the damping mask used in our numerical experiments.


Figure 1. Partition $\mathcal{D}=\Omega \cup \Omega^{c}$

We assume that $N_{\rho}$ receivers are located at a set of points $x_{\rho} \in \Gamma_{n}$ for $\rho=1, \ldots, N_{\rho}$, i.e. the receivers are located on the surface. For $\rho=1, \ldots, N_{\rho}$, the seismograms $d_{\rho} \in W^{1, \infty}((0, T), \mathbb{R})$ denote the gathered data at these receivers. For the FWI application, the function $F: \mathbb{R} \times \mathbb{R}^{n} \times[0, T] \rightarrow \mathbb{R}$ in the shape optimization problem (31) is given by (30) with $w_{\rho}(x):=w\left(x-x_{\rho}\right)$, where $w$ is a mollifier of the Dirac measure at 0 . We assume that $w$ has compact support on a small open subset $\omega \subset \overline{\mathcal{D}}$.

Since the damping $\eta$ is concentrated on a boundary layer in the vicinity of $\Gamma$, and the source $f$ is concentrated near the surface $\Gamma_{n}$, we can make the following assumption.

Assumption 4. The supports of $f, \eta$ and $\theta$ satisfy $\operatorname{supp}(\theta) \cap[\operatorname{supp}(\eta) \cup \operatorname{supp}(f)]=\emptyset$.
Under Assumptions 3 and 4 and with the specific choice of parameters described at the beginning of this section to model the acoustic approximation used in FWI, the distributed shape derivative (54) is given by

$$
\begin{equation*}
d J(\Omega)(\theta)=\int_{\mathcal{D}} \mathbf{S}_{1}: D \theta+\mathbf{S}_{0} \cdot \theta \tag{78}
\end{equation*}
$$

with

$$
\begin{align*}
& \mathbf{S}_{1}=\left[\int_{0}^{T}-\kappa u_{t} p_{t}+\nabla u \cdot \nabla p d t\right] I_{n}-\int_{0}^{T} \nabla u \otimes \nabla p+\nabla p \otimes \nabla u d t  \tag{79}\\
& \mathbf{S}_{0}=0 \tag{80}
\end{align*}
$$

The adjoint satisfies $(49)-(53)$, and with the parameters used for the acoustic approximation of FWI, (49) becomes in particular

$$
\begin{equation*}
\kappa p_{t t}-\Delta p-\eta p_{t}=-\sum_{\rho=1}^{N_{\rho}} w_{\rho}\left(u-d_{\rho}\right) \text { in } \mathcal{D} \times[0, T] \tag{81}
\end{equation*}
$$

## 7. NumERICAL IMPLEMENTATION

For the numerical tests we take $\mathcal{D}=\{(x, z) \in[0,1] \times[0,0.65]\}$. Here, the Cartesian coordinates $(x, z)$ represent the position on the surface and the depth, respectively, i.e. $z=0$ corresponds to the surface. In the previous sections we have considered only one source $f$ to simplify the presentation of the results. In FWI, a set of point sources $\left\{f_{\sigma}\right\}_{\sigma=1}^{N_{\sigma}}$ is available, typically Ricker wavelets at various locations. In this case an acoustic pressure $u_{\sigma}$ and an adjoint $p_{\sigma}$ are computed for each source $f_{\sigma}$ and we simply sum the individual contributions of the cost functionals over $\sigma=1, \ldots, N_{\sigma}$, i.e., we replace the objective functional of (31) by

$$
\begin{equation*}
\frac{1}{2} \sum_{\sigma=1}^{N_{\sigma}} \sum_{\rho=1}^{N_{\rho}} \int_{0}^{T} \int_{\mathcal{D}} w_{\rho}(x)\left(u_{\sigma}(x, t)-d_{\rho, \sigma}(t)\right)^{2} d x d t \tag{82}
\end{equation*}
$$

where $d_{\rho, \sigma}$ denotes the seismogram corresponding to $f_{\sigma}$ and the receiver at $x_{\rho}$.
The global shape derivative is then also the sum of the expressions (78) over $\sigma=1, \ldots, N_{\sigma}$. Also, from the perspective of the FWI application, it is natural to assume that the support of the mollifier $w_{\rho}$ is smaller than the grid size so that, from a numerical viewpoint, $w_{\rho}$ is indistinguishable from a Dirac measure at $x_{\rho}$. In this case, the numerical discretization of 82 approximates

$$
\frac{1}{2} \sum_{\sigma=1}^{N_{\sigma}} \sum_{\rho=1}^{N_{\rho}} \int_{0}^{T}\left(u_{\sigma}\left(x_{\rho}, t\right)-d_{\rho, \sigma}(t)\right)^{2} d t
$$

which is typically used in FWI as the objective functional.
In order to obtain a smooth descent direction $\theta$, i.e. a vector field satisfying $d J(\Omega)(\theta)<0$, we solve the elliptic equation: find $\theta \in H_{0}^{1}(\mathcal{D})^{2}$ such that

$$
\int_{\mathcal{D}} \alpha_{1} g D \theta: D \xi+\alpha_{2} g \theta \cdot \xi d x=-d J(\Omega)(\xi) \quad \text { for all } \xi \in H_{0}^{1}\left(\mathcal{D}, \mathbb{R}^{2}\right)
$$

which means

$$
\begin{equation*}
\int_{\mathcal{D}} \alpha_{1} g D \theta: D \xi+\alpha_{2} g \theta \cdot \xi d x=-\int_{\mathcal{D}} \mathbf{S}_{1}: D \xi+\mathbf{S}_{0} \cdot \xi \quad \text { for all } \xi \in H_{0}^{1}\left(\mathcal{D}, \mathbb{R}^{2}\right) \tag{83}
\end{equation*}
$$

where $\alpha_{1}=0.01, \alpha_{2}=0.97$. The function $g: \mathbb{R}^{2} \mapsto \mathbb{R}$ is designed to be almost constant inside $\mathcal{D}$ and take large values close to the boundary, in order to force $\theta$ to take small values close to the boundary, and in particular in the damping layer where $\eta$ is positive.

The evolution of the domain is modeled via a level set method, introduced in 38]. The key idea of this numerical method is to implicitly represent the boundary of the moving domain $\overline{\Omega_{s}} \subset \mathcal{D} \in \mathbb{R}^{N}$ as the zero


Figure 2. 3D view (left) and 2D view (right) of the damping mask $\eta$. In the physical domain, whose limits are represented by the dashed lines, we have $\eta \equiv 0$, while $\eta$ is large close to the artificial boundary $\Gamma$ in order to mitigate wave reflections.
level set of a Lipschitz continuous function $\phi: \mathcal{D} \times \mathbb{R}^{+} \rightarrow \mathbb{R}$. A family of moving domains $\Omega_{s} \subset \mathcal{D}$ is defined as

$$
\Omega_{s}:=\{(x, z) \in \mathcal{D} \mid \phi(x, z, s)<0\}, \quad \text { so that } \quad \partial \Omega_{s}=\{(x, z) \in \mathcal{D} \mid \phi(x, z, s)=0\}
$$

where we assume $|\nabla \phi(\cdot, s)| \neq 0$ on $\partial \Omega_{s}$. It can be shown that the evolution of $\phi$ depends on the descent direction $\theta$ through the following transport equation:

$$
\begin{equation*}
\partial_{s} \phi(x, z, s)+\theta(x, z) \cdot \nabla \phi(x, z, s)=0 \text { in } \mathcal{D} \times \mathbb{R}^{+} \tag{84}
\end{equation*}
$$

The algorithm consists in first calculating $\theta$ using (83), and then to solve 84) to update the domain $\Omega_{s}$. We use a Lax-Friedrichs flux for the discretization of (84), and refer to 28 for implementation details.

To simulate noisy seismic data, each synthetic seismogram $d_{\rho, \sigma}(t)$ is first generated using the ground truth, and then corrupted by adding a normal Gaussian noise with mean zero and standard deviation $\delta \cdot\left\|d_{\rho, \sigma}\right\|_{\infty}$, where $\delta$ is a parameter. Let $d_{\rho, \sigma}$ and $\tilde{d}_{\rho, \sigma}$ denote respectively the noiseless and noisy seismograms corresponding to the source $f_{\sigma}$ and recorded at the receiver $\rho$. The noise level is then computed as

$$
\text { noise level }=\left[\frac{\int_{0}^{T} \sum_{\sigma=1}^{N_{\sigma}} \sum_{\rho=1}^{N_{\rho}}\left|d_{\rho, \sigma}(t)-\tilde{d}_{\rho, \sigma}(t)\right|^{2}}{\int_{0}^{T} \sum_{\sigma=1}^{N_{\sigma}} \sum_{\rho=1}^{N_{\rho}}\left|d_{\rho, \sigma}(t)\right|^{2}}\right]^{1 / 2} .
$$

We present three numerical experiments with $c_{0}=4.12 \mathrm{~km} / \mathrm{s}$ and $c_{1}=1.95 \mathrm{~km} / \mathrm{s}$, with $\kappa_{0}=1 / c_{0}^{2}$ and $\kappa_{1}=1 / c_{1}^{2}$. These specific values of $c_{0}, c_{1}$ are based on common geophysics standards, and correspond to real data of wave speed propagation inside salt and sediments; respectively. The domain $\mathcal{D}$ is a rectangle of length 1 km in $x$-axis and depth 0.65 km in $z$-axis, which is meshed using a regular grid with $n_{x} \times n_{z}$ grid points.

The wave equations (73)-77) are solved using a second-order explicit finite-difference scheme. The time step $\Delta t$ is constrained by the CFL condition

$$
\Delta t \leq \frac{a}{c_{\max }\left(\Delta x^{-1}+\Delta z^{-1}\right)}
$$

with the grid steps $\Delta x=1 / n_{x}$ and $\Delta z=0.65 / n_{z}, c_{\text {max }}=\max \{c(x) \mid x \in \mathcal{D}\}$ is the maximum of the wave speed inside the domain $\mathcal{D}$, and $a$ is the Courant number equal to 0.4 in our numerical experiments.

In all three numerical experiments, we use $N_{\sigma}=10$ shots modeled by Ricker wavelets with dominant frequency of 5 Hz to simulate the data acquisition, and $N_{\rho}=80$ receivers placed on the surface $\Gamma_{n}$ with a spacing of 0.01 km between the receivers. The shots and receivers are placed at grid points for simplicity. We use a regular grid with $n_{x} \times n_{z}=200 \times 130$ grid points, and synthetic seismograms of $T=2$ seconds are recorded at the receivers using the ground truth.


Figure 3. Reconstruction of one inclusion, using 10 shots with Ricker wavelet with dominant frequency of $5 \mathrm{~Hz}, 80$ receivers placed on the surface $\Gamma_{n}$, a $200 \times 130$ grid, and a noise level of $2.05 \%$. Superposition of ground truth (gray shape) and dashed contour of the initialization (top left), ground truth (top right), contour of the reconstructed shape $\Omega$ (bottom left) and superposition of the reconstruction and of the ground truth (bottom right).

In the first experiment, the ground truth consists of one block representing the salt body and we initialize $\Omega$ using a large ellipse; see Figure 3. In the second experiment, the ground truth consists of two disconnected blocks representing two salt bodies and we initialize $\Omega$ using two small disks; see Figure 4 . In the third experiment, the ground truth consists of three disconnected blocks representing three salt bodies and we initialize $\Omega$ using three small disks; see Figure 5. We observe that in all three experiments the interface reconstruction is very accurate in the upper region of the salt body. In the first experiment (Figure 3) the reconstruction is also very accurate in the lower part of the salt body, although small defects can be observed. In the second and third experiments (Figures 4 and 5), the reconstruction is still reasonably accurate in the lower region but the defects are visibly larger than in the first experiment. These inaccuracies were expected due to the lack of illumination of the lower parts of the salt bodies and are standard in FWI.

These numerical results show that the method is capable of accurate reconstructions in the framework of piecewise constant velocities. A line for future research consists in filling the gap towards more realistic applications. In particular, this includes applications to large-scale 2D and 3D problems, and extending the method to handle more complex structures such as piecewise smooth reconstructions.
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Figure 4. Reconstruction of two inclusions, using 10 shots with Ricker wavelet with dominant frequency of $5 \mathrm{~Hz}, 80$ receivers placed on the surface $\Gamma_{n}$, a $200 \times 130$ grid, with a noise level of $2.0 \%$. Superposition of ground truth (gray shape) and dashed contour of the initialization (top left), ground truth (top right), contour of the reconstructed shape $\Omega$ (bottom left) and superposition of the reconstruction and of the ground truth (bottom right).
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