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branching Brownian motion

Mohamed Ali Belloum∗ Bastien Mallein†

November 8, 2020

Abstract

We consider a two-type reducible branching Brownian motion, defined as a two type branching particle
system on the real line, in which particles of type 1 can give birth to particles of type 2, but not reciprocally.
This process has been shown by Biggins [Big12] to exhibit an anomalous spreading behaviour under specific
conditions: in that situation, the rightmost particle at type t is much further than the expected position
for the rightmost particle in a branching Brownian motion consisting only of particles of type 1 or of type
2. This anomalous spreading also has been investigated from a reaction-diffusion equation standpoint
by Holzer [Hol14, Hol16]. The aim of this article is to study the asymptotic behaviour of the extremal
process of the two-type reducible branching Brownian motion. If the branching Brownian motion exhibits
an anomalous spreading behaviour, its asymptotic differs from what it typically expected in branching
Brownian motions.

1 Introduction
The standard branching Brownian motion is a particle system on the real line that can be constructed as
follows. It start with a unique particle at time 0, that moves according to a standard Brownian motion. After
an exponential time of parameter 1, this particle dies giving birth to two children on its current position. The
two daughter particles then start independent copies of the branching Brownian motion from their current
position. For all t ≥ 0, we write Nt the set of particles alive at time t, and for u ∈ Nt we denote by Xu(t)
the position at time t of that particle.

The branching Brownian motion (or BBM) is strongly related to the F-KPP reaction-diffusion equation,
defined as

∂tu = 1
2∆u− u(1− u). (1.1)

More precisely, given a measurable function f : R→ [0, 1], set for x ∈ R and t ≥ 0

ut(x) = E
( ∏
u∈Nt

f(Xu(t) + x)
)
,

then u is the solution of (1.1) with u0(x) = f(x). In particular, setting Mt = maxu∈Nt Xu(t), we note that
the tail distribution of −Mt is the solution at time t of (1.1) with u0(z) = 1{z<0}.

Thanks to this observation, Bramson [Bra78] obtained an explicit formula for the asymptotic behaviour
of the median of Mt. Precisely, he observe that setting

mt :=
√

2t− 3
2
√

2
log t (1.2)

the process (Mt −mt, t ≥ 0) is tight. Lalley and Sellke [LS87] refined this result and prove that Mt −mt

converges in law toward a Gumbel random variable shifted by an independent copy of 1√
2 logZ∞, where Z∞

is the a.s. limit as t→∞ of the derivative martingale, defined by

Zt :=
∑
u∈Nt

(
√

2t−Xu(t))e
√

2Xu(t)−2t.
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The derivative martingale is called that way as it is related to the derivative, at the critical point, of the
additive martingale, introduced by McKean in [McK75], defined as

Wt(θ) :=
∑
u∈Nt

eθXu(t)−t(1+ θ2
2 ).

It was shown in [Nev88] that (Wt(θ), t ≥ 0) is uniformly integrable if and only if |θ| <
√

2 and converges to an
a.s. positive limit W∞(θ) in that case. Otherwise, it converges to 0 a.s. This result has later been extended
by Biggins [Big77] and Lyons [Lyo97] to the branching random walk, which is a discrete-time analogous to
the BBM.

The behaviour of the particles at the tip of branching Brownian motions was later investigated by Aidékon,
Berestycki, Brunet and Shi [ABBS13] as well as Arguin, Bovier and Kiesler [ABK11, ABK12, ABK13]. They
proved that the centred extremal process of the standard BBM, defined by

Et =
∑
u∈Nt

δXu(t)−mt

converges in distribution to a decorated Poisson point process with (random) intensity
√

2c?Z∞e−
√

2xdx.
More precisely, there exists a law D on point measures such that writing (Dj , j ≥ 1) i.i.d. point measures
with law D and (ξj , j ≥ 0) the atoms of an independent Poisson point process with intensity

√
2c?e−

√
2xdx,

which are further independent of Z∞, and defining

E∞ =
∑
j≥1

∑
d∈Dj

δξj+d+ 1√
2

logZ∞ ,

we have limt→∞ Et = E∞ in law, for the topology of the weak convergence. We give more details on these
results in Section 3.

We refer to the above limit as a decorated Poisson point process, or DPPP(
√

2c?Z∞e−
√

2xdx,D). Maillard
[Mai13] obtained a characterization of this type of point processes as satisfying a stability by superposition
property. This characterization was used in [Mad17] to prove a similar convergence in distribution to a DPPP
for the shifted extremal process of the branching random walk. Subag and Zeitouni [SZ15] studied in more
details the family of shifted randomly decorated Poisson random measures with exponential intensity.

In this article, we take interest in the two-type reducible branching Brownian motion. This is a particle
system on the real line in which particles possess a type in addition with their position. Particles of type 1
move according to Brownian motions with variance σ1 and branch at rate β1 into two children of type 1.
Additionally, they give birth to particles of type 2 at rate α. Particles of type 2 move according to Brownian
motions with variance σ2 and branch at rate β2, but cannot give birth to descendants of type 1.

In [Big12], Biggins observe that in some cases multitype reducible branching random walks exhibit an
anomalous spreading property. Precisely, the rightmost particle at time t is shown to be around position vt,
with the speed v of the two-type process being larger than the speed of a branching random walk consisting
only of particles of type 1 or uniquely of particles of type 2. Therefore, the multitype system can invade its
environment at a larger speed that the one that either particles of type 1 or particles of type 2 would be able
to sustain on their own.

Holzer [Hol14, Hol16] extended the results of Biggins to this setting, by considering the associated system
of F-KPP equations, describing the speed of the rightmost particle in the system in terms of σ1, β1, σ2 and
β2 (the parameter α does not modify the speed of the two-type particle system). Our aim is to study in more
details the position of the maximal displacement, in particular in the case when anomalous spreading occurs,
for this two type BBM. We also take interest in the extremal process formed by the particles of type 2 at
time t, and show it to converge towards a DPPP.

Recall that the reducible two-type BBM is defined by five parameters, the diffusion coefficient σ2
1 , σ2

2 of
particles of type 1 and 2, their branching rate β1, β2, and the rate α at which particles of type 1 create
particles of type 2. However, up to a dilation of time and space, it is possible to modify these parameters in
such a way that σ2

2 = β2 = 1. Additionally, the parameter α plays no role in the value of the speed of the
multitype process. We can therefore describe the phase space of this process in terms of the two parameters
σ2 := σ2

1 and β = β1, and identify for which parameters does anomalous spreading occurs. This is done in
Figure 1.
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Figure 1: Phase diagram of the process.

We decompose the state space (β, σ2) ∈ R2
+ into three regions:

CI =
{

(β, σ2) : σ2 >
1{β≤1}

β
+ 1{β>1}

β

2β − 1

}
CII =

{
(β, σ2) : σ2 <

1{β≤1}

β
+ 1{β>1}(2− β)

}
CIII =

{
(β, σ2) : σ2 + β > 2 and σ2 <

β

2β − 1

}
.

If (β, σ2) ∈ CI , the speed of the two-type reducible BBM is
√

2βσ2, which is the same as particles of type 1
alone, ignoring births of particles of type 2. Thus in this situation, the asymptotic behaviour of the extremal
process is dominated by the long-time behaviour of particles of type 1. Conversely, if (β, σ2) ∈ CII , then the
speed of the process is

√
2, equal to the one of a single BBM of particles of type 2. In that situation the

asymptotic behaviour of particles of type 2 dominates the extremal process. Finally, if (β, σ2) ∈ CIII , the
speed of the process is larger than max(

√
2,
√

2βσ2), and we will show that in this case the extremal process
will be given by a mix of the long-time asymptotic of particles of type 1 and 2.

For all t ≥ 0, we write Nt the set of all particles alive at time t, as well as N 1
t and N 2

t the set of particles
of type 1 and type 2 respectively. We also write Xu(t) for the position at time t of u ∈ Nt, and for all s ≤ t,
Xu(s) the position of the ancestor at time s of particle u. If u ∈ N 2

t , we denote by T (u) the time at which
the oldest ancestor of type 2 of u was born. The main result of that article gives the asymptotic behaviour of
the extremal process in this 2-type BBM for Lebesgue-almost every values of σ2 and β (the value of α does
not impact significantly the asymptotic behaviour of the extremal process).

We divide the main result of our article into three theorems, one for each area the pair (β, σ2) belongs
to. We begin with the asymptotic behaviour of extremal particles when (β, σ2) ∈ CI , in which case we claim
that the extremal point measure is similar to the one observed in a branching Brownian motion of particles
of type 1.

Theorem 1.1 (Domination of particles of type 1). If (β, σ2) belong to CI , then there exists a constant c(I) > 0
and a point measure distribution D(I) such that setting m(I)

t :=
√

2σ2βt− 3
2
√

2β/σ2
log t we have

lim
t→∞

∑
u∈N 2

t

δ
Xu(t)−m(I)

t
= E(I)
∞ in law,

for the topology of the weak convergence, where E(I)
∞ is a DPPP(

√
2β/σ2c(I)Z

(1)
∞ e−

√
2β/σ2xdx,D(I)), where

Z(1)
∞ := lim

t→∞

∑
u∈N 1

t

(
√

2σ2βt−Xu(t))e
√

2β/σ2Xu(t)−2βt a.s.

Additionally, we have lim
t→∞

P(Mt ≤ m(I)
t + x) = E

(
e−c(I)Z

(1)
∞ e−

√
2β/σ2x

)
for all x ∈ R.

If (β, σ2) ∈ CII , we show that the extremal process of the two-type BBM is similar to the extremal process
of a single BBM of particles of type 2.
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Theorem 1.2 (Domination of particles of type 2). If (β, σ2) belong to CII , then writing c? > 0 the prefactor
of the intensity measure in the extremal process of the standard BBM and D the law of its decoration, setting
m

(II)
t := mt =

√
2t− 3

2
√

2 log t, we have

lim
t→∞

∑
u∈N 2

t

δ
Xu(t)−m(II)

t
= E(II)
∞ in law,

for the topology of the weak convergence, where E(II)
∞ is a DPPP(

√
2c?Z∞e−

√
2xdx,D) and Z∞ is defined in

Lemma 5.3. Additionally, for all x ∈ R we have lim
t→∞

P(Mt ≤ m(II)
t + x) = E

(
e−c?Z∞e

−
√

2x
)
.

Finally, if (β, σ2) ∈ CIII , then the anomalous spreading occurs. The extremal process contains only
particles of type 2, but particles travel much farther than the maximal displacement that would have been
observed in a BBM of particles of type 1 or of type 2.
Theorem 1.3 (Anomalous spreading). If (β, σ2) belong to CIII , then setting

m
(III)
t = σ2 − β√

2(1− σ2)(β − 1)
t and θ =

√
2 β − 1

1− σ2 ,

we have
lim
t→∞

∑
u∈N 2

t

δ
Xu(t)−m(III)

t
= E(III)
∞ in law,

for the topology of the weak convergence, where E∞ is a DPPP(θc(III)W∞(θ)e−θxdx,D(III)) and

• W∞(θ) = limt→∞
∑
u∈Nt e

θXu(t)−t(β+θ2/2σ2) is the a.s. limit of an additive martingale of the BBM of
particles of type 1 with parameter θ,

• the constant c(III) > 0 and the point measure distribution D(III) are defined in Section 7.

Additionally, for all x ∈ R we have lim
t→∞

P(Mt ≤ m(III)
t + x) = E

(
e−c(III)W∞(θ)e−θx

)
.

Remark 1.4. Contrarily to what happens in Theorems 1.1 and 1.2, the extremal process obtained in Theo-
rem 1.3 is not shifted by a random variable associated to a derivative martingale, but by an additive martingale
of the BBM. Additionally, it is worth noting that contrarily to the median of the maximal displacements in
domains CI and CII , when anomalous spreading occurs there is no logarithmic correction in the median of
the maximal displacement.
Remark 1.5. Observe that in Theorems 1.1–1.3 we obtain the weak convergence in law of the extremal
processes to DPPPs as well as the convergence in law of their maximum to the maximum of this DPPP.
These two convergences can be synthesized into the joint convergence of the extremal process together with
its maximum, which is equivalent to the convergence of 〈Et, ϕ〉 for all continuous bounded function ϕ with
bounded support on the left (c.f. e.g. [BBCM20, Lemma 4.4]).

The rest of the article is organized as follows. We discuss our results in the next section, by putting
them in the context of the state of the art for single type and multitype branching processes, and for
coupled reaction-diffusion equations. In Section 3 we introduce part of the notation and results on branching
Brownian motions that will be needed in our proofs, in particular for the definition of the decorations laws of
the extremal process. We introduce in Section 4 a multitype version of the celebrated many-to-one lemma.
Finally, we prove Theorem 1.2 in Section 5, Theorem 1.1 in Section 6 and Theorem 1.3 in Section 7.

2 Discussion of our main result
We compare the results obtained here for the two-type reducible branching Brownian motion we introduced
above to the pre-existing literature. We begin by introducing the optimization problem associated to the
computation of the speed of the rightmost particle in this process. Loosely speaking, this optimization
problem is related to the “choice” of the time between 0 and t at which an ancestral lineage has to switch
from type 1 to type 2. The optimization problem was introduced by Biggins [Big12] for the computation
of the speed of multitype reducible branching random walks. This allows to loosely describe the heuristics
behind the main theorems.

We then compare Theorem 1.3 to the results obtained on the extremal process of time-inhomogeneous
branching Brownian motions, and in particular with the results of Bovier and Hartung [BH14]. In Section 2.3,
we apply our results to the work of Holzer [Hol14, Hol16] on coupled F-KPP equations. We end this section
with the discussion of further questions of interest for multitype reducible BBMs and some conjectures and
open questions.
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2.1 Associated optimization problem and heuristic
Despite the fact that spatial multitype branching processes have a long history, the study of the asymptotic
behaviour of their largest displacement has not been a very active subject until recently. As previously
mentioned, Biggins [Big12] computed the speed of multitype reducible branching random walks. This process
is a discrete-time particles systems in which each particle gives birth to offspring in an independent fashion
around their position, with a reproduction law that depends on their type, under the assumption that the
Markov chain associated to the type of a typical individual in the process is reducible. Ren and Yang [RY14]
then considered the asymptotic behaviour of the maximal displacement in an irreducible multitype BBM.

In [Big10], Biggins gives an explicit description of the speed of a reducible two-type branching random
walk as the solution of an optimization problem. In the context of the two-type BBM we consider, the
optimization problem can be expressed as such:

v = max
{
pa+ (1− p)b : p ∈ [0, 1], p

(
a2

2σ2 − β
)
≤ 0, p

(
a2

2σ2 − β
)

+ (1− p)
(
b2

2 − 1
)
≤ 0
}
. (2.1)

This optimization problem can be understood as follows. It is well-known that if a <
√

2σ2β and b ≥
√

2,
there are with high probability around ept(β−a2/2σ2)+o(t) particles of type 1 at time pt to the right of position
pta, and a typical particle of type 2 has probability e(1−p)t(1−b2/2)+o(t) of having a descendant to the right of
position (1− p)bt at time (1− p)bt. Therefore, for all (p, a, b) such that

p ∈ [0, 1], p
(
a2

2σ2 − β
)
≤ 0, p

(
a2

2σ2 − β
)

+ (1− p)
(
b2

2 − 1
)
≤ 0,

by law of large numbers there should be with high probability particles of type 2 to the right of the position
t(pa+ (1− p)b) at time t.

If we write (p∗, a∗, b∗) the triplet optimizing the problem (2.1), it follows from classical optimization under
constraints computations that:

1. If (β, σ2) ∈ CI , then p∗ = 1 and a∗ =
√

2βσ2, which is in accordance with Theorem 1.1, as the extremal
particle system is dominated by the behaviour of particles of type 1, and particles of type 2 contributing
to the extremal process are close relatives descendants of a parent of type 1;

2. If (β, σ2) ∈ CII , then p∗ = 0 and b∗ =
√

2, which is in accordance with Theorem 1.2, as the extremal
particle system is dominated by the behaviour of particles of type 2, that are born at time o(t) from
particles of type 1;

3. If (β, σ2) ∈ CIII , then

p∗ = σ2 + β − 2
2(1− σ2)(β − 1) , a∗ = σ2

√
2 β − 1

1− σ2 and b∗ =
√

2 β − 1
1− σ2 .

We then have v = β−σ2√
2(1−σ2)(β−1)

, which corresponds to the main result of Theorem 1.3. Additionally,

the Lagrange multiplier associated to this optimization problem is θ =
√

2 β−1
1−σ2 = b = a

σ2 .

In particular, the optimization problem associated to the case (β, σ2) ∈ CIII can be related to the following
interpretation of Theorem 1.3. The extremal process at time t is obtained as the superposition of the extremal
processes of an exponentially large number of BBMs of type 2, starting around time tp∗ and position tp∗a∗.
The number of these BBMs is directly related to the number of particles of type 1 that displace at speed
a∗, which is known to be proportional to W∞(θ)et(1−(a∗)2/2σ2). It explains the apparition of this martingale
in Theorem 1.3, whereas the decoration distribution D(III) is the extremal process of a BBM of type 2
conditionally on moving at the speed b∗ > v.

For Theorem 1.1, a similar description can be made. We expect the asymptotic behaviour to be driven by
the behaviour of particles of type 1, therefore the extremal process of particles of type 2 should be obtained
as a decoration of the extremal process of particles of type 1. However, as we were not able to use result of
convergence of extremal processes together with a description of the behaviour of particles at times t−O(1),
we do not obtain an explicit result for c(I) and D(I). However, with similar techniques as the ones used in
[ABBS13] or [ABK13], explicit constructions should be available.

Finally, in the case covered by Theorem 1.2, the above optimization problem indicates that the extremal
process of the multitype reducible BBM should be obtained as the superposition of a finite number of BBMs
of particles of type 2, descending from the first few particles of type 2 to be born. The random variable Z
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is then constructed as the weighted sum of i.i.d. copies of the derivative martingale of a standard BBM and
the decoration is the same as the decoration of the original BBM.

To prove Theorems 1.1–1.3, we show that the above heuristics hold, i.e. that with high probability the set
of particles contributing to the extremal processes are the one we identified. We then use previously known
results of branching Brownian motions to compute the Laplace transforms of the extremal point measures
we are interested in.

The solution of the optimization problem (2.1) is also solution of v = sup{a ∈ R : g(a) ≤ 0}, where g is
the largest convex function such that

∀|x| ≤
√

2βσ2, g(x) ≤
(
x2

2σ2 − β
)

and ∀y ∈ R, g(y) ≤ y2

2 − 1,

see [Big10] for precisions. The function x 7→ x2

2σ2 − β is known as the rate function for particles of type 1,
and y 7→ y2

2 − 1 is the rate function for particles of type 2.
We then observe that the three cases described above are the following:

1. If (β, σ2) ∈ CI , then v =
√

2βσ2 = sup{x ∈ R : x2/2σ2 − β ≤ 0}.

2. If (β, σ2) ∈ CII , then v =
√

2 = sup{y ∈ R : y
2

2 − 1 ≤ 0}.

3. If (β, σ2) ∈ CIII , then v > max(
√

2βσ2,
√

2).

In other words, the anomalous spreading corresponds to the case when the convex envelope g crosses the
x-axis to the right of the rate functions of particles of type 1 and 2.

v

(a) Case I: The speed of the multitype
process is the same as the speed of the
process of type 1 particles.

v

(b) Case II: The speed of the multi-
type process is the same as the speed
of the process of type 2 particles.

v

(c) Case III: The anomalous spread-
ing of the multitype process which is
faster that the process consisting only
of particles of type 1 or 2.

Figure 2: Convex envelope g for (β, σ2) in any of the three domains of interest. The rate function of particles
of type 1 and 2 are drawn in blue and yellow respectively, the function g of the multitype branching process
is drawn in green.

As mentioned above, Ren and Yang [RY14] studied the asymptotic behaviour of irreducible multitype
BBM, and computed the speed at which that process invades its environment. In that case (i.e. such that
for all pair of types i and j, individuals of type i has positive probability of having at least one descendant of
type j after some time), this asymptotic behaviour is similar to the one obtained for a single-type BBM, with
branching rate and variance obtained by considering the invariant measure of the Markov process describing
the type of a typical individual. The notion of anomalous spreading in this case is thus very different, and we
do not expect to observe particles in the extremal process that preserved their time for a position proportion
of their ancestral history. As a result, we do not expect an asymptotic behaviour similar to the one observed
in Theorem 1.3 to occur in irreducible multitype BBM.

2.2 Relation to time-inhomogeneous branching processes
The results presented here, in particular in the anomalous spreading case, are reminiscent of the known
asymptotic for the extremal process of time-inhomogeneous branching Brownian motions. This model was
introduced by Fang and Zeitouni [FZ12a], and is defined as follows. Given t ≥ 0, the process is a BBM
consisting only of particles of type 1 until time t/2, at which time they all become simultaneously particles
of type 2. It has been showed [FZ12b, Mal15a] that depending on the value of (β, σ2), the position of the
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maximal displacement at time t can exhibit different types of asymptotic behaviours. In particular, the
logarithmic correction exhibit a strong phase transition in the phase space of (β, σ2).

Looking more closely at the convergence of the extremes, Bovier and Hartung [BH14, BH15] obtained
the convergence in distribution of the extremal process of the time-inhomogeneous BBM. In particular, for a
multitype BBM with parameters (β, σ2) ∈ CIII such that particles change from type 1 to type 2 at time p∗t,
they showed that the extremal process converges towards E(III)

∞ , with an extra 1
2θ log t logarithmic correction

for the centring. This is in accordance with our heuristic as we expect that the particles contributing to the
extremal process at time t to have been born from particles of type 1 around time p∗t.

Generalized versions of time-inhomogeneous BBM have been studied, in which the variance of particles
evolves continuously over time [MZ16, Mal15b]. In that case, the maximal displacement grows at constant
speed with a negative correction of order t1/3. It would be interesting to construct a multitype BBM, possibly
with an infinite number of types, that would exhibit a similar phenomenon.

2.3 F-KPP type equation associated to the multitype branching Brownian mo-
tion

Observe that similarly to the standard BBM, the multitype BBM can be associated to a reaction diffusion
equation in the following way. Let f, g : R→ [0, 1] be measurable functions, we define for all x ∈ R:

u(t, x) = E(1)

 ∏
u∈N 1

t

f(Xu(t) + x)
∏
u∈N 2

t

g(Xu(t) + x)


v(t, x) = E(2)

 ∏
u∈N 1

t

f(Xu(t) + x)
∏
u∈N 2

t

g(Xu(t) + x)

 = E(2)

 ∏
u∈N 2

t

g(Xu(t) + x)


where P(1) (respectively P(2)) is the law of the multitype BBM starting from one particle of type 1 (resp. 2),
and we use the fact that particles of type 2 only produce offspring of type 2.

As under P(2), the process behaves as a standard BBM, the function v is a solution of the classical F-KPP
reaction-diffusion equation

∂tv = 1
2∆v − v(1− v) with v(0, x) = g(x). (2.2)

To obtain the partial differential equation satisfied by u, we observe that under law P(1) one of the three
following events might happen during the first dt units of time:

• with probability βdt + o(dt), the original particle of type 1 branches into two offspring of type 1 that
start i.i.d. processes with law P(1);

• with probability αdt + o(dt) the particle of type 1 branches into one offspring of type 1 and one of
type 2, that start independent processes with law P(1) and P(2) respectively;

• with probability 1− (β+α)dt, the particle diffuses as Brownian motion σB, with diffusion constant σ2.

As a result, we have

u(t+ dt, x) = βdtu(t, x)2 + αdtu(t, x)v(t, x) + (1− (β + α)dt)E (u(t, x− σBdt)) + o(dt)

= u(t, x) + dt
(
σ2

2 ∆u(t, x)− βu(1− u)− αu(1− v)
)
.

This, together with (2.2) show that (u, v) is a solution of the following coupled F-KPP equation
∂tu = σ2

2 ∆− βu(1− u)− αu(1− v)
∂tv = 1

2∆v − v(1− v)
u(0, x) = f(x), v(0, x) = g(x).

(2.3)

This non-linear coupling of F-KPP equation was introduced by Holzer [Hol14]. In that article, the author
conjectured this partial differential equation to exhibit an anomalous spreading phenomenon, and conjectured
a phase diagram for the model [Hol14, Figure 1]. Our main results confirm this conjecture, and the diagram
we obtain in Figure 1 exactly matches (up to an adaptation of the notation σ2  2d, β  α and α β) the
one obtained by Holzer. Additionally, Theorems 1.1–1.3 give the position of the front of vt in (2.3).
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When starting with well chosen initial conditions f ,g (for example such that there exists A > 0 satisfying
f(x) = g(x) = 1 for x < −A and f(x) = g(x) = 0 for x > A), we obtain the existence of a function vt such
that for all x ∈ R,

lim
t→∞

(u(t, x− vt), v(t, x− vt)) = (w1(x), w2(x)),

where (w1, w2) is a travelling wave solution of the coupled PDE and:

1. if (β, σ2) ∈ CI , then vt =
√

2βσ2t− 3
2
√

2β/σ2
log t;

2. if (β, σ2) ∈ CII , then vt =
√

2t− 3
2
√

2 log t;

3. if (β, σ2) ∈ CIII , then vt = vt, with v defined in Theorem 1.3.

Holzer further studied a linearised version of (2.3) in [Hol16], and showed the anomalous spreading in that
context. However, the phase diagram in that case is of a different nature as the one we obtain in Figure 1.
We believe the phase diagram of this linearised PDE equation should be related to first moment estimates
on the number of particles above a given level in the multitype BBM.

The equation (2.3) should also be compared to the partial differential equation studied in [BC14]. In that
article they considered a population with a family of traits indexed by a parameter θ ∈ (θmin, θmax), that
modifies the motility of particles. This was proposed as a model for the invasion of cane toads is Australia,
as that population consists of faster individuals, that sacrifice part of their reproduction power as a trade
off, and slower individuals that reproduce more easily. The multitype BBM we consider here could then be
thought of as some toy-model for this partial differential equation.

2.4 Future developments
We recall that Theorems 1.1–1.3 cover the asymptotic behaviour of the two-type reducible BBM assuming
that (β, σ2) ∈ CI ∪ CII ∪ CIII . However, it does not give the asymptotic behaviour of this process when
(β, σ2) belongs to the boundary of this set. Understanding the behaviour of the process at these points
could help understanding the phase transitions occurring between the different areas of the state space. This
would allow results similar to the ones developed in [BH20] for time-inhomogeneous BBM to be considered
in reducible multitype BBM.

We conjecture the following behaviours for the branching Brownian motion at the boundary between
areas CI and CIII .

Conjecture 2.1. Assume that β > 1 and σ2 = β
2β−1 , then there exists c > 0 and D̃ such that∑

u∈N 2
t

δ
Xu(t)−

√
2βσ2t+ 1√

2β/σ2 log t

converges to a DPPP(cZ(1)
∞ e−

√
2β/σ2xdx, D̃).

Indeed, in this situation, particles u of type 2 contributing to the extremal process are expected to satisfy
t−T (u) = O(t1/2). Therefore, the extremal process keeps an intensity driven by the derivative martingale of
particles of type 1, and the decoration point measure is given by the extremal process of a BBM of particles
of type 2 conditioned to travel at speed

√
2βσ2 >

√
2.

Similarly, at the boundary between areas CII and CIII , the following behaviour is expected.

Conjecture 2.2. Assume that β > 1 and σ2 = 2− β, then there exists c > 0 and a random variable Z̃ such
that ∑

u∈N 2
t

δXu(t)−
√

2t+ 1√
2

log t

converges to a DPPP(cZ̃e−
√

2xdx,D).

There, we used the fact that particles u of type 2 contributing to the extremal process are expected to
satisfy T (u) = O(t1/2).

In the case when β < 1 and σ2β = 1, which corresponds to the boundary between cases CI and CII , the
picture is less clear as at all time s between 0 and t, particles should have the same probability to reach the
maximal position, at least to the first order, as the BBM of particles of type 1 and of particles of type 2 have
same speed.

Further generalisations of the model we consider in this article could be considered. A more general
reducible multitype branching Brownian motions with a finite number of states would be expected to exhibit
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a similar behaviour. One could also allow particles to have different drift coefficients in addition to the
different variance terms and branching rates. In that situation, one expects an optimization problem similar
to the one studied in [Mal15a] to appear, with a similar resolution of proving that the trajectory followed by
particles reaching the maximal position is the same as the one inferred from the solution of the optimization
problem.

Proving Theorems 1.1–1.3 for two-type reducible branching Brownian motions in which particles of type 1
and type 2 split into a random number of children at each branching event, say L1 for particles of type 1 and
L2 for particles of type 2 would be a other natural generalisation of our results. A natural condition to put
on the reproduction laws to obtain the asymptotic behaviour observed in Theorem 1.3 is

E(L1 logL1) + E(L2 logL2) <∞.

It is worth noting that anomalous spreading might occur even if E(L2) < 1, i.e. even if the genealogical tree
of a particle of type 2 is subcritical and grows extinct almost surely.

While we only take interest here in the asymptotic behaviour of the extremal particles in this article, we
believe that many other features of multitype branching Brownian motions might be of interest, such as the
growth rate of the number of particles of type 2 to the right of at with a < v, the large deviations of the
maximal displacement Mt at time t, or the convergence of associated (sub)-martingales.

3 Preliminary results on the branching Brownian motion
We list in this section results on the standard BBM, that we use to study the two-type reducible BBM. For
the rest of the section, (Xt(u), u ∈ Nt)t≥0 will denote a standard BBM, with branching rate 1 and diffusion
constant 1, i.e. that has the same behaviour as particles of type 2. To translate the results of this section to
the behaviour of particles of type 1 as well, it is worth noting that for all β, σ > 0:(

σ√
β
Xβt(u), u ∈ Nβt

)
t≥0

(3.1)

is a branching Brownian with branching rate β and diffusion constant σ2.
The rest of the section is organised as follows. We introduce in Section 3.1 the additive martingales of the

BBM, and in particular the derivative martingale that plays a special role in the asymptotic behaviour of the
maximal displacement of the BBM. We then provide in Section 3.3 a series of uniform asymptotic estimates
on the maximal displacement of the BBM. Finally, in Section 3.4, we introduce the decoration measures and
extremal processes appearing when studying particles near the rightmost one in the BBM.

3.1 Additive martingales of the branching Brownian motion
We begin by introducing the additive martingales of the BBM. For all θ ∈ R, the process

Wt(θ) :=
∑
u∈Nt

e
θXt(u)−t

(
θ2

2 +1
)
, t ≥ 0 (3.2)

is a non-negative martingale. It is now a well-known fact that the martingale (Wt(θ), t ≥ 0) is uniformly
integrable if and only if |θ| <

√
2, and in that case it converges towards an a.s. positive limiting random

variable
W∞(θ) := lim

t→∞
Wt(θ). (3.3)

Otherwise, we have limt→∞Wt(θ) = 0 a.s. This result was first shown by [Nev88]. It can also be obtained by
a specific change of measure technique, called the spinal decomposition. This method was pioneered by Lyons,
Pemantle and Peres [LPP95] for the study of the martingale of a Galton-Watson process, and extended by
Lyons [Lyo97] to spatial branching processes setting.

For all |θ| <
√

2 the martingale limit W∞(θ) is closely related to the number of particles moving at speed
θ in the BBM. For example, by [Big92, Corollary 4], for all h > 0 we have

lim
t→∞

t1/2e
t
(
θ2
2 −1

) ∑
u∈Nt

1{|Xu(t)−θt|≤h} = 2 sinh(θh)
θ

W∞(θ) a.s. (3.4)

This can be thought of as a local limit theorem result for the position of a particle sampled at random at time
t, where a particle at position x is sampled with probability proportional to eθx. A Donsker-type theorem was
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obtained in [Pai18, Section C] for this quantity, see also [GKS18]. In particular, for any continuous bounded
function f , one has

lim
t→∞

∑
u∈Nt

f
(
Xu(t)−θt
t1/2

)
e
θXu(t)−t

(
θ2
2 +1

)
= W∞(θ)√

2π

∫
R
e−

z2
2 f(z)dz a.s. (3.5)

This justifies the fact that the variable W∞(θ) appears in the limiting distribution of the extremal process
in the anomalous spreading case, by the heuristics described in Section 2.1.

To prove Theorem 1.3, we use the following slight generalization of the above convergence.

Lemma 3.1. Let a < b and λ > 0. For all continuous bounded function f : [a, b]× R→ R, we have

lim
t→∞

1
t1/2

∫ λt+bt1/2

λt+at1/2

∑
u∈Ns

f
(
s−λt
t1/2 ,

Xu(s)−θs
t1/2

)
e
θXu(s)−s

(
θ2
2 +1

)
ds = W∞(θ)√

2πλ

∫
[a,b]×R

e−
z2
2λ f(r, z)drdz a.s. (3.6)

Proof. As a first step, we show that (3.6) holds for f : (r, x) 7→ 1{r∈[a,b]}g(x), with g a continuous compactly
supported function. Using that

lim
s→∞

∑
u∈Ns

g
(
λ1/2Xu(s)−θs

s1/2

)
e
θXu(s)−s

(
θ2
2 +1

)
= W∞(θ)√

2π

∫
R
e−

z2
2 g(λ1/2z)dz a.s,

by (3.5) we immediately obtain that

lim
t→∞

1
t1/2

∫ λt+bt1/2

λt+at1/2

∑
u∈Ns

g
(
λ1/2Xu(s)−θs

s1/2

)
e
θXu(s)−s

(
θ2
2 +1

)
ds = (b− a)W∞(θ)√

2πλ

∫
R
e−

z2
2λ g(z)dz a.s.

Then, using that s1/2 = (λt)1/2 + O(1) as t →∞, uniformly in s ∈ [λt+ at1/2, λt+ bt1/2b] and the uniform
continuity and compactness of g, for all ε > 0 we have

sup
s∈[λt+at1/2,λt+bt1/2b],x∈R

∣∣∣g(λ1/2x/s1/2) + g(x/t1/2)
∣∣∣ ≤ ε

for all t large enough. Therefore, for all ε > 0,

lim sup
t→∞

1
t1/2

∫ λt+bt1/2

λt+at1/2

∑
u∈Ns

∣∣∣g (Xu(s)−θs
s1/2

)
− g

(
Xu(s)−θs

(λt)1/2

)∣∣∣ eθXu(s)−s
(
θ2
2 +1

)
ds

≤ lim sup
t→∞

∫ λt+bt1/2

λt+at1/2

∑
u∈Ns

εe
θXu(s)−s

(
θ2
2 +1

)
ds = εW∞(θ) a.s.

Letting ε→ 0, we finally obtain

lim
t→∞

1
t1/2

∫ λt+bt1/2

λt+at1/2

∑
u∈Ns

f
(
s−λt
t1/2 ,

Xu(s)−θs
t1/2

)
e
θXu(s)−s

(
θ2
2 +1

)
ds = W∞(θ)√

2πλ

∫
[a,b]×R

e−
z2
2λ f(r, z)drdz a.s. (3.7)

We now assume that f is a continuous compactly supported function on [a, b]× R. For all i ≤ n, we set

fi(r, x) = 1{r∈[a+i(b−a)/n,a+(i+1)(b−a)/n]}f(a+ i(b− a)/n, x).

Using the uniform integrability of f , for all n large enough, we have
∥∥∥f −∑n

j=1 fj

∥∥∥
∞
≤ ε. As a result, we

have

lim sup
t→∞

1
t1/2

∫ λt+bt1/2

λt+at1/2

∑
u∈Ns

∣∣∣∣∣f ( s−λtt1/2 ,
Xu(s)−θs

t1/2

)
−

n∑
i=1

fi

(
s−λt
t1/2 ,

Xu(s)−θs
t1/2

)∣∣∣∣∣ eθXu(s)−s
(
θ2
2 +1

)
ds ≤ εW∞ a.s.

Therefore, using (3.7), we obtain

lim sup
t→∞

∣∣∣∣∣ 1
t1/2

∫ λt+bt1/2

λt+at1/2

∑
u∈Ns

f
(
s−λt
t1/2 ,

Xu(s)−θs
t1/2

)
e
θXu(s)−s

(
θ2
2 +1

)
ds− W∞(θ)√

2πλ

∫
[a,b]×R

e−
z2
2λ f(r, z)drdz

∣∣∣∣∣
≤ 2εW∞ a.s.
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Letting ε→ 0 therefore proves that (3.6) holds for compactly supported continuous functions.
Finally, to complete the proof, we consider a continuous bounded function f on [a, b] × R. Let R > 0,

given χR a continuous function on R such that 1{|x|<R} ≤ χR(x) ≤ 1{|x|≤R+1}, the previous computation
shows that

lim
t→∞

1
t1/2

∫ λt+bt1/2

λt+at1/2

∑
u∈Ns

χR

(
Xu(s)−θs

t1/2

)
f
(
s−λt
t1/2 ,

Xu(s)−θs
t1/2

)
e
θXu(s)−s

(
θ2
2 +1

)
ds

= W∞(θ)√
2πλ

∫
[a,b]×R

e−
z2
2λ f(r, z)χR(z)drdz a.s.

Additionally, setting K = ‖f‖∞, for all t large enough we have∣∣∣∣∣ 1
t1/2

∫ λt+bt1/2

λt+at1/2

∑
u∈Ns

(
1− χR

(
Xu(s)−θs

t1/2

))
f
(
s−λt
t1/2 ,

Xu(s)−θs
t1/2

)
e
θXu(s)−s

(
θ2
2 +1

)
ds
∣∣∣∣∣

≤ K

t1/2

∫ λt+bt1/2

λt+at1/2

∑
u∈Ns

(
1− χR

(
λ1/2Xu(s)−θs

2s1/2

))
e
θXu(s)−s

(
θ2
2 +1

)
,

which converges to (b−a)W∞√
2π

∫
R(1 − χR(λ1/2z/2))e− z

2
2 dz as t → ∞. Thus, letting t → ∞ then R → ∞

completes the proof of this lemma.

3.2 The derivative martingale
The number of of particles that travel at the critical speed

√
2, cannot be counted using the additive martingale

(as it converges to 0 almost surely). In this situation, the appropriate process allowing this estimation is the
derivative martingale (Zt, t ≥ 0). Its name comes from the fact that Zt can be represented as − ∂

∂θ

∣∣
θ=
√

2Wt(θ),
more precisely

Zt :=
∑
u∈Nt

(
√

2t−Xt(u))e
√

2Xt(u)−2t. (3.8)

Despite being a non-integrable signed martingale, it was proved by Lalley and Sellke [LS87] that this mar-
tingale converges to an a.s. positive random variable

Z∞ := lim
t→∞

Zt a.s. (3.9)

In the same way that the limit of the additive martingale gives the growth rate of the number of particles
moving at speed θ, the derivative martingale gives the growth rate of particles that go at speed

√
2. As a

result, it appears in the asymptotic behaviour of the maximal displacement, and results similar to (3.4) and
(3.5) can be found in [Mad16, Pai18] in the context of branching random walks.

We mention that the limit Z∞ of the derivative martingale is non-integrable, and that its precise tail has
been well-studied. In particular, Bereskycki, Berestycki and Schweinsberg [BBS13] proved that

P(Z∞ ≥ x) ∼
√

2
x

as x→∞. (3.10)

Similar results were obtained for branching random walks by Buraczewski [Bur09] and Madaule [Mad16].
They also obtained a more precise estimate on its asymptotic, that can be expressed in the two following
equivalent ways

E(Z∞1{Z∞≤x}) =
√

2 log x+O(1) as x→∞, (3.11)
1−E(e−λZ∞) =

√
2λ log λ+O(λ) as λ→ 0. (3.12)

Maillard and Pain [MP19] improved on these statements and gave necessary and sufficient conditions for the
asymptotic developments of these quantities up to a o(1). We refer to their article for a much more complete
review on this subject. We mention that the equivalence between (3.11) and (3.12) can be found in [BIM20,
Lemma 8.1], which obtain similar necessary and sufficient conditions for the asymptotic development of the
Laplace transform of the derivative martingale of the branching random walk under optimal integrability
conditions.
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3.3 Maximal displacement of the branching Brownian motion
A large body of work has been dedicated to the study of the maximal displacement of the BBM, defined by
Mt = maxu∈Nt Xt(u). We recall here some estimates related to its study. We begin by observing that the
BBM travels in a triangular-shaped array, and that for all y ≥ 0

P
(
∃t ≥ 0, u ∈ Nt : Xt(u) ≥

√
2t+ y

)
≤ e−

√
2y, (3.13)

which shows that with high probability, all particles at time t are smaller than
√

2t+ y in absolute value.
Recall that Lalley and Sellke [LS87] proved that setting mt =

√
2t− 3

2
√

2 log t, the maximal displacement
of the BBM centered by mt converges in distribution to a shifted Gumbel distribution. More precisely, there
exists c? > 0 such that

lim
t→∞

P(Mt ≤ mt + z) = E
(

exp
(
−c?Z∞e−

√
2z
))

. (3.14)

An uniform upper bound is also known for the right tail of the maximal displacement. There exists C > 0
such that for all t ≥ 0 and x ∈ R, we have

P(Mt ≥ mt + x) ≤ C(1 + x+)e−
√

2x. (3.15)

This estimate can be obtained by first moment methods, we refer e.g. to [Hu16] for a similar estimate in the
branching random walk, which immediately implies a similar bound for the BBM.

In the context of the anomalous spreading, seen from the heuristics in Section 2.1, it will also be necessary
to use tight estimates on the large deviations of the BBM. These large deviations were first studied by
Chauvin and Rouault [CR88]. Precise large deviations for the maximal displacement were recently obtained
in [DMS16, GH18, BM19, BBCM20], proving that for all % >

√
2, there exists C(%) ∈ (0, 1) such that

P(Mn ≥ %t+ y) ∼t→∞
C(%)√
2πt%

e−(%2/2−1)te−%y−
y2

2t , (3.16)

uniformly in |y| ≤ rt, for all function rt = o(t).
Additionally, from a simple first moment estimate, one can obtain an uniform upper bound for this large

deviations estimate on the maximal displacement.
Lemma 3.2. For all % >

√
2 and A > 0, there exists C > 0 such that for all y ≥ −At1/2, we have

P(Mt ≥ %t+ y) ≤ Ce−(%2/2−1)t

t1/2
e−%y−

y2

2t .

This result is based on Markov inequality and classical Gaussian estimates, that appear later in our paper
in more complicate settings. We thus give a short proof of this statement.

Proof. Observe that for t large enough, we have %t+ y ≥ δt for some positive constant δ. Then, by Markov
inequality, we have

P(Mt ≥ %t+ y) = P (∃u ∈ Nt : Xt(u) ≥ %t+ y) ≤ E
(∑
u∈Nt

1{Xt(u)≥%t+y}

)
.

Using that there are on average et particles alive at time t and that the displacements of particles are Brownian
motions, that are independent of the total number of particles in the process, we have

E
(∑
u∈Nt

1{Xt(u)≥%t+y}

)
= etP(Bt ≥ %t+ y).

This fact is often called the many-to-one lemma, we develop in Section 4 a multitype versions of that result.
We now use the following well-known asymptotic estimate on the tail of the Gaussian random variable

that
P(B1 ≥ x) ≤ 1√

2πx
e−

x2

2 for all x ≥ 0. (3.17)

This yields

E
(∑
u∈Nt

1{Xt(u)≥%t+y}

)
= etP

(
B1 ≥ %t1/2 + yt−1/2

)
≤ Ct−1/2e−

(%t+y)2

2t

≤ Ct−1/2et(1−%
2/2)e−%y−

y2

2t

completing the proof.
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3.4 Decorations of the branching Brownian motion
We now turn to results related to the extremal process of the BBM. Before stating these, we introduce a
general tool that allows the joint consideration of the maximal displacement and the extremal process of a
particle system. Denote by T the set of continuous non-negative bounded functions, with support bounded
on the left. The following result can be found in [BBCM20, Lemma 4.4].

Proposition 3.3. Let Pn,P be point measures on the real line. We denote by maxPn (respectively maxP),
the position of the rightmost atom in this point measure. The following statements are equivalent

1. limn→∞ Pn = P and limn→∞maxPn = maxP in law.

2. limn→∞(Pn,maxPn) = (P,maxP) in law.

3. for all ϕ ∈ T , limn→∞E
(
e−〈Pn,ϕ〉

)
= E

(
e−〈P,ϕ〉

)
.

In other words, considering continuous bounded functions with support bounded on the left instead of
continuous compactly supported functions allow us to capture the joint convergence in law of the maximal
displacement and the extremal process. We refer to the set T as the set of test functions, against which we
test the convergence of our point measures of interest.

The convergence in distribution of the extremal process of a BBM has been obtained by Aı̈dékon, Beresty-
cki, Brunet and Shi [ABBS13], and by Arguin, Bovier and Kiesler [ABK13]. They proved that setting

Et =
∑
u∈Nt

δXt(u)−mt ,

this extremal process converges in distribution towards a decorated Poisson point process with intensity
c?Z∞

√
2e−
√

2zdz. The law of the decoration is described in [ABK13] as the limiting distribution of the
maximal displacement seen from the rightmost particle, conditioned on being larger than

√
2t at time t.

More precisely, they proved that there exists a point measure D such that

lim
t→∞

E
(

exp
(
−
∑
u∈Nt

ϕ(Xt(u)−Mt)
)∣∣∣∣∣Mt ≥

√
2t
)

= E (exp (−〈D, ϕ〉)) (3.18)

for all function ϕ ∈ T . Note that D is supported on (−∞, 0] and has an atom at 0.
The limiting extremal process E∞ can be constructed as follows. Let (ξj)j∈N be the atoms of a Poisson

point process with intensity
√

2e−
√

2zdz, and (Dj , j ∈ N) i.i.d. point measures, then set

E∞ =
∑
j∈N

∑
d∈Dj

δξj+d+ 1√
2

logZ∞ ,

where
∑
d∈Dj represents a sum on the set of atoms of the point measure Dj .

In view of Proposition 3.3 and (3.14), we can rewrite as follows the convergence in law of the extremal
process of the BBM, with simple Poisson computations.

Lemma 3.4. For all function ϕ ∈ T , we have

lim
t→∞

E
(
e−〈Et,ϕ〉

)
= E

(
exp

(
−c?Z∞

∫
(1− e−Ψ[ϕ](z))

√
2e−
√

2zdz
))

,

where we have set Ψ[ϕ] : z 7→ − log E
(
e−〈D,ϕ(·+z)〉).

In the context of large deviations of BBM, a one-parameter family of point measures, similar to the one
defined in (3.18) can be introduced. These point measures have first been studied by Bovier and Hartung
[BH14] when considering the extremal process of the time-inhomogeneous BBM. More precisely, they proved
that for all % >

√
2, there exists a point measure D% such that

lim
t→∞

E
(

exp
(
−
∑
u∈Nt

ϕ(Xt(u)−Mt)
)∣∣∣∣∣Mt ≥ %t

)
= E (exp (−〈D%, ϕ〉)) . (3.19)

In [BBCM20], an alternative construction of this one parameter family of point measures was introduced,
which allows its representation as a point measure conditioned on an event of positive probability instead
of a large deviation event of probability decaying exponentially fast in t. Let us begin by introducing a few
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notation. Let (Bt, t ≥ 0) be a standard Brownian motion, (τk, k ≥ 1) the atoms of an independent Poisson
point process of intensity 2, and (X(k)

t (u), u ∈ N (k)
t , t ≥ 0) i.i.d. BBMs, which are further independent of B

and τ . For % >
√

2, we set

D̃%t = δ0 +
∑
k≥1

1{τk<t}
∑
u∈Nkτk

δBτk−%τk+Xτk (u) and D̃% = lim
t→∞

D̃%t . (3.20)

In words, the process D̃% consists in making one particle start from 0 and travel backwards in time according
to a Brownian motion with drift %. This particle gives birth to offspring at rate 2, each newborn child starting
an independent BBM from its current position, forward in time. The point measure D̃% then consists of the
position of all particles alive at time 0.

As a first step, we mention the following result, which can be thought of as a spinal decomposition
argument with respect to the rightmost particle. This result can be found in [BBCM20, Lemma 2.1].

Proposition 3.5. For all t ≥ 0 set
E∗t =

∑
u∈Nt

δXt(u)−Mt

the extremal process seen from the rightmost position. For all measurable non-negative functions f, F , we
have

E (f(Mt − %t)F (E∗t )) = e(1−%2/2)tE
(
e−%Btf(Bt)F (D̃%t )1{D̃%t ((0,∞))=0

})
It then follows from (3.16) and the above proposition that the law D% can be represented by conditioning

the point measure D̃%, as was obtained in [BBCM20, Theorem 1.1].

Lemma 3.6. For all % >
√

2,

• the constant C(%) introduced in (3.16) is given by C(%) = P(D̃%((0,∞)) = 0).

• the law of the point measure D% introduced in (3.19) can be constructed as

P(D% ∈ ·) = P(D̃% ∈ ·|D̃%((0,∞)) = 0).

We end this section with an uniform estimate on the Laplace transform of the extremal process of the
BBM, that generalizes both (3.16) and (3.19).

Lemma 3.7. Let % >
√

2, we set
E%t (x) =

∑
u∈Nt

δXt(u)−%t+x.

Let A > 0, for all ϕ ∈ T , we have

E
(

1− e−〈E
%
t (x),ϕ〉

)
= C(%)e

(1−%2/2)t
√

2πt
e%x−

x2

2t

∫
e−%z

(
1− e−Ψ%[ϕ](z)

)
dz(1 + o(1)),

uniformly in |x| ≤ At1/2, as t→∞, where Ψ%[ϕ] : z 7→ − log E
(
e−〈D

%,ϕ(·+z)〉).
Proof. Let L > 0, recall from Lemma 3.2 that

P(Mt ≥ %t− x+ L) ≤ Ct−1/2et(1−%
2/2)e%x−

x2

2t e−%L.

Thus, as ϕ is non-negative, we have

0 ≤ E
(

1− e−〈E
%
t (x),ϕ〉

)
−E

((
1− e−〈E

%
t (x),ϕ〉

)
1{Mt≤%t−x+L}

)
≤ Ct−1/2et(1−%

2/2)e%x−
x2

2t e−%L. (3.21)

We also recall that the support of ϕ is bounded on the left, i.e. is included on [R,∞) for some R ∈ R.
Observe then that e−〈E

%
t (x),ϕ〉 = 1 on the event {Mt ≤ %t− x+R}.

We now use Proposition 3.5 to compute

E
((

1− e−〈E
%
t (x),ϕ〉

)
1{Mt−%t+x∈[R,L]}

)
= et(1−%

2/2)E
(
e%Bt

(
1− e−

〈
D̃%t ,τBt+xϕ

〉)
1{

x+Bt∈[R,L],D̃%t ((0,∞))=0
}) ,
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where τz(ϕ)(·) = ϕ(z + ·). Therefore, setting

Gt(x, z) = E
((

1− e−
〈
D̃%t ,τzϕ

〉)
1{D̃%t ((0,∞))=0

}∣∣∣∣Bt = z − x
)
,

we have

et(%
2/2−1)√2πte−%x+x2

2t E
((

1− e−〈E
%
t (x),ϕ〉

)
1{Mt−%t+x∈[R,L]}

)
=
∫ L

R

e−%y+o(t−1/2)Gt(x, y)dy, (3.22)

with the o(t−1/2) term being uniform in |x| ≤ At1/2.
With the same computations as in the proof of [BBCM20, Lemma 3.4], we obtain

lim
t→∞

sup
|x|≤At1/2

Gt(x, y) = lim
t→∞

inf
|x|≤At1/2

Gt(x, y) = E
((

1− e−
〈
D̃%,τyϕ

〉)
1{D̃%((0,∞))=0

})
= C(%)E

(
1− e−〈D

%,τyϕ〉
)
,

using the construction of D% given in Lemma 3.6. Therefore, using (3.21) and applying the dominated
convergence theorem, equation (3.22) yields

lim sup
t→∞

sup
|x|≤At1/2

∣∣∣∣et(%2/2−1)√2πte−%x+x2

2t E
((

1− e−〈E
%
t (x),ϕ〉

))
− C(%)

∫
R
e−%yE

(
1− e−〈D

%,τyϕ〉
)

dy
∣∣∣∣

≤ Ce−%L,

which, letting L→∞, completes the proof.

Remark 3.8. Note that applying Lemma 3.7 to function ϕ(z) = 1{z≥0} yields (3.16), and up simple compu-
tations, this lemma can also be used to obtain (3.19).

4 Multitype many-to-one lemmas
The many-to-one lemma is an ubiquitous process in the study of branching Brownian motions. This result
links additive moments of the BBM with Brownian motion estimates. We first recall the classical version of
this lemma, before giving a multitype version that applies to our process.

Let (Xu(t), u ∈ Nt) be a standard BBM with branching rate 1. The classical many-to-one lemma can be
tracked back at least to the work of Kahane and Peyrière [KP76, Pey74] on multiplicative cascades. It can
be expressed as follows: for all t ≥ 0 and measurable non-negative functions f , we have

E
(∑
u∈Nt

f(Xu(s), s ≤ t)
)

= etE(f(Bs, s ≤ t)), (4.1)

with B a standard Brownian motion.
Recall that N 1

t (respectively N 2
t ) is the set of particles of type 1 (resp. type 2) alive at time t. Note that

the process (Xu(t), u ∈ N 1
t )t≥0 is a BBM with branching rate β and diffusion σ2. Thus in view of (3.1), (4.1)

implies that for all measurable non-negative function f

E

 ∑
u∈N 1

t

f(Xu(s), s ≤ t)

 = eβtE(f(σBs, s ≤ t)).

Similarly, writing P(2) the law of the process starting from a single particle of type 2. As this particle
behaves as in a standard BBM and only gives birth of particles of type 2, this process again is a BBM,
therefore

E(2)

 ∑
u∈N 2

t

f(Xu(s), s ≤ t)

 = etE(f(Bs, s ≤ t)),

writing E(2) for the expectation associated to P(2).
The main aim of this section is to prove the following result, which allows to represent an additive

functional of particles of type 2 appearing in the multitype BBM by a variable speed Brownian motion.

15



Proposition 4.1. For all measurable non-negative function f , we have

E

 ∑
u∈N 2

t

f((Xu(s), s ≤ t), T (u))

 = α

∫ t

0
eβs+(t−s)E (f((σBu∧s + (Bu −Bu∧s), u ≤ t), s)) ds,

where we recall that T (u) is the birth time of the first ancestor of type 2 of u.
To prove this result, we begin by investigating the set B of particles of type 2 that are born from a particle

of type 1, that can be defined as
B :=

{
u ∈ ∪t≥0N 2(t) : T (u) = bu

}
.

We observe that B can be thought of as a Poisson point process with random intensity.
Lemma 4.2. Conditionally on F1 = σ(Xu(t), u ∈ N 1

t , t ≥ 0), the point measure
∑
u∈B

δ(Xu(s),s≤T (u)) is a

Poisson point process with intensity αdt⊗
∑
u∈N 1

t

δ(Xu(s),s≤t).

Proof. This is a straightforward consequence of the definition of the two-type BBM and the superposition
principle for Poisson process. Over its lifetime, a particle of type 1 gives birth to particles of type 2 according
to a Poisson process with intensity α, and the trajectory leading to the newborn particle at time t is exactly
the same as the trajectory of its parent particle up to time t.

A direct consequence of the above lemma is the following applications of Poisson summation formula.
Corollary 4.3. For all measurable non-negative function f , we have

E
(∑
u∈B

f(Xu(s), s ≤ T (u))
)

= α

∫ ∞
0

eβtE(f(Bs, s ≤ t))dt, (4.2)

E
(

exp
(
−
∑
u∈B

f(Xu(s), s ≤ T (u))
))

= E

exp

−α ∫ ∞
0

∑
u∈N 1

t

1− e−f(Xu(s),s≤t)dt

 (4.3)

Proof. Denote by F1 = σ(Xu(s), u ∈ N 1
s , s ≥ 0) the filtration generated by all particles of type 1. We can

compute

E
(∑
u∈B

f(Xu(s), s ≤ T (u))
∣∣∣∣∣F1

)
= α

∫ ∞
0

∑
u∈Nt

f(Xu(s), s ≤ t)dt

using Lemma 4.2. Then using Fubini’s theorem and (4.1), we conclude that

E
(∑
u∈B

f(Xu(s), s ≤ T (u))
)

= α

∫ ∞
0

eβtE(f(Bs, s ≤ t))dt.

Similarly, using the exponential Poisson formula, we have

E
(

exp
(
−
∑
u∈B

f(Xu(s), s ≤ T (u))
)∣∣∣∣∣F1

)
= exp

−α ∫ ∞
0

∑
u∈N 1

t

1− e−f(Xu(s),s≤t)dt

 ,

thus integrating this formula completes the proof of this corollary.

We now turn to the proof of the multitype many-to-one lemma.

Proof of Proposition 4.1. Let f, g be two measurable bounded functions. For any u, u′ particles in the BBM,
we write u′ < u to denote that u′ is a descendant of u. We compute

E

 ∑
u∈N 2

t

f(Xu(s), s ≤ T (u))g(Xu(s), s ∈ [T (u), t])



=E

∑
u∈B

1{T (u)≤t}f(Xu(s), s ≤ T (u))
∑
u′∈Nt
u′<u

g(Xu(s), s ∈ [T (u), t])


=E

(∑
u∈B

1{T (u)≤t}f(Xu(s), s ≤ T (u))ϕ(T (u), Xu(T (u)))
)
,
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using the branching property for the BBM: every particle u ∈ B starts an independent BBM from time T (u)
and position Xu(T (u)). Here, we have set for x ∈ R and s ≥ 0

ϕ(s, x) = E(2)

 ∑
u∈Nt−s

g (x+Xu(r − s), r ∈ [s, t])


= et−sE (g (x+Br−s, r ∈ [s, t])) ,

by the standard many-to-one lemma. Additionally, by Corollary 4.3, we have

E

 ∑
u∈N 2

t

f(Xu(s), s ≤ T (u))g(Xu(s), s ∈ [T (u), t])


=α

∫ ∞
0

eβsE(f(σBr, r ≤ s)ϕ(s, σBs))ds

=α
∫ ∞

0
eβs+t−sE(f(σBr, r ≤ s)g (σBs + (Br −Bs), r ∈ [s, t])) ds.

Using the monotone class theorem, the proof of Proposition 4.1 is now complete.

5 Proof of Theorem 1.2
We assume in this section that (β, σ2) ∈ CII , i.e. that either σ2 > 1 and σ2 < 1

β or σ2 ≤ 1 and σ2 < 2− β.
In that case, we show that the extremal process is dominated by the behaviour of particles of type 2 that are
born at the beginning of the process. The main steps of the proof of Theorem 1.2 are the following:

1. We show that for all A > 0, there exists R > 0 such that with high probability, every particle u of
type 2 to the right of m(II)

t −A satisfy T (u) ≤ R.

2. We use the convergence in distribution of the extremal process of a single-type branching Brownian
motion to demonstrate that the extremal process generated by the individuals born of type 2 before
time R converges as t→∞.

3. We prove that letting R → ∞, the above extremal process converges, and the limiting point measure
is the point measure of the full two-type branching Brownian motion.

In this section, we write v =
√

2βσ2 and θ =
√

2β/σ2, which are respectively the speed and critical
parameter of the branching Brownian motion of particles of type 1. Recall that m(II)

t =
√

2t− 3
2
√

2 log t, we
begin by proving that with high probability, no particle of type 2 that was born from a particle of type 1
after time R has a descendant close to m(II)

t .

Lemma 5.1. Assuming that (β, σ2) ∈ CII , for all A > 0, we have

lim
R→∞

lim sup
t→∞

P(∃u ∈ N 2
t : T (u) ≥ R,Xu(t) ≥ m(II)

t −A) = 0.

Proof. Let K > 0, we first recall that by (3.1) and (3.13), we have

P
(
∃t ≥ 0, u ∈ N 1

t : Xu(t) ≥ vt+K
)
≤ e−θK ,

i.e. that with high probability, all particles of type 1 stay below the curve s 7→ vs+K.
We now set, for R,A,K ≥ 0 and t ≥ 0:

Yt(A,R,K) =
∑
u∈B

1{T (u)>R,XT (u)(u)≤vT (u)+K}1
{
Mu
t ≥m

(II)
t −A

},
where Mu

t is the position of the rightmost descendant at time t of the individual u. In other words, Yt(A,R,K)
is the number of particles of type 2 born from a particle of type 1 after time R, that were born below the
curve s 7→ vs + K and have a member of their family to the right of m(II)

t − A. Observe that by Markov
inequality, we have

P(∃u ∈ N 2
t : T (u) ≥ R,Xu(t) ≥ m(II)

t −A) ≤ P
(
∃t ≥ 0, u ∈ N 1

t : Xu(t) ≥ vs+K
)

+ P(Yt(A,R,K) ≥ 1)
≤ e−θK + E(Yt(A,R,K)).
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To complete the proof, it is therefore enough to bound lim supt→∞E(Yt(A,R,K)). Using the branching
property and Corollary 4.3, we have

E(Yt(A,R,K)) = E
(∑
u∈B

1{T (u)∈[R,t]}1{XT (u)(u)≤vT (u)+K}F
(
t− T (u), XT (u)(u)

))

= α

∫ t

R

eβsE
(
F (t− s, σBs)1{σBs≤vs+K}

)
ds, (5.1)

where we have set F (r, x) = P(2)
(
x+Mr ≥ m(II)

t −A
)

.
By (3.15), there exists C > 0 such that for all x ∈ R and t ≥ 0, we have

P(2)
(
Mt ≥ m(II)

t + x
)
≤ C(1 + x+)e−

√
2x,

so that for all s ≤ t,

F (t− s, x) = P(2)
(
Mt−s ≥ m(II)

t−s +
√

2s+ 3
2
√

2 log t−s+1
t+1 −A− x

)
≤ C

(
t+ 1

t− s+ 1

) 3
2 (

1 +
√

2s+ x−

)
e−
√

2(
√

2s−x−A). (5.2)

We bound E(Yt(A,R,K)) in two different ways, depending on the sign of σ2 − 1.
First, if σ2 ≤ 1, we observe that the condition Xu(s) ≤ vs+K does not play a major role in the asymptotic

behaviour of E(Yt(A,R,K)). As a result, (5.1) and (5.2) yield

E(Yt(A,R,K)) ≤ CeA
∫ t

R

(
t+ 1

t− s+ 1

)3/2
es(β−2)E

((
1 +
√

2s+ σ(Bs)−
)
e
√

2σBs
)

ds,

and as E
((

1 +
√

2s+ σ(Bs)−
)
e
√

2σBs
)
≤ C(1 + s)eσ2s, we have

E(Yt(A,R,K)) ≤ CeA
∫ t

R

(
t+ 1

t− s+ 1

) 3
2

(s+ 1) exp
(
s
(
β + σ2 − 2

))
ds.

Hence, as (β, σ2) ∈ CII and σ2 ≤ 1, we have β + σ2 − 2 < 0. Therefore, by dominated convergence theorem,

lim sup
t→∞

E(Yt(A,R,K)) ≤ CeA
∫ ∞
R

(s+ 1) exp
(
s
(
β + σ2 − 2

))
ds,

which goes to 0 as R→∞, completing the proof in that case.
We now assume that σ2 > 1. In that case, the condition Xu(s) ≤

√
2βσ2s + K is needed to keep our

upper bound small enough, as events of the form {Xu(s) ≥ vs} have small probability but Yt(A,R,K) is
large on that event. Using the Girsanov transform, (5.1) yields

E(Yt(A,R,K))

≤α
∫ t

R

E
(
e−θσBsF (t− s, σBs + vs)1{σBs≤K}

)
ds

≤Cαe
√

2A
∫ t

R

e−
√

2(
√

2−v)s
(

t+ 1
t− s+ 1

) 3
2

E
(
e(
√

2−θ)σBs
(

1 + (v +
√

2)s+ (Bs)−
)
1{Bs≤K}

)
ds,

using (5.2). As (β, σ2) ∈ CII and σ2 > 1, we have βσ2 < 1. This yields in particular β < σ2 hence
√

2−θ > 0.
Integrating with respect to the Brownian density, there exists C > 0 such that

E
(
e(
√

2−θ)σBs
(

1 +
√

2(
√
βσ2 + 1)s+ (Bs)−

)
1{Bs≤K}

)
≤ C(1 + s) 1

2 e(
√

2−θ)σK ,

yielding

E(Yt(A,R,K)) ≤ Cαe
√

2A+(
√

2−θ)σK
∫ t

R

e−2(1−
√
βσ2)s

(
t+ 1

t− s+ 1

) 3
2

(1 + s) 1
2 ds.

Then by dominated convergence, as 1−
√
βσ2 > 0, we deduce that

lim sup
t→∞

E(Yt(A,R,K)) ≤ Cαe
√

2A+(
√

2−θ)σK
∫ ∞
R

e−2(1−
√
βσ2)s(1 + s) 1

2 ds,

which decreases to 0 as R→∞, completing the proof.
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We now use the known asymptotic behaviour of the extremal process of the branching Brownian motion,
recalled in Section 3 to compute the asymptotic behaviour of the extremal process of particles satisfying
T (u) ≤ R, defined as

ERt :=
∑
u∈N 2

t

1{T (u)≤R}δXu(t)−m(II)
t

.

For any u ∈ B, and t ≥ 0, we set

Z
(u)
t :=

∑
u′∈N 2

t

u′<u

(
√

2t−Xt(u′))e−
√

2(Xt(u′)−
√

2t),

where we recall that u′ < u denotes that u′ is a descendant of u. Note that by (3.9) and the branching
property, Z(u)

t converges a.s. to the variable Z(u)
∞ := lim inf

t→∞
Z

(u)
t . Moreover, e−

√
2(Xu(T (u))−

√
2T (u))Z

(u)
∞

(d)=Z∞,
where Z∞ is the limit of the derivative martingale of a standard branching Brownian motion.

Lemma 5.2. For all ϕ ∈ T , we have lim
t→∞

〈
ERt , ϕ

〉
=
〈
ER∞, ϕ

〉
in law, where ER∞ is a decorated Poisson point

process with intensity c?ZR
√

2e−
√

2xdx and decoration law D, with ZR :=
∑
u∈B

1{T (u)≤R}Z
(u)
∞ .

Proof. Let ϕ ∈ T be a test function. Observe that using the branching property of the branching Brownian
motion, we have

E
(
exp

(
−
〈
ERt , ϕ

〉))
= E

 ∏
u∈B:T (u)≤R

Ft(T (u), XT (u)(u))

 ,

where Ft(s, x) = E(2)
(

exp
(
−
∑
u∈Nt ϕ(x+Xt−s(u)−m(II)

t )
))

for 0 ≤ s ≤ t and x ∈ R. Using again that

m
(II)
t = m

(II)
t−s +

√
2s+ o(1) as t→∞, we have by Lemma 3.4

lim
t→∞

Ft(s, x) = E(2)
(

exp
(
−c?Z∞e

√
2x−2s

∫
(1− e−Ψ[ϕ](z))

√
2e−
√

2zdz
))

,

where Z∞ is the limit of the derivative martingale in a standard branching Brownian motion. Therefore, by
dominated convergence theorem,

lim
t→∞

E
(
exp

(
−
〈
ERt , ϕ

〉))
= E

(
exp

(
−c?ZR

∫
(1− e−Ψ[ϕ](z))

√
2e−
√

2zdz
))

,

with ZR =
∑
u∈B 1{T (u)≤R}Z

(u)
∞ , completing the proof.

We then observe that ER∞ converges in law as R→∞ to E(II) the point measure defined in Theorem 1.2.

Lemma 5.3. For all ϕ ∈ T , we have limR→∞
〈
ER∞, ϕ

〉
=
〈
E(II), ϕ

〉
in law, where Z∞ :=

∑
u∈B Z

(u)
∞ .

Proof. Recall that Z∞ ≥ 0 a.s. therefore (ZR, R ≥ 0) is increasing and Z∞ = limR→∞ ZR exists a.s. Given
that for all function ϕ ∈ T ,

E
(
e−〈E

R,ϕ〉
)

= E
(

exp
(
−c?ZR

∫
(1− e−Ψ[ϕ](z))

√
2e−
√

2zdz
))

,

to prove that ER∞ converges in law, it is enough to show that Z∞ <∞ a.s.
To show that result, we use a variation on Kolmogorov’s three series theorem: If we have∑

u∈B
1{XT (u)(u)≤vT (u)}P

(
Z(u)
∞ ≥ 1

∣∣∣F1 ∨ σ(B)
)
<∞ a.s. (5.3)

and
∑
u∈B

1{XT (u)(u)≤vT (u)}E
(
Z(u)
∞ ∧ 1

∣∣∣F1 ∨ σ(B)
)
<∞ a.s., (5.4)

then Z∞ <∞ a.s, where we recall that F1 = σ(Xu(t), u ∈ Nt, t ≥ 0).
Indeed, first note that there are finitely many u ∈ B such that Xu(T (u)) ≥

√
2T (u). Additionally, using

(5.3), by the Borel-Catelli lemma we have that almost surely there are finitely many u ∈ B whose contribution
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to Z∞ is larger than 1. Finally, by (5.4), we have that the sum of the contributions of all other variables has
finite mean. As a result, these two equations prove that Z∞ <∞.

To prove (5.3) and (5.4), we use that for all x ∈ R, we have

P(Z∞ex ≤ 1) ≤ Cex and E((Z∞ex) ∧ 1) ≤ C(1 + x−)ex,

by (3.11). Hence, using that Z(u)
∞

(d)=e
√

2(XT (u)(u)−
√

2T (u))Z∞ it is enough to show that∑
u∈B

1{XT (u)(u)≤vT (u)}

(
1 +

(√
2XT (u)(u)− 2T (u)

)
−

)
e
√

2XT (u)(u)−2T (u) <∞ a.s. (5.5)

This quantity being a series of positive random variables, we prove that this series has finite mean to conclude.
By Corollary 4.3, we have

E
(∑
u∈B

1{XT (u)(u)≤vT (u)}

(
1 +

(√
2XT (u)(u)− 2T (u)

)
−

)
e
√

2XT (u)(u)−2T (u)

)

= α

∫ ∞
0

eβsE
(
1{σBs≤vs}

(
1 +

(√
2σBs − 2s

)
−

)
e
√

2σBs−2s
)

ds.

Similarly to the proof of Lemma 5.1, we bound the above quantity in two different ways depending on whether
σ2 > 1 or σ2 ≤ 1.

If σ2 ≤ 1, we have

eβsE
((

1 +
(√

2σBs − 2s
)
−

)
e
√

2σBs−2s
)
≤ C(1 + s) exp

(
s
(
σ2 + β − 2

))
,

which decays exponentially fast as (β, σ2) ∈ CII and σ2 ≤ 1. Therefore, we have

E
(∑
u∈B

1{XT (u)(u)≤vT (u)}

(
1 +

(√
2XT (u)(u)− 2T (u)

)
−

)
e
√

2XT (u)(u)−2T (u)

)
<∞,

proving (5.5), hence (5.3) and (5.4), therefore that Z∞ <∞ a.s. in that case.
If σ2 > 1, we have

eβsE
(
1{σBs≤vs}

(
1 +

(√
2σBs − 2s

)
−

)
e
√

2σBs−2s
)

= E
(
1{Bs≤0}

(
1 +

(√
2σBs − 2(1−

√
βσ2)s

)
−

)
e
√

2σBs
)
e

2
(√

σ2β−1
)
s

≤ C(1 + s) exp
(
s
(√

σ2β − 1
))

.

As (β, σ2) ∈ CII and σ2 < 1 we have once again

E
(∑
u∈B

1{XT (u)(u)≤vT (u)}

(
1 +

(√
2XT (u)(u)− 2T (u)

)
−

)
e
√

2XT (u)(u)−2T (u)

)
<∞,

which proves that Z∞ <∞ a.s. in that case as well.

Using the above results, we finally obtain the asymptotic behaviour of the extremal process in case CII .

Proof of Theorem 1.2. Using Proposition 3.3, we only need to prove that for all ϕ ∈ T , we have

lim
t→∞

E
(
e−〈Et,ϕ〉

)
= E

(
e−〈E

(II),ϕ〉
)
.

Let ϕ ∈ T , and set A ∈ R such that ϕ(z) = 0 for all z ≤ A. By Lemma 5.1, for all ε > 0, there exists
R ≥ 0 such that P

(
ERt (ϕ) 6= Et(ϕ)

)
≤ ε. Then, using that ϕ is non-negative, so that

〈
ERt , ϕ

〉
≤ 〈Et, ϕ〉 and

e−〈Et,ϕ〉 is bounded by 1, we have E
(
e−〈E

R
t ,ϕ〉

)
≤ E

(
e−〈Et,ϕ〉

)
≤ E

(
e−〈E

R
t ,ϕ〉

)
+ ε. Applying Lemma 5.2

and Lemma 5.3 to let t, then R, grow to ∞, we obtain

E
(
e−〈E

(II),ϕ〉
)
≤ lim inf

t→∞
E
(
e−〈Et,ϕ〉

)
≤ lim sup

t→∞
E
(
e−〈Et,ϕ〉

)
≤ E

(
e−〈E

(II),ϕ〉
)

+ ε.

Letting ε→ 0 we obtain that limt→∞E
(
e−〈Et,ϕ〉

)
= E

(
e−〈E

(II),ϕ〉
)

for all ϕ ∈ T , which completes the proof
of Theorem 1.2 by Remark 1.5.
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We end this section by conjecturing a possible direct formula for the computation of Z∞ as the limit of
a sub-martingale of the multitype BBM.

Conjecture 5.4. We have limt→∞
∑
u∈N 2

t
(
√

2t−Xu(t))e
√

2Xu(t)−2t = Z∞ a.s.

6 Proof of Theorem 1.1
In this section, we assume that (β, σ2) ∈ CI , that is either σ2 ≥ 1 and σ2 > 1

β , or σ2 ≤ 1 and σ2 < β
2β−1 . In

that situation, we show that the extremal process of particles of type 2 is mainly driven by the asymptotic of
particles of type 1, and that any particle of type 2 significantly contributing to the extremal process at time
t satisfies t− T (u) = O(1), meaning that they have a close ancestor of type 1.

To prove Theorem 1.1, we first show that for all ϕ ∈ T , 〈Et, ϕ〉 converges, as t→∞ to a proper random
variable. By [Kal02, Lemma 5.1], this is enough to conclude that Et converges vaguely in law to a limiting
point measure E . We then use that with high probability, no particle of type 2 born before time R contributes,
to the extremal process of the multitype BBM. Then, by the branching property, it shows that E satisfies a
stability under superposition probability which, by [Mai13, Corollary 3.2], can be identified as a decorated
Poisson point process with intensity proportional to Z(I)

∞ e−θxdx.
For the rest of the section, we denote by v =

√
2βσ2 and θ =

√
2β/σ2 the speed and critical parameter

of the BBM of particles of type 1. Recall that m(I)
t = vt − 3

2θ log t. To prove the results of this section, we
use an extension on (3.13) that can be written as follows. For all t ≥ 0, we write at = 3

2θ log(t + 1). There
exists C > 0 such that for all t ≥ 0 and K > 0, we have

P
(
∃s ≤ t, u ∈ N 1

s : Xs(u) ≥ vs− at + at−s +K
)
≤ C(K + 1)e−θK . (6.1)

This result was proved in [Mal15a] in the context of branching random walks, and has been adapted to
Brownian settings in [Mal15c, Lemma 3.1].

We first show the tightness of the law of the number of particles of type 2 born to the right of m(I)
t −A.

Lemma 6.1. We assume that (β, σ2) ∈ CI . For all A,K > 0, there exists CA,K > 0 and δ > 0 such that for
all R ≥ 0, we have

lim sup
t→∞

E

 ∑
u∈N 2

t

1{
Xu(t)≥m(I)

t −A
}1{T (u)≥t−R}1{Xu(s)≤vs−at+at−s+K,s≤T (u)}

 ≤ CA,Ke−δR.
Proof. Let A,K,R > 0, we set

Yt(A,K,R) =
∑
u∈N 2

t

1{
Xu(t)≥m(I)

t −A
}1{T (u)≥t−R}1{Xu(s)≤vs−at+at−s+K,s≤T (u)}.

We use Proposition 4.1 to compute the mean of Yt(A,K,R) as

E (Yt(A,K,R)) ≤
∫ t−R

0
eβs+t−sP

(
σBs +Bt −Bs ≥ m(I)

t −A, σBr ≤ vr − at + at−r +K, r ≤ s
)

ds

≤
∫ t−R

0
E
(
e−θσBsF (t− s, σBs − at)1{σBr≤at−r−at+K,r≤s}

)
ds,

using the Markov property at time s and the Girsanov transform, where F (r, x) = erP(Br ≥ vr − x). By

the exponential Markov inequality, for all λ > 0, we have F (r, x) ≤ eλxe
r

(
1−λv+λ2

2

)
. This implies

E(Yt(A,K,R)) ≤
∫ t−R

0
e(t−s)(1−λv+λ2

2 )(t+ 1)
3λ
2θ E

(
eσ(λ−θ)Bs1{σBr≤at−r−at+K,r≤s}

)
ds. (6.2)

We now bound this quantity in two different ways depending on the sign of σ2 − 1.
First, if σ2 > 1, then v > θ, in which case using (6.2) with λ = v, we obtain

E(Yt(A,K,R)) ≤
∫ t−R

0
e(t−s)(1−v2/2)(t+ 1)

3v
2θ E

(
eσ(v−θ)Bs1{σBr≤at−r−at+K,r≤s}

)
ds.

We now use that for all λ > 0, there exists C > 0 such that for all 0 ≤ s ≤ t, we have

E
(
eλσBs1{σBr≤at−r−at+K,r≤s}

)
≤ CeλK

(
t−s+1
t+1

) 3λ
2θ (s+ 1)−

3
2 . (6.3)
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This bound can be obtained by classical Gaussian estimates, rewriting

E
(
eλσBs1{σBr≤at−r−at+K,r≤s}

)
≤ CeλK

(
t−s+1
t+1

) 3λ
2θ ∑

k≥0
e−λkP(σBs − as + at +K ∈ [−k − 1,−k], σBr ≤ at−r − at +K, r ≤ s),

and showing that the associated probability can be bounded uniformly in k, t and s ≤ t by Ck(s+1)−
3
2 , with

computations similar to the ones used in [Mal15a, Lemma 3.8] for random walks. Therefore, (6.3) implies
that

E(Yt(A,K,R)) ≤ CA,K
∫ t−R

0
e(t−s)(1−v2/2) (t+ 1)

3
2 (t− s+ 1)

3v
2θ

(s+ 1)
3
2

ds.

As (β, σ2) ∈ CI , we have v =
√

2βσ2 >
√

2, so 1− v2

2 < 0. As a result

∫ t
2

0
e(t−s)(1−v2/2) (t+ 1)

3
2 (t− s+ 1)

3v
2θ

(s+ 1)
3
2

ds ≤ Ce(1−v2/2)t(t+ 1)
5θ+3v

2θ ,

which converges to 0 as t→∞, and∫ t−R

t
2

e(t−s)(1−v2/2) (t+ 1)
3
2 (t− s+ 1)

3v
2θ

(s+ 1)
3
2

ds ≤ C
∫ ∞
R

e(1−v2/2)s(s+ 1)
3v
2θ ds ≤ Ce(1−v2/2)R/2.

This completes the proof of the lemma in the case σ2 > 1.
We now assume that σ2 < 1. We have that

1− θv + θ2

2 = 1− 2β + β

σ2 = β
( 1
σ2 − 2

)
+ 1.

Therefore, as long as σ2 > β
2β−1 , which is the case as σ2 < 1 and (β, σ2) ∈ CI , we have 1 − θv + θ2

2 < 0.
Therefore, for all δ > 0 small enough such that

1− (θ + δ)v + (θ+δ)2

2 < 0,

using (6.2) with λ = θ + δ, we have

E(Yt(A,K,R)) ≤
∫ t−R

0
e(t−s)(1−(θ+δ)v+(θ+δ)2/2)(t+ 1)

3(θ+δ)
2θ E

(
eσδBs1{σBr≤at−r−at+K,r≤s}

)
ds.

So with the same computations as above, we obtain once again that

lim sup
t→∞

E(Yt(A,K,R)) ≤ CA,Ke−δR,

which completes the proof.

Using the above computation, we immediately obtain that with high probability, only particles of type 2
having an ancestor of type 1 at time t−O(1) will contribute substantially to the extremal process at time t.

Lemma 6.2. Assuming that (β, σ2) ∈ CI , for all A > 0, we have

lim
R→∞

lim sup
t→∞

P(∃u ∈ N 2
t : T (u) ≤ t−R,Xu(t) ≥ m(I)

t −A) = 0.

Proof. We observe that for all K > 0, we have

P(∃u ∈ N 2
t : T (u) ≤ t−R,Xu(t) ≥ m(I)

t −A) ≤ P(∃s ≤ t, u ∈ N 1
s : Xu(s) ≥ vs+ at − at−s)

+ P(∃u ∈ N 2
t : T (u) ≤ t−R,Xu(t) ≥ m(I)

t −A,Xu(s) ≤ vs− at + at−s, s ≤ T (u)).

Then, using (6.1), the Markov inequality and Lemma 6.1, we obtain

lim sup
t→∞

P(∃u ∈ N 2
t : T (u) ≤ t−R,Xu(t) ≥ m(I)

t −A) ≤ C(K + 1)e−θK + CA,Ke
−R.

Letting R→∞ then K →∞ completes the proof.
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For all R > 0, we set
ERt :=

∑
u∈N 2

t

1{T (u)≥t−R}δXu(t)−m(I)
t
.

We now show that ERt converges in law as t→∞.

Lemma 6.3. Assume that (β, σ2) ∈ CI , there exists cR > 0 and a point measure distribution DR such that
for all ϕ ∈ T , we have

lim
t→∞

〈
ERt , ϕ

〉
=
〈
ER∞, ϕ

〉
in law,

where ER∞ is a DPPP(cRZ∞e−θxdx,DR).

Proof. We can rewrite

ERt =
∑

u∈N 1
t−R

∑
u′∈Nt
u′<u

δ
Xu′ (t)−Xu(t−R)+Xu(t−R)−m(I)

t
=

∑
u∈N 1

t−R

τ
Xu(t−R)−m(I)

t
E(u)
R ,

where τz is the operator of translation by z of point measures, and EuR is the point process of descendants of
individual u ∈ Nt−R at time t, centred around the position of u at time t − R. Note that conditionally on
F1
t−R, (EuR, u ∈ Nt−R) are i.i.d. point measures with same law as ER :=

∑
u∈N 2

R

δXu(R).

Let ϕ ∈ T , we set L ∈ R such that ϕ(x) = 0 for all x ≤ L. By the branching property, we have

E
(
e−〈E

R
t ,ϕ〉

)
= E

 ∏
u∈N 1

t−R

F (R,Xu(t−R)−mt)

 = E
(
e
−
∑

u∈N1
t−R
− logFR(Xu(t−R)−mt)

)
,

where FR(x) = E
(

exp
(
−
∑
u∈N 2

R
ϕ(x+Xu(R))

))
. Observe that by Jensen transform, we have

− logFR(x) ≤ E

 ∑
u∈N 2

R

ϕ(x+Xu(R))

 ≤ ∫ R

0
eβs+(R−s)E(ϕ(x+ σBs +Bt −Bs))ds

≤ ||ϕ||∞Re(β+1)RP
(
B1 ≥ −x√

R(σ2+1)

)
.

Therefore, by (3.17), we have − logFR(x) ≤ CRe(θ+δ)x ∧ 1 for all x ∈ R.
By Lemma 3.4, recall that

∑
u∈N 1

t−R
δ
Xu(t−R)−m(I)

t
converges vaguely in law to a DPPP E1 with intensity

c?θZ∞e
−θ(z+vR)dz and decoration law Dβ,σ2 the law of the decoration point measure of the BBM with

branching rate β and variance σ2. Additionally, it was proved by Madaule [Mad17] in the context of branching
random walks, and extended in [CHL19] to BBM settings, that

〈
E1, eθ+δ

〉
< ∞ a.s. for all δ > 0, where

eθ+δ(x) = e(θ+δ)x. As a result, using the monotone convergence theorem, we obtain

lim
t→∞

E
(
e−〈E

R
t ,ϕ〉

)
= E

(
e−〈E

1,− logFR〉
)
.

This proves that ERt converges in law, as t→∞, to a point process that can be obtained from E1 by replacing
each atom of E1 by an independent copy of the point measure ER.

We now complete the proof of Theorem 1.1.

Proof of Theorem 1.1. Let ϕ ∈ T , we observe that

0 ≤ E
(
e−〈Et,ϕ〉

)
−E

(
e−〈E

R
t ,ϕ〉

)
≤ P(∃u ∈ N 2

t : T (u) ≤ t−R,Xu(t) ≥ m(I)
t −A),

which goes to 0 as t then R→∞, by Lemma 6.2. Additionally, by Lemma 6.3, we have

lim
t→∞

E
(
e−〈E

R
t ,ϕ〉

)
= E

(
e−〈E

R
∞,ϕ〉

)
.

Moreover, using that R 7→ E
(
e−〈E

R
t ,ϕ〉

)
is decreasing, we deduce that

lim
t→∞

E
(
e−〈Et,ϕ〉

)
= lim
R→∞

E
(
e−〈E

R
∞,ϕ〉

)
. (6.4)
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Additionally, as R 7→ ERt is increasing in the space of point measures, we observe that we can construct the
family of point measures (ER∞, R ≥ 0) on the same probability space in such a way that almost surely,

〈
ER∞, ϕ

〉
is increasing for all ϕ. We denote by µ(ϕ) its limit.

By [Kal02, Lemma 5.1], to prove that Et admits a limit in distribution for the topology of vague con-
vergence, it is enough to show that for all non-negative continuous functions with compact support, 〈Et, ϕ〉
admits a limit in law which is a proper random variable. By (6.4), and using the monotonicity of ER, we
immediately obtain that limt→∞ 〈Et, ϕ〉 = µ(ϕ) in law. Therefore, to prove that Et converges vaguely in
distribution, it is enough to show that for all ϕ ∈ T , µ(ϕ) <∞ a.s. which is a consequence of the tightness
of 〈Et, ϕ〉.

Let ϕ ∈ T , we write L ∈ R such that ϕ(x) = 0 for all x < L. For all A > 0 and K > 0, we have

P(〈Et, ϕ〉 ≥ A) ≤ P(∃s ≤ t, ∃u ∈ Ns : Xu(s) ≥ vs− at + at−s +K)

+ 1
A

E
(
〈Et, ϕ〉1{maxu∈N1

s
Xu(s)≤vs−at+at−s+K,s≤t

}) .
The first quantity goes to 0 as K →∞ by (6.1). Therefore, for all ε > 0, we can fix K large enough so that
it remains smaller than ε/2. By Lemma 6.1 by a constant depending on L and K. Hence, we can choose A
large enough such that for all t ≥ 0, P(〈Et, ϕ〉 ≥ A) ≤ ε, proving the tightness of 〈Et, ϕ〉.

We then conclude that Et converges vaguely in law as t→∞ to a limiting point measure that we write E .
This point measure also is the limit as R→∞ of ER, by (6.4). This allows us to show that 〈Et, ϕ〉 →

〈
E , ϕ

〉
in law for all ϕ ∈ T , so we conclude by Proposition 3.3 that the position of the rightmost atom in Et also
converges to the position of the rightmost atom in E .

To complete the proof of Theorem 1.1, we have to describe the law of E . For all s ≥ 0, using the branching
property, we have

Et =
∑
u∈N 1

s

τXu(s)−vs+at−s−atE
(u)
t−s

where conditionally on Fs, (E(u)
t−s, u ∈ Ns) is a family of independent point measures with same law as Et−s,

under law P(1) or P(2) depending on the type of u. As no particle of type 2 born at an early time will have
a descendant contributing in the extremal process by Lemma 6.2, we obtain that, letting t→∞,

E(d)=
∑
u∈N 1

s

τXu(s)−vsE
(u)
,

where E(u) are i.i.d. copies of E , that are further independent of Fs. This superposition property characterizes
the law of E as a decorated Poisson point process with intensity proportional to e−θxdx, shifted by the
logarithm of the derivative martingale of the branching Brownian motion by [Mai13, Corollary 3.2], with
similar computations as in [Mad17, Section 2.2].

7 Asymptotic behaviour in the anomalous spreading case
We assume in this section that (σ2, β) ∈ CIII , i.e. that β + σ2 > 2 and σ2 < β

2β−1 . In particular, it implies
that β > 1 and σ2 < 1. Under these conditions, we set

θ :=
√

2 β − 1
1− σ2 , a := σ2θ, b := θ and p := σ2 + β − 2

2(β − 1)(1− σ2) ,

which are the values of a, b and p solutions of (2.1), described in terms of the parameter θ which plays the
role of a Lagrange multiplier in the optimization problem. Note that a <

√
2βσ2, b >

√
2 and p ∈ (0, 1).

Recall that in this situation, the maximal displacement is expected to satisfy

m
(III)
t = vt, where v = ap+ b(1− p) = β − σ2√

2(β − 1)(1− σ2)
.

As mentioned in Section 2.1, under the above assumption, we are in the anomalous behaviour regime. In
this regime, we have v > max(

√
2,
√

2βσ2), in other words, this furthest particle travelled at a larger speed
than the ones observed in the BBM of particles of type 1, or in a BBM of particles of type 2. Moreover, given
the heuristic explanation for (2.1), we expect the furthest particle u of type 2 at time t to satisfy T (u) ≈ pt
and Xu(T (u)) ≈ apt.
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The idea of the proof of Theorem 1.3 is to show that this heuristic holds, and that all particles participating
to the extremal process of the multitype BBM are of type 2, and satisfy T (u) ≈ pt and XT (u)(u) ≈ apt. We
then use the asymptotic behaviour of the growth rate of the number of particles of type 1 growing at speed
a to complete the proof. We begin by proving that with high probability, there is no particle of type 2 far
above level m(III)

t at time t.

Lemma 7.1. Assuming that (σ2, β) ∈ CIII , we have lim
A→∞

lim sup
t→∞

P
(
∃u ∈ N 2

t : Xu(t) ≥ m(III)
t +A

)
= 0.

Proof. The proof of this result is based on a first moment method. For A > 0, we compute, using the
many-to-one lemma the mean of Xt(A) =

∑
u∈N 2

t
1{

Xu(t)≥m(III)
t +A

}. Using (3.17), there exists C > 0 such
that for all t ≥ 1, we have

E(Xt(A)) =
∫ t

0
eβs+t−sP

(
σBs + (Bt −Bs) ≥ m(III)

t +A
)

ds

≤
∫ t

0
eβs+(t−s)C

√
σ2s+ t− s
(vt+A) e

− (vt+A)2

2(σ2s+t−s) ds ≤ Ct−1/2
∫ t

0
eβs+(t−s)e

− (vt+A)2

2(σ2s+t−s) .

Therefore, setting ϕ : u 7→ βu+ 1− u− v2

2(σ2u+1−u) , by change of variable we have, for all t large enough

E(Xt(A)) ≤ Ct1/2
∫ 1

0
exp (tϕ(u)) e−A

v
(σ2u+1−u) du,

We observe that

ϕ′(u) = β − 1− (1− σ2) v2

2(σ2u+ 1− u)2 and ϕ′′(u) = −2(1− σ2)2 v2

2(σ2u+ 1− u)3 ,

hence ϕ is concave, and maximal at point u = p, with a maximum equal to 0. By Taylor expansion, there
exists δ > 0 such that ϕ(u) ≤ −δ(u− p)2 for all u ∈ [0, 1]. Therefore, we have

E(Xt(A)) ≤ Ce−Avt1/2
∫ 1

0
e−δ(u−p)

2tdu ≤ Ce−Av
√
π/δ.

As a result, applying the Markov inequality, we have

P
(
∃u ∈ N 2

t : Xu(t) ≥ m(III)
t +A

)
= P(Xt(A) ≥ 1) ≤ E(Xt(A)),

thus there exists C > 0 such that

lim sup
t→∞

P
(
∃u ∈ N 2

t : Xu(t) ≥ m(III)
t +A

)
≤ Ce−Av,

which converges to 0 as A→∞.

Next, we show that every particle of type 2 that contribute to the extremal process of the BBM branched
from a particle of type 1 at a time and position close to (pt, apt).

Lemma 7.2. Assuming that (σ2, β) ∈ CIII , for all A > 0, we have

lim
R→∞

lim sup
t→∞

P(∃u ∈ N 2
t : Xu(t) ≥ m(III)

t −A, |T (u)− pt| ≥ Rt1/2) = 0, (7.1)

and lim
R→∞

lim sup
t→∞

P(∃u ∈ N 2
t : Xu(t) ≥ m(III)

t −A, |XT (u)(u)− apt| ≥ Rt1/2) = 0. (7.2)

Proof. Let A > 0 and ε > 0. By Lemma 7.1, there exists K > 0 such that with probability (1−ε) no particle
is above level m(III)

t +K at time t for all t large enough. For R > 0, we now compute the mean of

Y
(1)
t (A,K,R) =

∑
u∈N 2

t

1{
Xu(t)−m(III)

t ∈[−A,K]
}1{|T (u)−pt|≥Rt1/2}.

By Proposition 4.1, setting It(R) = [0, t]\[−Rt1/2, Rt1/2] we have

E
(
Y

(1)
t (A,K,R)

)
=
∫
It(R)

eβs+(t−s)P
(
σBs + (Bt −Bs)−m(III)

t ∈ [−A,K]
)

ds

≤ CeAvt1/2
(∫ p−Rt−1/2

0
etϕ(u)du+

∫ 1

p+Rt−1/2
etϕ(u)du

)
,
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using the same notation and computation techniques as in the proof of Lemma 7.1. Thus, using again that
there exists δ > 0 such that ϕ(u) ≤ −δ(u − p)2 for some δ > 0, by change of variable z = t1/2(u − p) we
obtain that

E
(
Y

(1)
t (A,K,R)

)
≤ CeAv

∫
R\[−R,R]

e−δz
2
dz.

Therefore, by Markov inequality, we obtain that

lim sup
t→∞

P(∃u ∈ N 2
t : Xu(t) ≥ m(III)

t −A, |T (u)− pt| ≥ Rt1/2)

≤ lim sup
t→∞

P(∃u ∈ N 2
t : Xu(t) ≥ m(III)

t +K) + CeAv
∫
R\[−R,R]

e−δz
2
dz.

As a result, with the choice previously made for the constant K, we obtain that

lim sup
R→∞

lim sup
t→∞

P(∃u ∈ N 2
t : Xu(t) ≥ m(III)

t −A, |T (u)− pt| ≥ Rt1/2) ≤ ε.

By letting ε→ 0, we complete the proof of (7.1).
We now turn to the proof of (7.2). By (7.1), we can assume, up to enlarging the value of K that

lim sup
t→∞

P(∃u ∈ N 2
t : Xu(t) ≥ m(III)

t −A, |T (u)− pt| ≥ Kt1/2) ≤ ε.

We now compute the mean of

Y
(2)
t (A,K,R) =

∑
u∈N 2

t

1{
Xu(t)−m(III)

t ∈[−A,K]
}1{|T (u)−pt|≤Kt1/2}1{|Xu(T (u))−apt|≥Rt1/2}.

Using again Proposition 4.1, we have

E
(
Y

(2)
t (A,K,R)

)
=
∫ pt+Kt1/2

pt−Kt1/2
eβs+t−sP

(
σBs + (Bt −Bs)−m(III)

t ∈ [−A,K], |σBs − apt| ≥ Rt1/2
)

=
∫ pt+Kt1/2

pt−Kt1/2
e2(β−1)(s−pt)E

eθ(σBs+Bt−Bs)1{
σBs+(Bt−Bs)+(b−a)(pt−s)∈[−A,K]
|σBs−a(pt−s)|≥Rt1/2

}
 ,

by Girsanov transform, using that βs + t − s − θ2

2 (σ2s + t − s) = 2(β − 1)(pt − s) and straightforward
computations. Next, using that θ(b− a)(pt− s) = −2(β − 1)(s− pt), for R large enough, we obtain

E
(
Y

(2)
t (A,K,R)

)
≤ 2Kt1/2eθK sup

|r|≤Kt1/2
P
(
σBpt+r +Bt −Bpt+r + (b− a)r ∈ [−A,K], |σBpt+r − ar| ≥ Rt1/2

)
.

Then, by classical Gaussian computations, σBpt+r − (σBpt+r +Bt −Bpt+r) σ2pt+r
σ2(pt+r)+t(1−p)−r is indepen-

dent of σBpt+r +Bt −Bpt+r. We deduce that for R large enough, we have for all t large enough

sup
|r|≤Kt1/2

P
(
σBpt+r +Bt −Bpt+r + (b− a)r ∈ [−A,K], |σBpt+r − ar| ≥ Rt1/2

)
≤ C(A+K)t−1/2P

(
|B1| ≥

R

2

√
(σ2p+1−p)
4σ2p(1−p)

)
.

As a result, using again the Markov inequality, we have

lim sup
t→∞

P(∃u ∈ N 2
t : Xu(t) ≥ m(III)

t −A, |XT (u)(u)− apt| ≥ Rt1/2)

≤ lim sup
t→∞

P(∃u ∈ N 2
t : Xu(t) ≥ m(III)

t −A, |T (u)− pt| ≥ Kt1/2)

+ lim sup
t→∞

P(∃u ∈ N 2
t : Xu(t) ≥ m(III)

t +K) + C(A+K)KeθKP
(
|B1| ≥ R

√
(σ2p+1−p)
4σ2p(1−p)

)
.
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Hence, letting R→∞, with the choice made for the constant K, we obtain

lim sup
R→∞

lim sup
t→∞

P(∃u ∈ N 2
t : Xu(t) ≥ m(III)

t −A, |XT (u)(u)− apt| ≥ Rt1/2) ≤ 2ε,

and letting ε→ 0 completes the proof of (7.2).

The above lemma shows that typical particles of type 2 that contribute to the extremal process of the
multitype BBM have their last ancestor of type 1 around time pt and position pat. We now prove Theorem 1.3,
using this localization of birth times and positions of particles in B that have a descendant contribution to the
extremal process at time t, with high probability. Then, using Lemmas 3.1 and 4.2 we compute the quantity
of contributing particles and with Lemma 3.7 to obtain the value associated to each contribution.

Proof of Theorem 1.3. Let R > 0, we set

ERt :=
∑
u∈N 2

t

1{|T (u)−pt|≤Rt1/2,|Xu(T (u))−apt|≤Rt1/2}δXu(t)−m(III)
t

.

Lemma 7.2 states that the extremal process ERt is close to the extremal process of the BBM. Precisely, for
all ϕ ∈ T we have∣∣∣E(e−〈ERt ,ϕ〉)−E

(
e−〈Et,ϕ〉

)∣∣∣
≤ P

(
∃u ∈ N 2

t : Xu(t) ≥ m(III)
t −A, (T (u)− pt,Xu(T (u))− apt) 6∈ [−Rt1/2, Rt1/2]2

)
where A is such that the support of ϕ is contained in [−A,∞). As a result, by Lemma 7.2 we have

lim
R→∞

lim sup
t→∞

∣∣∣E(e−〈ERt ,ϕ〉)−E
(
e−〈Et,ϕ〉

)∣∣∣ = 0, (7.3)

so to compute the asymptotic behaviour of E
(
e−〈Et,ϕ〉

)
, it is enough to study the convergence of ERt as t

then R grows to ∞.
Let R > 0 and ϕ ∈ T . Using the branching property and Corollary 4.3 we have

E
(
e−〈E

R
t ,ϕ〉

)
= E

(
exp

(
−α

∫ pt+Rt1/2

pt−Rt1/2

∑
u∈Ns

1{|Xu(s)−apt|≤Rt1/2}F (t− s,Xu(s)− apt)ds
))

,

with F (r, x) = 1−E(2)
(
e
−
∑

u∈N2
r
ϕ(Xu(r)−br+x−b((1−p)t−r))

)
. Additionally, by Lemma 3.7, we have

F ((1− p)t− r, x) = C(b)e
(1− b2

2 )((1−p)t−r)√
2πt(1− p)

e
b(x−br)−

(x−br)2

2((1−p)t−r)
∫
e−θz

(
1− e−Ψb[ϕ](z)

)
dz(1 + o(1))

= C(b)e
(1− b2

2 )(1−p)t√
2πt(1− p)

e
θx−(1+ θ2

2 )r−
(x−br)2

2(1−p)t
∫
e−θz

(
1− e−Ψb[ϕ](z)

)
dz(1 + o(1)),

as t→∞, uniformly in |r| ≤ Rt1/2 and |x| ≤ Rt1/2, where we used that θ = b. Thus, setting

Θ(ϕ) := αC(b)
∫
e−θz

(
1− e−Ψb[ϕ](z)

)
dz

and GR(r, x) = 1{|x+ar|≤R}e
− (x+(a−b)r)2

2(1−p) we can now rewrite the Laplace transform of ERt as

E
(
e−〈E

R
t ,ϕ〉

)
= E

(
exp

(
−Θ(ϕ)e

(1− b2
2 )(1−p)t√

2πt(1− p)

∫ pt+Rt1/2

pt−Rt1/2

∑
u∈Ns

eθ(Xu(s)−apt)−(1+ θ2
2 )(s−pt)GR

(
s−pt
t1/2 ,

Xu(s)−as
t1/2

)
dr
))

.

By definition of the parameters, we have β+ θ2σ2

2 = 1 + θ2

2 = β−σ2

1−σ2 and θa = β+ θ2σ2

2 −
(
β − a2

2σ2

)
, therefore

we can rewrite

E
(
e−〈E

R
t ,ϕ〉

)
= E

(
exp

(
−Θ(ϕ) 1√

2πt(1− p)

∫ pt+Rt1/2

pt−Rt1/2

∑
u∈Ns

eθXu(s)−(β+ θ2σ2
2 )sGR

(
s−pt
t1/2 ,

Xu(s)−as
t1/2

)
dr
))

, (7.4)
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where we used that (1− p)(1− b2

2 ) + p(1− a2

2σ2 ) = 0.
We now observe that by Lemma 3.1, using (3.1), we have

lim
t→∞

1
t1/2

∫ pt+Rt1/2

pt−Rt1/2

∑
u∈Ns

eθXu(s)−(β+ θ2σ2
2 )sGR

(
s−pt
t1/2 ,

Xu(s)−apt
t1/2

)
dr

= W∞(θ)√
2πpσ2

∫
[−R,R]×R

e
− z2

2σ2p e−
(z+(a−b)r)2

2(1−p) 1{|z+ar|≤R}drdz

where W∞(θ) = limt→∞
∑
u∈N 1

t
eθXu(t)−t(β+σ2θ2

2 ) is the limit of the additive martingale with parameter θ
for the branching Brownian motion of type 1. As a result, writing

cR = 1
2π
√
p(1− p)σ2

∫
[−R,R]×R

e
− z2

2σ2p e−
(z+(a−b)r)2

2(1−p) 1{|z+ar|≤R}drdz ∈ (0,∞),

by dominated convergence theorem, (7.4) yields

lim
t→∞

E
(
e−〈E

R
t ,ϕ〉

)
= E (exp (−cRW∞(θ)Θ(ϕ))) .

This convergence holding for all ϕ ∈ T , note that by [BBCM20, Lemma 4.4], we have that ERt converges
weakly in distribution as t→∞ to a DPPP(θcRW∞(θ)e−θzdz,Db), as t→∞, with Db the law of Db defined
in (3.19) and cR a positive constant depending on R.

To complete the proof, we now observe that by monotone convergence theorem, we have

lim
R→∞

cR = 1
2π
√
p(1− p)σ2

∫
R×R

e
− z2

2σ2p e−
(z+(a−b)r)2

2(1−p) dr = 1
b− a

.

Therefore, letting t→∞ then R→∞, (7.3) yields

lim
t→∞

E
(
e−〈E

R
t ,ϕ〉

)
= E

(
exp

(
−αC(b)W∞(θ)

2(β − 1)

∫
θe−θz

(
1− e−Ψb[ϕ](z)

)))
.

As a result, using [BBCM20, Lemma 4.4], the proof of Theorem 1.3 is now complete, with c(III) = αC(b)
2(β−1)

and D(III) the law of Db defined in (3.19).
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