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LOCAL BOXICITY

LOUIS ESPERET AND LYUBEN LICHEV

Abstract. A box is the cartesian product of real intervals, which are either bounded
or equal to R. A box is said to be d-local if at most d of the intervals are bounded.
In this paper, we investigate the recently introduced local boxicity of a graph G, which
is the minimum d such that G can be represented as the intersection of d-local boxes
in some dimension. We prove that all graphs of maximum degree ∆ have local boxicity
O(∆), while almost all graphs of maximum degree ∆ have local boxicity Ω(∆), improving
known upper and lower bounds. We also give improved bounds on the local boxicity as
a function of the number of edges or the genus. Finally, we investigate local boxicity
through the lens of chromatic graph theory. We prove that the family of graphs of local
boxicity at most 2 is χ-bounded, which means that the chromatic number of the graphs in
this class can be bounded by a function of their clique number. This extends a classical
result on graphs of boxicity at most 2.

1. Introduction

In this paper, a real interval is either a bounded real interval, or equal to R. A d-box
in Rd is the cartesian product of d real intervals. A d-box representation of a graph G is
a collection of d-boxes (Bv)v∈V (G) such that for any two vertices u, v ∈ V (G), u and v are
adjacent in G if and only if Bu and Bv intersect. The boxicity of a graph G, denoted by
box(G), is the minimum integer d such that G has a d-box representation1. This parameter
was introduced by Roberts [31] in 1969, and has been extensively studied.

In this paper we investigate the following local variant of boxicity, which was recently
introduced by Bläsius, Stumpf and Ueckerdt [5] (see also [26] for a more general framework
on local versions of graph covering parameters). A d-box in Rd is local in dimension i if
its projection on dimension i is a bounded real interval (equivalently, if the projection
is distinct from R). A d-local box in some dimension d′ ≥ d is a d′-box that is local in
at most d dimensions. A d-local box representation of a graph G in some dimension d′

is a collection (Bv)v∈V (G) of d-local boxes in dimension d′ such that for any two vertices
u, v ∈ V (G), u and v are adjacent in G if and only if Bu and Bv intersect. The local
boxicity of a graph G, denoted by lbox(G), is the minimum integer d such that G has a
d-local box representation in some dimension.

It directly follows from the definition that for any graph G, lbox(G) ≤ box(G). This
raises two types of natural questions: (1) can we improve known upper bounds (and extend
known lower bounds) on the boxicity to the local boxicity, and (2) can we extend known
properties of graphs of boxicity at most d to graphs of local boxicity at most d?

In this paper we prove several results along these lines. The boxicity of graphs of
maximum degree at most ∆ has been extensively studied in the literature [1, 2, 8, 17, 33],

with currently almost matching bounds of O(∆ log1+o(1) ∆) [33] and Ω(∆ log ∆) [8, 15].
It was proved by Majumder and Mathew [28] in 2018 that graphs of maximum degree ∆
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1We remark that allowing intervals of the type (−∞, a) and (a,+∞) does not modify the definition of
boxicity, but it will be more convenient to restrict ourselves to real intervals as defined above (that are
either bounded or equal to R) when we study local boxicity.
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2 L. ESPERET AND L. LICHEV

have local boxicity at most 29 log∗∆∆, where log denotes the binary logarithm and log∗

denotes the binary iterated logarithm, defined as follows:

log∗ t = min{k ∈ N | log log . . . log︸ ︷︷ ︸
k times

t ≤ 1}.

They also deduced from a result of [25] that there are graphs with maximum degree ∆
and local boxicity Ω(∆/ log ∆). Here we improve these two bounds as follows. We say that
almost all graphs of some class C satisfy some property P if the proportion of n-vertex
graphs of C satisfying P (among all n-vertex graphs of C) tends to 1 as n→∞.

Theorem 1.1. There are constants C1, C2 > 0 such that the following holds for every
integer ∆. Every graph of maximum degree ∆ has local boxicity at most C1∆, while
almost all graphs of maximum degree ∆ have local boxicity at least C2∆.

Using a connection between the (local) dimension of partially ordered sets and the
(local) boxicity of graphs [1, 28], Theorem 1.1 directly implies that partially ordered sets
whose comparability graphs have maximum degree ∆ have local dimension O(∆), and this
bound is optimal up to a constant factor (see [10] for more details and results on the local
dimension of posets).

Majumder and Mathew [28] proved that every graph on m edges has local boxicity at

most (29 log∗
√
m + 1)

√
m. By adapting their argument and using Theorem 1.1 we improve

their bound as follows.

Theorem 1.2. There is a constant C3 > 0 such that every graph with m edges has local
boxicity at most C3

√
m. On the other hand, in the regime m = Θ(n2), almost all n-vertex

graphs with m edges have local boxicity Ω(
√
m/ logm) = Ω(n/ log n).

It was proved by Majumder and Mathew [28] that n-vertex graphs have local boxicity
O(n/ log n), so Theorem 1.2 implies that almost all n-vertex graphs with m = Θ(n2) edges
have local boxicity Θ(n/ log n).

Theorem 1.1 and Theorem 1.2 will be proved in Section 3.

For a sequence of probability spaces (Ωn,Fn,Pn)n≥1 and a sequence of events (An)n≥1,
where An ∈ Fn for every n ≥ 1, we say that (An)n≥1 happens asymptotically almost surely
or a.a.s. if lim

n→+∞
Pn(An) = 1.

For any p ∈ [0, 1] and n ∈ N, the random graph G ∈ G(n, p) is defined from the empty
graph on n vertices by adding an edge between each pair of vertices with probability p
and independently from all other pairs.

It was proved in [3] that for any p < 1 − 40 logn
n2 , G ∈ G(n, p) has boxicity Ω(np(1 −

p)) a.a.s., and in particular if p < 1 − ε for some constant ε > 0, then the boxicity is
a.a.s. Ω(np). Recall that n-vertex graphs have local boxicity O(n/ log n), so there is a
clear difference between the two parameters in the dense regime (when p is a constant,
independent of n).

For any ε > 0, if np < 1−ε, the random graph G ∈ G(n, p) consists of a set of connected
components, each containing at most one cycle a.a.s., and as such has local boxicity at
most two (see Lemma 4.1). Our next result concerns the local boxicity of the random
graph G(n, p) in the sparse regime np ∈ [1 − ε, n1−ε]. In this regime we prove that the
local boxicity is a.a.s. Θ(np), which in particular implies the lower bound of Ω(np) on the
boxicity of the random graph G(n, p), obtained in [3].

Theorem 1.3. Let ε ∈ (0, 1) and G ∈ G(n, p) with np ∈ [1 − ε, n1−ε]. Then there is a
constant C4 = C4(ε) such that asymptotically almost surely

ε
41 · np ≤ lbox(G) ≤ C4 · np.
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The proof of Theorem 1.3 will be given in Section 4.

It was proved by Thomassen in 1986 that planar graphs have boxicity at most 3 [34],
which is best possible (as shown by the planar graph obtained from a complete graph on 6
vertices by removing a perfect matching [31]). It is natural to investigate how this result
on planar graphs extends to graphs embeddable on surfaces of higher genus. It was proved
in [33] that graphs embeddable on surfaces of Euler genus g have boxicity O(

√
g log g),

which is best possible [18]. We prove the following version for local boxicity.

Theorem 1.4. For every integer g ≥ 0, every graph embeddable on a surface of Euler
genus at most g has local boxicity at most (70 + og(1))

√
g. On the other hand, there exist

a constant C5 > 0 (independent of g) such that some of these graphs have boxicity at least
C5
√
g/ log g.

Theorem 1.4 will be proved in Section 5. The girth of a graph G is the length of a
smallest cycle in G (if G is acyclic, it girth is infinite). We now turn to graphs G whose
complement, denoted by Gc, has girth at least 5. In this class of very dense graphs we
can determine the local boxicity fairly accurately. Given a graph G = (V,E), the average
degree of G, denoted by ad(G), is defined as 2|E|/|V |.
Theorem 1.5. If G is a graph such that Gc has girth at least five, then lbox(G) ≥⌊

ad(Gc)
2 + 1

⌋
.

In the special case of regular graphs, we give a more precise bound.

Theorem 1.6. Let G be a graph and let k ∈ N. Suppose that Gc is k-regular and has
girth at least five. Then,

• if k is even, or if k is odd and Gc contains a perfect matching, then lbox(G) =⌊
k
2 + 1

⌋
, and

• if k is odd and Gc does not contain a perfect matching, then lbox(G) = k+3
2 .

A classical result is that the graph obtained from Kn (n even) by removing a perfect
matching has boxicity n/2 [31], while Theorem 1.6 shows that the same graph has local
boxicity 1. More generally, if G is a non-complete regular graph on n vertices, whose
complement has girth at least 5, then G has boxicity at least n/4 [3], while Theorem 1.6
shows that the local boxicity of G can be very low. This shows a major difference between
boxicity and local boxicity. Note that regular graphs of odd degree, girth at least five and
no perfect matching exist, see [9] and [19]. This shows that the second case in Theorem 1.6
cannot be neglected in our analysis. Theorem 1.5 and Theorem 1.6 will be proved in
Section 6.

We conclude the paper with a study of some connections between local boxicity and
graph coloring. We recall that the chromatic number χ(G) of a graph G (the minimum
number of colors in a proper coloring of G) is at least the clique number ω(G) of G (the
maximum number of pairwise adjacent vertices in G). It is well known that there exist
graphs with bounded clique number and arbitrary large chromatic number, and classes
that do not contain such graphs are fundamental objects of study. We say that a class
C is χ-bounded if there is a function f such that for any graph G ∈ C, χ(G) ≤ f(ω(G))
(see [32] for a recent survey on χ-boundedness).

It is well known that the class of graphs of boxicity at most 2 (also known as rectangle
graphs) is χ-bounded [7, 21, 22], while there are triangle-free graphs of boxicity 3 and
unbounded chromatic number [6]. Since the class of graphs of boxicity at most 2 is
contained in the class of graphs of local boxicity at most 2, a natural question is whether
this larger class is still χ-bounded. We prove that this is indeed the case (as the asymptotic
complexity of our χ-bounding function is certainly far from optimal, we make no effort to
optimize the multiplicative constant 320).
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Theorem 1.7. Let G be a graph of local boxicity at most 2 and let r = ω(G). Then,
χ(G) ≤ 320 · r3 log(2r).

In addition, we give an improved upper bound in the case of triangle-free graphs, which
is an analogue of a theorem of Asplund and Grünbaum [21] for boxicity (although we do
not prove that our bound is sharp).

Theorem 1.8. The chromatic number of any triangle-free graph G = (V,E) with local
boxicity at most two is at most 18.

Theorem 1.7 and Theorem 1.8 are proved in Section 7.

2. Preliminaries

2.1. Boxicity and local boxicity. The intersection of d graphs Gi = (V,Ei) (1 ≤ i ≤ d)
on the same vertex V is the graph G = (V,E1 ∩ · · · ∩ Ed). As observed by Roberts [31],
a graph G has boxicity at most d if and only if G is the intersection of at most d interval
graphs. In one direction, this can be seen by projecting a d-box representation of G on
each of the d dimensions, and in the other direction it suffices to take the cartesian product
of the d interval graphs. Equivalently, the edge-set of Gc (the complement of G) can be
covered by at most d co-interval graphs (complements of interval graphs).

Similar alternative definitions exist for the local boxicity. Consider an interval graph G
and an interval representation of G (in which we allow intervals to be either bounded real
intervals or equal to R). Note that if some vertex v is mapped to R, then v is universal
in G, which means that v is adjacent to all the vertices of G. This implies the following
alternative definition of local boxicity (see [5]). A graph has local boxicity at most d if
and only if G is the intersection of ` interval graphs G1, . . . , G` (for some ` ≥ d), such that
each vertex v of G is universal in all but at most d graphs Gi (1 ≤ i ≤ `). Equivalently,
there exist ` co-interval graphs H1, . . . ,H` which are all subgraphs of Gc, and such that
E(Gc) = E(H1) ∪ · · · ∪ E(H`) and each vertex of V (G) = V (Gc) is contained in at most
d graphs Hi, (1 ≤ i ≤ `).

In the remainder of the paper, it will sometimes be useful to consider these alternative
definitions of local boxicity instead of the original one.

Let G be a graph and fix a vertex v of G. Let (Bu)u∈G be a d-box representation of
G− v. By adding one dimension in which v is mapped to 0, the neighborhood N(v) of v
to [0, 1], and the remaining vertices of G to 1, we obtain the following.

Observation 2.1. For every graph G and for every vertex v ∈ G, box(G) ≤ box(G−v)+1
and lbox(G) ≤ lbox(G− v) + 1.

Given a graph G = (V,E) and a subset S of vertices of G, we denote by G[S] the
subgraph of G induced by S, and by G〈S〉 the graph obtained from G by adding edges
between every two vertices u, v of G that do not both lie in S. Note that the vertex sets
of G and G〈S〉 coincide. As all the vertices of G − S are universal in G〈S〉, they can be
mapped to R in every dimension without loss of generality, and thus the following holds.

Observation 2.2. For every graph G and subset S of vertices of G, lbox(G〈S〉) =
lbox(G[S]).

Given a bipartition A,B of the vertex set of a graph G, we denote by G〈A,B〉 the graph
obtained from G by adding edges between any pair u, v of vertices such that u and v are
on the same side of the bipartition (equivalently, by making A and B cliques in G).

Observation 2.3. For every graph G = (V,E) and any bipartition A,B of V , we have
G = G〈A〉∩G〈B〉∩G〈A,B〉 and thus lbox(G) ≤ lbox(G[A])+lbox(G[B])+lbox(G〈A,B〉).
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In the definitions of local boxicity, the dimension d′ of the space or the number d′ of
interval graphs in the intersection is unbounded (as a function of d). We now observe that
we can always assume without loss of generality that d′ is bounded.

Observation 2.4. Every n-vertex graph G of local boxicity at most d has a d-local box
representation in dimension d′ ≤ dn.

To see this, note that each vertex is universal in all but at most d dimensions, so if
there are more than dn dimension, in some dimension i all vertices are mapped to R. In
this case dimension i can be omitted.

We use this simple observation to associate to each n-vertex graph G of local boxicity
d a unique binary word as follows. Consider a d-local representation of G, in dimension
d′ ≤ dn. For each vertex v of G, we record the number dv of dimensions in which v is
not universal, and for each such dimension i, we record i and the interval of v in this
representation. We can always assume without loss of generality that the ends of each
interval in an interval representation of an n-vertex interval graph are integers in [2n], so
this takes at most

dlog de+ d · (dlog(dn)e+ 2dlog(2n)e) ≤ (d+ 1) log d+ 3d log n+ 5d+ 1

bits per vertex. Assuming d ≥ 2, this is at most 3d log n + 7d log d bits per vertex, and
thus the complete description of G takes at most nd(3 log n + 7 log d) bits in total. This
binary word is enough to reconstruct G, so this implies the following.

Observation 2.5. For any integers n, d ≥ 2, there are at most 2nd(3 logn+7 log d) labelled
n-vertex graphs of local boxicity at most d.

There are 2(n2) labelled n-vertex graphs, so this immediately implies the following result,
which was established in [25] (with a different multiplicative constant).

Corollary 2.6. Almost all n-vertex graphs have local boxicity at least n
21 logn .

Proof. By Observation 2.5, there are at most 210nd logn labelled n-vertex graphs of local

boxicity at most d, and thus at most 210n2/21 = o(2(n2)) n-vertex labelled graphs of boxicity
at most n

21 logn . It follows that almost all n-vertex graphs have local boxicity at least
n

21 logn . �

It was proved by Liebenau and Wormald [27, Corollary 1.5] that for any 1 ≤ ∆ ≤ n− 2

there are at least (n/e2∆)∆n/2 = 2∆n log(n/e2∆)/2 n-vertex ∆-regular graphs. We obtain
the following consequence of Observation 2.5.

Corollary 2.7. For any ε > 0 and any ∆(n) = O(n1−ε), almost all n-vertex graphs of
maximum degree ∆ = ∆(n) have local boxicity at least ε

21∆.

Proof. By Observation 2.5, there are at most 210nd logn labelled n-vertex graphs of local

boxicity at most d, and thus at most 210n∆ε logn/21 = o(2∆n log(n/e2∆)/2) n-vertex labelled
graphs of boxicity at most ε∆

21 . It follows that almost all n-vertex graphs of maximum

degree ∆ = ∆(n) = O(n1−ε) have local boxicity at least ε∆
21 . �

There are ((n
2

)
m

)
≥ exp

(
m ln(n(n− 1)/2m)

)
n-vertex labelled graphs on m edges. A similar proof as that of Corollary 2.6 and Corol-
lary 2.7 shows the following.

Corollary 2.8. For any function m = Θ(n2), almost all n-vertex graphs with m edges
have local boxicity Ω(

√
m/ logm).
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In the regime m = Θ(n2), graphs have Euler genus g = Θ(n2) (this follows from Euler’s
formula, which easily implies that for any n-vertex graph with m-edges and Euler genus
g, we have m/3− n+ 2 ≤ g ≤ m− n+ 1). This implies the following.

Corollary 2.9. For any function g = Θ(n2), almost all n-vertex graphs with Euler genus
g have local boxicity Ω(

√
g/ log g).

2.2. Probabilistic preliminaries. The following lemma is widely known as Chernoff’s
inequality, see Corollary 2.3 in [23] or Theorem 4.4 in [29].

Lemma 2.10. Let X be a binomial random variable Bin(n, p), and denote µ = E[X]. We
have

P(X ≥ (1 + δ)µ) ≤ exp
(
− δ2µ

2+δ

)
for every δ ≥ 0,

P(X ≤ (1− δ)µ) ≤ exp
(
− δ2µ

2

)
for every δ ∈ [0, 1].

A direct application of Chernoff’s inequality is that the number of edges in G ∈ G(n, p)
is highly concentrated. This can be used to deduce the following.

Corollary 2.11. For every ε ∈ (0, 1) and every p = p(n) > 0 such that np ∈ [1− ε, n1−ε],
the binomial random graph G ∈ G(n, p) has local boxicity at least ε

41 · np asymptotically
almost surely.

Proof. By Lemma 2.10 we know that the number of edges of G is a.a.s. between n2p/3
and n2p. Let us condition on the random variable m and on the a.a.s. event that m ∈
[n2p/3, n2p]. Then, the random graph G ∈ G(n,m) has a uniform distribution among all
graphs with n vertices and m edges. On the other hand, the number of n-vertex graphs
with m edges is at least exp(m ln(n(n−1)/2m)) ≥ exp(εn2p lnn/4) for every large enough
n. By Observation 2.5, the number of n-vertex graphs graphs of boxicity less than εnp/41
is at most

exp
(
n · εnp41 (3 lnn+ 7 ln(np))

)
= o

(
exp(εn2p lnn/4)

)
.

Thus, only a negligible proportion of all graphs on n vertices and m edges have boxicity
less than εnp/41 a.a.s. It follows that when np ∈ [1− ε, n1−ε], G has local boxicity at least
εnp/41 a.a.s. �

The next lemma is widely known under the name Lovász Local Lemma, see [16].

Lemma 2.12 ([16], page 616). Let GD be a graph with vertex set [n] and maximum
degree d, and let A1, . . . , An be events defined on some probability space such that for each
i ∈ [n],P(Ai) ≤ 1/4d. Suppose further that each Ai is jointly independent of the events
(Aj)ij 6∈E(GD). Then, P(Ac1 ∩ · · · ∩Acn) > 0.

2.3. Other combinatorial preliminaries. For every r, t, k, s ∈ N, 2 ≤ t ≤ k ≤ s, a
Steiner system with parameters (t, k, s) is a family S1, S2, . . . , Sr of k-element subsets of
[s], called blocks, such that every t-element subset of [s] is contained in exactly one block.

One may easily deduce that this implies r =
(
s
t

)
/
(
k
t

)
.

We will use Steiner systems to prove results on local boxicity with the help of the
following observation (recall that the notation G〈S〉 was introduced in Section 2.1).

Lemma 2.13. Fix a graph G = (V,E) and integers k, s ∈ N such that 2 ≤ k ≤ s, and let

V1, V2, . . . , Vs be a partition of V . Let r =
(
s
2

)
/
(
k
2

)
and (S1, S2, . . . , Sr) be a Steiner system

with parameters (2, k, s). Then,

lbox(G) ≤ s−1
k−1 · max

1≤j≤r
lbox

(
G[
⋃
i∈Sj

Vi]
)
.
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Proof. We first prove that G =
⋂
j∈[r]G〈

⋃
i∈Sj

Vi〉. Since all the graphs G〈
⋃
i∈Sj

Vi〉 are

supergraphs of G, it suffices to show that every non-edge uv in G appears in at least one
of the graphs G〈

⋃
i∈Sj

Vi〉, and thus in at least one of the graphs G[
⋃
i∈Sj

Vi]. Note that

{u, v} is a subset of Vi ∪ Vj , for some pair i, j, and by definition of Steiner system {i, j} is
a subset of some block S`. It follows that u, v ∈

⋃
i∈S`

Vi, as desired.

Recall that by Observation 2.2, lbox(G〈S〉) = lbox(G[S]) for any subset S of vertices of
G, since vertices of G− S can be mapped to R in every dimension. This implies that, in
addition, there is a lbox(G[S])-local box representation of G〈S〉 in which all the boxes of
the vertices of G− S are 0-local.

A simple property of Steiner systems is that every element of [s] is contained in exactly
s−1
k−1 blocks, and thus every set among (V1, V2, . . . , Vs) participates in exactly s−1

k−1 graphs

G[
⋃
i∈Sj

Vi], 1 ≤ j ≤ r. Hence, we conclude that

lbox(G) ≤ s−1
k−1 · max

1≤j≤r
lbox

(
G[
⋃
i∈Sj

Vi]
)
,

as desired. �

To be able to use Steiner systems we will need to following well known construction.
For every prime number q, the affine plane over Fq is a geometric object consisting of q2

points and q2 + q lines such that:

• every line contains q points,
• every point is contained in q + 1 lines, and
• every pair of points is contained in exactly one line2.

Observation 2.14. For every prime number q ∈ N, the affine plane over Fq is a Steiner
system with parameters (2, q, q2).

Because the affine plane only exists for specific values of q, we will need the following
result of Dusart, see [11]. Stronger results were established in the sequel by the same
author in [12, 13] and by Baker, Herman and Pintz in [4].

Theorem 2.15 ([11], Theorem 1.9). For every real number t ≥ 3275 there is a prime

number in the interval
[
t, t+ t

2 ln2 t

]
. �

Corollary 2.16. For every real number t ≥ 32752 there is a square of a prime number in

the interval
[
t, t+ 7t

ln2 t

]
.

Proof. Let k ∈ N be the least integer such that t ≤ k2. Then, we have that k2 ∈ [t, t +

2
√
t + 1] and by Theorem 2.15 there is a prime number q in the interval

[
k, k + k

2 ln2 k

]
.

We conclude that q2 is in the interval
[
k2, k2 + 11k2

10 ln2 k

]
. Since t ≤ k2 and k2 + 11k2

10 ln2 k
≤

t+2
√
t+1+ 11(t+2

√
t+1)

10 ln2(
√
t)
≤ t+ 7t

ln2 t
for every real number t ≥ 32752, the claim is proved. �

3. Local boxicity and maximum degree

For every ∆ ∈ N with ∆/ ln ∆ ≥ 32752, fix a prime number q = q(∆) with

q2 ∈
[

∆
ln ∆ ,

∆
ln ∆

(
1 + 7

ln2(∆/ ln ∆)

)]
(such a prime number q exists by Corollary 2.16). Let Sq = (S1, S2, . . . , Sr) be the Steiner
system over [q2] with parameters (2, q, q2) given by Observation 2.14 (so in particular each

of the sets S1, S2, . . . , Sr has size q and r =
(
q2

2

)
/
(
q
2

)
= q(q + 1)).

We start by proving the following lemma.

2Indeed, the affine plane over Fq may be defined for every q that is a power of a prime number. Although
we do not give a precise definition of this object, we state its properties, which will be of interest for us.
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Lemma 3.1. Consider an integer ∆ with ∆/ ln ∆ ≥ 32752, and let q = q(∆) and Sq =
(S1, S2, . . . , Sr) be as defined above. For every ∆-regular graph G one may partition the
vertices of G into q2 sets V1, V2, . . . , Vq2 so that for every j ∈ [r], the graph G[

⋃
i∈Sj

Vi]

has maximum degree at most

(
1 + 4

√
q ln ∆

∆

)
∆
q .

Proof. Let us color the vertices of G uniformly at random and independently with the
colors 1, 2, . . . , q2. Fix a vertex v ∈ G. For every color i ∈ [q2], let Xi be the number
of neighbors of v in color i. Lemma 2.10 (Chernoff’s inequality) directly implies that for
every vertex v ∈ V (G), j ∈ [r] and δ ∈ [0, 1],

P
(∑
i∈Sj

Xi ≥ (1 + δ)∆
q

)
≤ exp

(
− δ2∆

3q

)
. (1)

For each color i ∈ [q2], let Vi be the set of vertices of G colored in i. This produces a
partition of the vertex set of G into q2 color classes V1, V2, . . . , Vq2 . Let v be a vertex of

G and let Vk be the set containing v for some k ∈ [q2]. For every j ∈ [r], let Aj,v be the

event that the number of neighbors of v in the set
⋃
i∈Sj

Vi is at least
(
1 + 4

√
q ln ∆

∆

)
∆
q .

By (1) the probability for this event is at most ∆−16/3.
Now, for every j ∈ [r] and every v ∈ V (G), the event Aj,v is independent from the

family of events (Aj′,v′)j′∈[r],v′:dG(v′,v)≥3. The number of events that remain is less than

r(1+∆+∆2) ≤ 2q(q+1)∆2 ≤ 4∆3. One may conclude that for every ∆ in the range given
by the lemma, the assumptions of Lemma 2.12 (the Lovász Local Lemma) are satisfied
for the dependency graph of the events (Aj,v)j∈[r],v∈V (G) with vertices (Aj,v)j∈[r],v∈V (G)

and edges Aj,vAj′,v′ for every two pairs (j, v) and (j′, v′) such that Aj,v and Aj′,v′ are
not independent. We conclude that the event

⋂
j∈[r],v∈V (G)A

c
j,v happens with positive

probability, which concludes the proof. �

For any real number ∆, let lbox(∆) be the maximum local boxicity of a graph of
maximum degree at most ∆.

Corollary 3.2. For any ∆ ∈ N with ∆/ ln ∆ ≥ 32752, let q = q(∆) be as defined above.
Then we have

lbox(∆) ≤ (q + 1) · lbox
((

1 + 4

√
q ln ∆

∆

)
∆
q

)
.

Proof. As every graph of maximum degree at most ∆ is an induced subgraph of some
∆-regular graph (see for instance Section 1.5 in [30]) and local boxicity is monotone under
taking induced subgraph, it is enough to prove that every ∆-regular graph has local

boxicity at most (q + 1) · lbox
((

1 + 4
√

q ln ∆
∆

)
∆
q

)
.

This is a direct consequence of Lemma 2.13 (with k = q and s = q2), combined
with Lemma 3.1. �

We are now ready to prove Theorem 1.1.

Proof of Theorem 1.1. By Corollary 2.7 it is enough to prove the upper bound.
Define the function

α : t ∈ [2,+∞) 7→
∏
i≥1

(
1 + 18

ln2(t3
i/2i )

)−1
=
∏
i≥1

(
1 + 18·4i

9i ln2 t

)−1
∈ (0, 1).

Note that α is well defined since for every fixed t ≥ 2 we have

ln

∏
i≥1

(
1 + 18·4i

9i ln2 t

) =
∑
i≥1

(1 + oi(1)) 18·4i
9i ln2 t

,
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which converges to some real number. Note that α is an increasing function and for every
∆ ≥ 2 we have α(∆) < 1 (since α(∆) is defined as a product of factors in the interval
(0, 1)). Moreover, for every ∆ ≥ 4,(

1 + 18
ln2 ∆

)
α(∆2/3) =

(
1 + 18

ln2 ∆

)∏
i≥1

(
1 + 18

ln2(∆3i−1/2i−1
)

)−1
= α(∆).

We now prove that

there is a constant C ≥ 1 such that for every ∆ ≥ 2, lbox(∆) ≤ Cα(∆) ·∆. (∗)

We argue by induction on ∆. First, using any existing bound on the (local) boxicity of
graphs of bounded degree, for any fixed ∆0 (to be chosen later) one may find C ≥ 1 such
that for every ∆ ∈ [2,∆0], lbox(∆) ≤ Cα(∆) ·∆. Now, suppose that for some ∆1 ≥ ∆0,
(∗) holds for every ∆ ≤ ∆1 − 1. We prove (∗) for ∆ = ∆1. By choosing ∆0 so that
∆0/ ln ∆0 ≥ 32752, we have by Corollary 3.2 that

lbox(∆) ≤ (q + 1) · lbox

((
1 + 4

√
q ln ∆

∆

)
∆
q

)
, (2)

with q2 ∈
[

∆
ln ∆ ,

∆
ln ∆

(
1 + 7

ln2(∆/ ln ∆)

)]
. Notice that

∆
q ≤
√

∆ ln ∆ (3)

and

q + 1 ≤

(√
∆

ln ∆

(
1 + 7

ln2(∆/ ln ∆)

))
+ 1 ≤

√
∆

ln ∆

(
1 + 7

ln2(∆/ ln ∆)

)
+ 1. (4)

Moreover, by choosing ∆0 large enough, we obtain that for every ∆ ≥ ∆0√
∆

ln ∆

(
1 + 7

ln2(∆/ ln ∆)

)
+ 1 ≤

√
∆

ln ∆

(
1 + 8

ln2 ∆

)
+ 1 ≤

√
∆

ln ∆

(
1 + 9

ln2 ∆

)
, (5)

and furthermore,

1 + 4

√
q ln ∆

∆ ≤ 1 + 4

√
2
√

ln ∆
∆ ≤ 1 + 8

ln2 ∆
. (6)

By combining (3), (4), (5) and (6) with the induction hypothesis (and using the fact
that α is an increasing function), we obtain that for ∆0 large enough

lbox(∆) ≤ C
(

1 + 8
ln2 ∆

)(
1 + 9

ln2 ∆

)
α
(

(1 + 4
√
q ln ∆/∆)

√
∆ ln ∆

)
∆

≤ C
(

1 + 18
ln2 ∆

)
α(∆2/3)∆ = Cα(∆)∆,

which completes the proof of (∗). Since α(∆) ≤ 1 for any ∆ ≥ 2 and lbox(1) = 1 we
obtain that lbox(∆) ≤ C∆ for any ∆ ≥ 1, as desired. �

We now explain how to deduce Theorem 1.2 from Theorem 1.1.

Proof of Theorem 1.2. By Corollary 2.8, it suffices to prove the upper bound. Let S be
the set of vertices of degree at least

√
m. Then G−S has maximum degree

√
m, and thus

local boxicity O(
√
m) by Theorem 1.1. On the other hand we have |S| ·

√
m ≤ 2m and

thus |S| ≤ 2
√
m. It then follows from Observation 2.1 that G has local boxicity at most

lbox(G− S) + 2
√
m = O(

√
m). �
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4. Proof of Theorem 1.3

A multicyclic component in a graph G is a connected component of G that contains
at least two cycles. We will need a preliminary lemma, which may be found in a more
general form as Lemma 2.10 in [20].

Lemma 4.1 (Lemma 2.10 in [20]). Let p = c/n with c < 1. Then, the probability that a
graph G ∈ G(n, p) contains a multicyclic component is at most 2

(1−c)3n .

We are now ready to prove Theorem 1.3.

Proof of Theorem 1.3. The lower bound was already proved in Corollary 2.11, so we con-
centrate on the upper bound. If np � lnn, then it is simple consequence of Chernoff’s
inequality that the maximum degree of the random graph G ∈ G(n, p) is at most 2np
a.a.s. (see for example Theorem 3.4 in [20]). Thus, in this regime, the upper bound follows
directly from Theorem 1.1.

Fix an arbitrary small real number ε > 0. We now concentrate on the regime np ∈
[1 − ε, ln2 n] (here we choose ln2 n so to have lnn � ln2 n � n1/3). Partition the vertex
set of G in d2(1 + ε)npe subsets uniformly at random (that is, every vertex is put into
each of the d2(1 + ε)npe subsets with the same probability, and independently from the
other vertices). By Lemma 2.10, the number of vertices in any of the d2(1 + ε)npe subsets

is at most (1+ε/2)n
d2(1+ε)npe with probability 1− exp(−Θ(n/np)) = 1− o(1/n). We condition on

this event. Thus, the union of every two subsets induces a binomial random graph with

parameters n′ ≤ 2 (1+ε/2)n
d2(1+ε)npe and

p ≤ 1
2(1+ε)n/d2(1+ε)npe = (1+ε/2)/(1+ε)

2(1+ε/2)n/d2(1+ε)npe = (1+ε/2)/(1+ε)
n′ .

By Lemma 4.1 for n = n′ and c = (1 + ε/2)/(1 + ε) and a direct union bound we
conclude that the probability that there is a multicyclic component in the graph induced

by the union of any two of the above subsets of vertices is O
(

(np)2

(n/np)

)
= O(n2p3).

All in all, the probablity that the union of some two subsets of vertices induces a graph
with a multicyclic component is at most

d2(1 + ε)npe · o
(

1
n

)
+O(n2p3)

(
1− d2(1 + ε)npe · o

(
1
n

))
= o(1).

Moreover, graphs without multicyclic components have boxicity at most two (and there-
fore, local boxicity at most two as well). The proof is completed by Lemma 2.13, applied
with k = 2, s = d2(1 + ε)npe, and choosing C4 > 0 such that d2(1 + ε)npe ≤ C4np for all
np ∈ [1 − ε, ln2 n] (noting that for any integer `, the edge-set of the complete graph K`

forms a Steiner system with parameters (2, 2, `)). �

5. Local boxicity of graphs of bounded genus

This section is dedicated to an analogue of the following result of Scott and Wood [33]
for local boxicity.

Theorem 5.1 (Theorem 16 in [33]). The boxicity of any graph with Euler genus at most
g is at most (12 + o(1))

√
g ln g.

For this we only need to modify a single step of their proof, where they use the fact
that n-vertex graphs have boxicity at most n. Instead, we use the following result.

Theorem 5.2 (Theorem 12 in [28]). Any graph on n vertices has local boxicity at most
24 · n

logn .

For the sake of completeness, we recall the main steps of the proof of Theorem 16 in
[33], and how we implement the modification.
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Proof of Theorem 1.4. By Corollary 2.9 it is enough to prove the upper bound. We closely
follow the proof of Theorem 16 in [33]. The proofs of the claims below can be found there.

Claim 1 ([33]). G contains a set X of at most 60g vertices, for which box(G \X) ≤ 5.

If |X| ≤ 104, then

lbox(G) ≤ box(G) ≤ box(G \X) + |X| ≤ 5 + 104,

and the theorem holds.
If |X| > 104, fix G1 = G〈V \X〉. Let Y be the set of vertices in V \X with at most two

neighbours in X, and let Z be the set of vertices in V \X with more than two neighbours
in X. Define G2 = G〈X,Y 〉 and G3 = G〈X ∪ Z〉. Then G = G1 ∩ G2 ∩ G3, and thus
lbox(G) ≤ lbox(G1) + lbox(G2) + lbox(G3).

Claim 2 ([33]). box(G1) = box(G[V \X]) ≤ 5 and box(G2) ≤ 48 ln ln(1000g).

Denote H = G[X ∪ Z].

Claim 3 ([33]). For any k ≥ 7, the vertex set X ∪Z can be partitioned in two subsets, A
and B, such that box(H〈A〉) ≤ (k+2)d2e ln(3002g)e, box(H〈A,B〉) ≤ 2+3(k+1) ln(3002g)

and |B| ≤ 6g
k−6 . �

By Observation 2.2 and Theorem 5.2 we have lbox(H〈B〉) = lbox(H[B]) ≤ 24 6g

(k−6) ln( 6g
k−6)

.

By Observation 2.3, we deduce that

lbox(G3) = lbox(H)

≤ lbox(H〈A〉) + lbox(H〈A,B〉) + lbox(H〈B〉)
≤ box(H〈A〉) + box(H〈A,B〉) + lbox(H〈B〉)

≤ (1 + 2e(k + 2) ln(3002g)) + (2 + 3(k + 1) ln(3002g)) + 24 6g

(k−6) ln( 6g
k−6)

.

Choosing k =
⌊

4
√
g

ln g

⌋
, we obtain

box(G3) ≤ (4(2e+ 3) + 24 · 6/4 + o(1))
√
g < (70 + o(1))

√
g.

We deduce that

lbox(G) ≤ box(G1) + box(G2) + (70 + o(1))
√
g = (70 + o(1))

√
g.

This concludes the proof. �

6. Proofs of Theorem 1.5 and Theorem 1.6

We start with the following simple observation.

Observation 6.1. Every co-interval graph of girth at least five is a forest in which each
connected component has diameter at most 3. On the other hand, every tree of diameter
at most 3 is a co-interval graph.

Proof. Denote by P4 the path of length four and by C5 the cycle of length five. Then, P c4
contains an induced cycle of length four and Cc5 contains an induced cycle of length five.
This shows that P c4 and Cc5 are not chordal, and thus not interval graphs. Since interval
graphs are closed under taking induced subgraphs, this proves the first part of the claim.

Any tree T with diameter at most 3 that contains at least one edge consists of two
adjacent vertices u, v, together with a set Su of leaves adjacent to u and a set Sv of leaves
adjacent to v (where the two sets are possibly empty. Mapping u to {0}, v to {2}, all
the elements of Su to [1, 2], and all the elements of Sv to [0, 1], we obtain an interval
representation of T c, as desired. This proves the second part of the claim. �
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Proof Theorem 1.5. Let d = ad(Gc) and ` = lbox(G). By definition of local boxicity
and Observation 6.1, the edge-set of Gc can be covered by a collection of trees such that
each vertex is contained in at most ` of these trees. It follows that the edge-set of Gc can
be partitioned into a collection of trees such that each vertex is contained in at most `
of these trees. Each tree can be oriented such that each vertex has out-degree at most
1, while exactly one vertex has out-degree 0. It follows that Gc itself has an orientation
where each vertex has out-degree at most `, while at least one vertex has out-degree less
than `. Hence, Gc has average degree less than 2`. It follows that ` > d/2, and since ` is
an integer, ` ≥ bd/2 + 1c. �

Lemma 6.2. Let G be a graph and k ∈ N be odd. Suppose that Gc is a k-regular graph
with girth at least 5 that does not contain a perfect matching. Then,

lbox(G) ≥ k+3
2 .

Proof. Let n = |V (G)|. As every 1-regular graph has a perfect matching, we can as-
sume that k ≥ 3. Assume for the sake of contradiction that lbox(G) < k+3

2 . Then,

lbox(G) ≤ k+1
2 . By definition of local boxicity and Observation 6.1, the edge-set of Gc

can be partitioned into a family T of trees of diameter at most 3, such that each vertex is
contained in at most k+1

2 of the trees. In each tree T ∈ T , pick a vertex rT which is not
a leaf in T (if no such vertex exists, pick any vertex rT of T ), root T at rT , and orient
each edge of T towards the root. Since T is a tree of diameter at most 3, this orientation
of T has the property that each vertex has out-degree at most 1, and there is at most
one vertex u distinct from the root that has in-degree at least 1 in T . Moreover if such
a vertex u exists, it is adjacent to the root (see Fig. 1). This orientation of each tree
T ∈ T yields an orientation of Gc with out-degree at most k+1

2 . Let us denote by D+ the

set of vertices of out-degree k+1
2 , and define D− = V (G) \ D+. For each vertex v of G,

let δ(v) = d+(v) − d−(v), where d+(v) and d−(v) denote respectively the out-degree and
in-degree of v in the orientation of Gc defined above. Note that vertices v ∈ D+ satisfy
δ(v) = 1, while vertices v ∈ D− satisfy δ(v) ≤ −1. Since

∑
v∈V (G) δ(v) = 0, it follows that

|D+| ≥ |D−| and thus |D+| ≥ n
2 and |D−| ≤ n

2 .

rTuT

Figure 1. An orientation of a tree of diameter at most 3 towards a root
rT , which is not a leaf. The vertex uT is the only vertex distinct from rT
with in-degree at least 1.

Consider some vertex v which is a root in i ≥ 1 trees of T . Then d+(v) ≤ k+1
2 − i and

thus δ(v) = 2d+(v)− k ≤ 1− 2i ≤ −1, with equality only if i = 1. Hence,
∑

v∈D− δ(v) ≤
−|T |, with equality only if the roots rT are all distinct. Since

∑
v∈V (G) δ(v) = 0 and∑

v∈D+ δ(v) = |D+|, we obtain |T | ≤ |D+|, with equality only if the roots rT are pairwise
distinct.

Each vertex v ∈ D+ has positive in-degree, and thus v is a non-root with in-degree
at least 1 in at least one tree of T . By the property of our orientation mentioned above
(using the crucial fact that trees of T have diameter at most 3), recall that each tree T
of T contains at most one vertex of D+ with in-degree at least one in T . It follows that
|T | ≥ |D+|, with equality only if each tree T of T contains a unique vertex of D+ with
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in-degree at least one in T . This shows that |T | = |D+| and the equality implies that
the roots (rT )T∈T all distinct and each tree T of T contains a different vertex of D+ with
in-degree at least one in T . Therefore, the function T ∈ T 7→ uT ∈ D+, where uT is the
unique vertex of D+ with in-degree at least 1 in T , is a bijection. Note that for every
T ∈ T , uT and rT are adjacent, and since the roots rT are pairwise distinct, the set of
edges between uT and rT , for T ∈ T , forms a matching in Gc. Since |T | = |D+| ≥ n

2 , this
matching is a perfect matching of Gc, a contradiction. �

We are now ready to prove Theorem 1.6.

Proof of 1.6. By Theorem 1.5 and Lemma 6.2 it is sufficient to prove the upper bound.
Assume that Gc has an orientation with out-degree at most d, for some integer d. For
every vertex v ∈ V (Gc), define Tv to be the tree with root v containing all the edges
directed towards v. Then,

⋃
v∈Gc Tv = Gc and every vertex participates in at most d + 1

trees. By Observation 6.1, each of these trees is a co-interval graph, and thus G has local
boxicity at most d.

Assume first that k is even. Then, Gc has an Eulerian orientation, i.e. an orientation
in which each vertex has out-degree k/2 and in-degree k/2, and the observation above
implies that G has local boxicity at most k/2 + 1, as desired.

If k is odd, then Gc has an orientation in which each vertex has out-degree at most k+1
2

(this can be seen by decomposing greedily Gc into a union of edge-disjoint cycles and a
forest, and finding an orientation with out-degree at most 1 of each of these graphs). The
observation above then implies that G has local boxicity at most k+1

2 + 1 = k+3
2 , which

proves the theorem when Gc has no perfect matching.
Finally, assume that k is odd and Gc contains some perfect matching M . Then, the

graph obtained from Gc by removing all the edges of M has an Eulerian orientation. For
each edge uv ∈ M , let Tuv be the tree consisting of the edge uv together with the edges
oriented towards u, and the edges oriented towards v (recall that Gc has girth at least 5,
so these edges induce a tree). Then,

⋃
uv∈M Tuv = Gc, and every vertex participates in

k−1
2 + 1 = k+1

2 trees. By Observation 6.1, each of these trees is a co-interval graph, and

thus G has local boxicity at most k+1
2 , as desired. �

7. Proofs of Theorem 1.7 and Theorem 1.8

We will need the following two results (for the first one the exact constants are not
given explicitly in [7] but can be easily deduced from their proof).

Theorem 7.1 ([7]). Every graph with boxicity at most two and clique number at most r
has chromatic number at most 320r log(2r).

Theorem 7.2 ([21]). Every triangle-free graph with boxicity at most two has chromatic
number at most 6.

We say that a graph of local boxicity at most 2 is of type (1, 1) if the graph has a 2-local
box representation in which each box is local in at most one dimension distinct from the
first dimension.

Lemma 7.3. Let G be a graph of type (1, 1) and clique number ω(G) = r. Then χ(G) ≤
320r2 log(2r). Moreover, if r = 2, then χ(G) ≤ 12.

Proof. Consider a d-dimensional 2-local box representation (Bv)v∈G of G such that each
box is local in at most one dimension distinct from the first dimension. For each vertex
v, let Iv be the interval obtained by projecting Bv on the first dimension. Let G1 be the
interval supergraph of G associated to the intervals (Iv)v∈G. For every 2 ≤ i ≤ d, let Di

be the set of vertices whose boxes are local in dimension i. Let D1 = V (G)−
⋃

2≤i≤dDi.
Observe that D1, . . . , Dd form a partition of the vertex-set of G. For any 1 ≤ i ≤ d, let
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Pi be the family of connected components of G1[Di], and let P =
⋃

1≤i≤d Pi (note that P
forms a partition of V (G)).

For each set S ∈ P, G1[S] is connected and thus the set IS =
⋃
v∈S Iv is an interval. Let

H be the interval graph with vertex set P associated to the family of intervals (IS)S∈P . We
claim that H has clique number at most r. Indeed, suppose for the sake of contradiction
that r + 1 of the intervals (IS)S∈P have non-empty intersection. Then there are r + 1
vertices v1, v2, . . . , vr+1 from different sets of P, for which

⋂
1≤i≤r+1 Ivi 6= ∅. Thus, the

graph G1 contains the complete graph on v1, v2, . . . , vr+1. Note that if there is an edge in
G1 between two vertices u, v lying in different sets Su, Sv ∈ P, respectively, then the sets
Su and Sv do not lie in the same set Di, and thus u and v are adjacent in G. This shows
that every edge of G1 between vertices from different sets of P also appears in G, which
implies that G contains a clique of size r+1, a contradiction. Hence, H has clique number
at most r, and since it is an interval graph, χ(H) ≤ r. Fix an r-coloring of H, and for
each S ∈ P, fix a coloring of G[S] with at most 320r log(2r) colors (such a coloring exists
by Theorem 7.1 since G[S] has boxicity at most 2).

We now assign to each vertex v ∈ G a pair of colors as follows. Let S ∈ P be such that
v ∈ S. Then, the first color assigned to v is the color of S ∈ V (H) = P in the coloring of
H, and the second color is the color of v in G[S]. The total number of colors assigned is
at most r · 320r log(2r) = 320r2 log(2r). It remains to prove that this is a proper coloring
of G. Let uv be an edge of G. If u and v lie in the same set S ∈ P, then since we have
chosen a proper coloring of G[S] the second colors of u and v are different. If u and v lie
in different sets Su, Sv of P, then since uv is also an edge of G1, Su and Sv are adjacent in
H and thus the first colors of u and v are different. This shows that χ(G) ≤ 320r2 log(2r).

Assume now that r = 2. Then by Theorem 7.2 each graph G[S] is 6-colorable, and thus
G itself has a coloring with at most 2 · 6 = 12 colors, as desired. �

We are now ready to prove Theorem 1.8 and Theorem 1.7.

Proof of Theorem 1.8. Let (Bv)v∈G be a 2-local box representation of G in some dimension
d. We say that a vertex v is local in dimension i if its d-box Bv is local in dimension i.
If G has local boxicity at most 1, it is the complete join3 of interval graphs, and since G
is triangle-free, this implies that G itself is a (triangle-free) interval graph, and thus has
chromatic number at most 2. So we can assume that some vertex v is local in two different
dimensions, say 1 and 2 without loss of generality. For any 1 ≤ i ≤ d, let Di be the set
of vertices of G that are local in dimension i. Note that v ∈ D1 ∩ D2, and G[D1 ∩ D2]
has boxicity at most 2, and thus χ(G[D1 ∩D2]) ≤ 6 by Theorem 7.2. This shows that if
V = D1 ∪D2, χ(G[V \ (D14D2)]) ≤ 6.

Note that all vertices of V \ (D1 ∪ D2) are neighbors of v, and therefore form an
independent set in G. Since there is no pair of vertices u ∈ D1∩D2 and w ∈ V \ (D1∪D2)
that are local in a common dimension, all vertices of D1 ∩D2 are adjacent to all vertices
of V \ (D1 ∪D2). In particular, if V 6= D1 ∪D2, the set D1 ∩D2 is also an independent
set in G. In this case we conclude that χ(G[V \ (D14D2)]) ≤ 2.

If D2 \D1 is an independent set, since G[D1] is of type (1, 1), it follows from Lemma 7.3
that χ(G) ≤ χ(G[D1]) + χ(G[D2 \ D1]) + χ(G[V \ (D1 ∪ D2)]) ≤ 12 + 1 + 1 = 14.
The symmetric argument shows that if D1 \ D2 is an independent set, then χ(G) ≤ 14.
Consequently, we can assume that neither D1\D2 nor D2\D1 is an independent set, and in
particular G[D1 \D2] and G[D2 \D1] both contain at least one edge. Fix uw ∈ G[D1 \D2].
We now consider two cases.

• Assume first that u and w are local together in a third dimension, say dimension 3
without loss of generality. Then, since uw is not part of a triangle in G, D2 \D1 ⊂

3The complete join of k graphs G1, . . . Gk is obtained from the disjoint union of G1, . . . Gk by adding
all possible edges between Gi and Gj , for any 1 ≤ i < j ≤ k.
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D3. If D1 \D2 6⊆ D3, without loss of generality there is a vertex in D1 \ (D2∪D3),
and this vertex is adjacent to every vertex in D2 ∩D3 = D2 \D1. Thus, D2 \D1

is an independent set, which contradicts our assumption above. Hence, we can
assume that D1 \D2 ⊆ D3, and thus D14D2 ⊆ D3. Since G[D3] is of type (1, 1)
it follows from Lemma 7.3 and the discusion above that

χ(G) ≤ χ(G[D14D2]) + χ(G[V \ (D14D2)]) ≤ 12 + 6 = 18.

• We can now assume without loss of generality that u ∈ D3 and w ∈ D4. Note
that in this case D3 6= D1 and D4 6= D1. Then, since uw is not part of a triangle
in G, D2 \ D1 ⊂ D3 ∪ D4. Moreover, if D1 \ D2 6⊆ D3 ∪ D4, then there is a
vertex w ∈ D1 \ (D2 ∪ D3 ∪ D4), which is connected to every vertex in D2 \ D1,
and therefore D2 \D1 is an independent set, contradicting our assumption. Thus,
D14D2 ⊆ D3 ∪D4. Note that if D3 ∩D2 = ∅ or D4 ∩D2 = ∅, then all vertices
of D2 \D1 are adjacent to u, or all are adjacent to w, respectively. In both cases
we obtain that D2 \ D1 is an independent set, a contradiction. This shows that
D2∩D3 6= ∅ and D2∩D4 6= ∅. Since G[D1∩D3, D2∩D4] and G[D1∩D4, D2∩D3]
are complete bipartite graphs, each of D1 ∩ D3, D1 ∩ D4, D2 ∩ D3 and D2 ∩ D4

is an independent set. Since D14D2 ⊆ D3 ∪ D4, this shows that G[D14D2] is
4-colorable. Thus,

χ(G) ≤ χ(G[D14D2]) + χ(G[V \D14D2]) ≤ 4 + 6 = 10.

This concludes the proof of the theorem. �

In the proof of Theorem 1.7 we made no effort to optimize the multiplicative constant.

Proof of Theorem 1.7. We will prove by induction on r ≥ 2 that any graph of local boxicity
at most 2 and clique number at most r has chromatic number at most 320r3 log(2r). The
claim holds for r = 2 by Theorem 1.8. Suppose now that r ≥ 3 and the property holds
for r − 1. Let G = (V,E) be a graph of local boxicity at most 2 and clique number at
most r, and let (Bv)v∈G be a 2-local box representation of G in some dimension. If G
has local boxicity at most 1, then G is the complete join of interval graphs, and thus
χ(G) = ω(G) = r, so we can assume that some box Bv is local in two dimensions,
say in dimensions 1 and 2 without loss of generality. For i = 1, 2, let Di be the set
of vertices whose boxes are local in dimension i (and note that v ∈ D1 ∩ D2). As all
the vertices of V \ (D1 ∪ D2) are neighbors of v, the graph G[V \ (D1 ∪ D2)] has clique
number at most r − 1, and by the induction hypothesis it has a coloring with at most
320(r− 1)3 log(2(r− 1)) ≤ 320(r− 1)3 log(2r) colors. Each of G[D1] and G[D2] is of type
(1, 1) and thus both G[D1] and G[D2 \D1] have a coloring with at most 320r2 log(2r) by
Lemma 7.3. It follows that G has a coloring with at most

320(r − 1)3 log(2r) + 2 · 320r2 log(2r) ≤ 320r3 log(2r)

colors, as desired. �

8. Conclusion and open problems

Two natural problems are to close the gap between the lower bound of Ω(
√
m/ logm)

and the upper bound ofO(
√
m) for graphs withm edges, and the lower bound of Ω(

√
g/ log g)

and the upper bound of O(
√
g) for graphs of Euler genus g.

We have proved that the family of graphs of local boxicity at most 2 is χ-bounded, which
extends a classical result on graphs with boxicity at most 2. It was proved in [24] that if
G is the complement of a graph of boxicity at most 2, then χ(G) = O(ω(G) logω(G)), and
thus the family of complements of graphs of boxicity at most 2 is χ-bounded. A natural
question is whether this extends to the family of complements of graphs of local boxicity
at most 2.
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Question 1. Is the family {Gc | lbox(G) ≤ 2} χ-bounded?

It was observed by James Davies (personal communication) that the answer to this
question is negative. Given an integer n ≥ 2, the shift graph Sn is the graph whose
vertices are the ordered pairs (i, j) with 1 ≤ i < j ≤ n, with an edge between (i, j) and
(k, `) if and only if j = k or ` = i. It can be checked that Sn is triangle-free, and Erdős
and Hajnal [14] proved that for any n ≥ 2, χ(Sn) = dlog ne. James Davies noted that
the complement of Sn has local boxicity at most 2: to see this, map each pair (i, j) to
the n-dimensional box whose projection is equal to {0} in dimension i, {1} in dimension
j, and R in the other dimensions. This shows that the family of triangle-free graphs in
{Gc | lbox(G) ≤ 2} has unbounded chromatic number, and thus Question 1 has a negative
answer.

Recent development. After we made our manuscript public, the authors of [28] im-
proved their bound on the local boxicity of graphs of maximum degree ∆ to O(∆), match-
ing the bound of Theorem 1.1 (and as a consequence, also matching the bound of Theo-
rem 1.2). Their proof avoids the use of number theoretic tools altogether.

Acknowledgments. The authors would like to thank Matěj Stehĺık for interesting discus-
sions and for suggesting to investigate the chromatic number of graphs of local boxicity
at most 2 and their complements. We are also grateful to James Davies for allowing us
to present his negative answer to Question 1, and to Bartosz Walczak for giving us the
correct constant in Theorem 7.1.
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[16] P. Erdős and L. Lovász. Problems and results on 3-chromatic hypergraphs and some related questions,

1973. In Colloq. Math. Soc. János Bolyai, volume 10, 1975.



LOCAL BOXICITY 17

[17] L. Esperet. Boxicity of graphs with bounded degree. European Journal of Combinatorics, 30(5):1277–
1280, 2009.

[18] L. Esperet. Boxicity and topological invariants. European Journal of Combinatorics, 51:495–499, 2016.
[19] A. D. Flaxman and S. Hoory. Maximum matchings in regular graphs of high girth. The Electronic

Journal of Combinatorics, 14, #N1, 2007.
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